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1. Introduction 
Artificial intelligence (AI) has emerged as a transformative force across industries, reshaping operations, 
enhancing efficiencies, and driving innovation. Generative AI (GenAI) stands out in this landscape for its 
unique ability to autonomously create content, generate insights, and optimize processes. This 
technological advancement represents not only a paradigm shift but also a significant opportunity for any 
industry; the telecommunications industry is not the exception. 

Communication Service Providers (CSPs) operate in a dynamic environment where competition is fierce, 
consumer expectations are rising, and margins are becoming increasingly tight, so operational costs are in 
the spotlight and need continual optimization. GenAI offers CSPs more than just a tool for innovation—it 
presents a strategic avenue to reduce operational expenditures (OPEX), accelerate operational and 
business processes and help to create new revenue streams. By harnessing GenAI technologies 
effectively, CSPs can automate routine tasks, personalize customer interactions, predict consumer 
behavior, and optimize network management, among other applications. 

The adoption of GenAI is not merely about integrating new technology; it represents a fundamental shift 
towards more agile and data-driven business models. Through intelligent automation and predictive 
analytics, CSPs can streamline operations, enhance (even rethink) their product services 
(Fraud/Assurance), optimize their internal processes (reduce costs), and discover new revenue streams, 
which leads to sustainable growth in the digital era. 

Currently, AI, particularly GenAI, is at the peak of expectations. This has sparked a race in academia and 
industry to develop new large language models (LLM), various applications, and debates on the need for 
models to be open source. This technical paper presents a framework for GenAI, outlining its current 
scope and limitations. From this foundation, we will explore GenAI’s current applications, the 
distinctions between closed-source and open-source alternatives, and its limitations. Specifically, we 
explore the strategic deployment of GenAI within the cable industry in Latin America. 

2. Conceptual Framework of Generative Artificial Intelligence 
AI models are classified into: 

Generative Models:  These models focus on learning the joint distribution of data features and their labels. 
This approach allows data classification and generates new samples that follow the same distribution as the 
training data. They are characterized by: 

Distribution Learning: These models learn how the data is distributed in the input space. 

Data Generation: They can generate new and realistic data based on their learning. 

Key examples include variational autoencoders (VAEs), generative adversarial networks (GANs), and 
LLMs. 

Discriminative Models: They focus on learning the conditional probability distribution of labels given the 
input data, aiming for accurate classification or prediction. These models learn the decision boundary 
between different classes in the data. Their main goal is to directly maximize classification or prediction 
accuracy. They are characterized by: 

Direct Optimization: These models directly optimize performance in classification or regression 
tasks. 



 

Presented and first published at SCTE TechExpo24 4 

Focus on Decision Boundaries: They learn to distinguish between different kinds of data based 
on input characteristics. 

Some examples include classic ML Models, such as Support Vector Machines (SVMs), Neural Networks, 
and Logistic Regression. 

Hybrid Models: They combine generative and discriminative modeling techniques to leverage the 
advantages of both approaches. They aim to enhance performance on specific tasks by integrating 
generation and discrimination capabilities. Their characteristics include: 

Combined Strengths: These models harness the data generation capacity of generative models 
and the classification accuracy of discriminative models. 

Expanded Applications: They are particularly useful in semi-supervised learning scenarios, where 
combining both approaches can improve the utilization of labeled and unlabeled data. 

Some examples include models that use techniques such as softmax layers coupled with Gaussian 
components in neural networks or systems that integrate GANs with discriminative classifiers. 

3. Adaptation and improvement of GenAI models 

In GenAI, there are techniques related to the adaptation and improvement of models: fine-tuning and one-
shot and many-shot1. 

Fine-tuning is a technique used to adapt a pre-trained model to a new task, which may require one-shot or 
many-shot, depending on the amount of data available. One-shot and many-shot are learning scenarios 
that can benefit from fine-tuning, since they allow the model to be adapted to new tasks with different 
amounts of data. 

3.1. Fine Tuning 

Fine-tuning involves adapting a pre-trained model to a specific task, typically using a smaller, more 
specialized dataset. 

3.2. One-Shot, Multi-Shot and Many-Shot In-Context Learning (ICL) 

● One-shot: One-shot learning involves presenting the model with just a single example of a task 
before requiring it to perform similar tasks. The model must generalize from this sole example to 
handle new instances of the task. This approach is beneficial in scenarios with limited training data 
or when quick adaptation to new tasks is crucial. 

● Multi-shot: This method provides the model with several examples (typically 2 to 5, but it can 
provide more) before asking it to perform the task. It allows the model to learn more robust patterns 
by seeing multiple instances of how the task should be performed. It generally produces better 
results than the one-shot, especially on complex tasks. 

● Many-shot: It involves providing a significantly larger number of examples, usually dozens or 
hundreds. It is closer to traditional learning but does not reach the large volumes of data used in 

 
1 Few-shot fine-tuning vs. in-context learning. arXiv. https://arxiv.org/abs/2305.16938 

https://arxiv.org/abs/2305.16938
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full training. It provides more data for the model to learn from, which can result in better 
performance on more complex tasks2. 

4. Generative Artificial Intelligence 
GenAI represents a significant advancement in the field of AI, particularly in its ability to autonomously 
create content and generate outputs that mimic human-like creativity and cognition. The development of 
GenAI began with foundational research in machine learning (ML) and natural language processing 
(NLP), paving the way for transformative applications across various industries. 

 
Figure 1 - An Overview of the Principles of AI 

4.1. Origins and Academic References 

The roots of GenAI can be traced back to early developments in ML and neural networks. However, its 
prominence surged with the advent of deep learning techniques and the availability of large-scale datasets 
in the early 2010s. Key milestones include introducing deep generative models like GANs by Ian 
Goodfellow and VAEs, which lay the groundwork for training models to generate novel content. In 
academia, pioneers such as Yann LeCun, Geoffrey Hinton, and Yoshua Bengio have significantly 
contributed to the theoretical foundations and practical applications of AI, including GenAI. The paper 
"Deep Learning," published in Nature in 20153, is a seminal work in the field of artificial intelligence and 
machine learning. 

Their work in deep learning architectures and unsupervised learning has shaped the development of 
generative models capable of producing realistic and contextually relevant outputs across domains. 

 
2 Agarwal, R., et al. (2024). Many-shot in-context learning. arXiv. https://arxiv.org/abs/2404.11018v2 
3 Deep learning. Nature, 521, 436–444. https://doi.org/10.1038/nature14539 

https://arxiv.org/abs/2404.11018v2
https://doi.org/10.1038/nature14539
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The paper "Attention is All You Need"4, published in 2017 by Google researchers, is considered the 
starting point of modern GenAI. This influential work introduced the Transformer neural network 
architecture, which is based on attention mechanisms and has proven more efficient than previous 
language models based on recurrent neural networks (RNNs). 

The Transformer architecture, with its attention layers that allow each word to be encoded based on 
context, has been the basis for the development of numerous successful GenAI models, including GPT 
(Generative Pre-trained Transformer): Pre-trained generative LLM, such as GPT-2, GPT-3 and GPT-4, 
developed by OpenAI. 

Shannon's seminal communications paper, "A Mathematical Theory of Communication," published in 
1948, has more than 164,000 citations. In comparison, “Attention is all you need” has garnered over 
126,000 citations, demonstrating its significant impact on the GenAI field. 

4.2. GenAI Relevant Milestones 

● September 2012: AlexNet significantly outperforms traditional computer vision methods, marking 
the beginning of deep learning's dominance in image recognition tasks. Developed by Alex 
Krizhevsky, Ilya Sutskever, and Geoffrey Hinton in 2012, it won the ImageNet Large Scale Visual 
Recognition Challenge (ILSVRC) competition the same year. AlexNet was one of the first 
Convolutional Neural Networks (CNNs) to use GPUs for training, significantly speeding up the 
process and demonstrating the effectiveness of deep convolutional layers for image recognition. 

● March 2016: DeepMind's AlphaGo defeats the world champion Go player Lee Sedol, 
demonstrating the power of deep reinforcement learning. 

● June 2017: The introduction of the Transformer architecture paper “Attention Is All You Need” 
revolutionizes NLP and leads to models like BERT and GPT. The original transformer model varies 
between 65 million and 213 million parameters, depending on the implementation. This model 
enabled parallel data processing, leading to more efficient training and better performance on NLP 
tasks. 

● October 2018: Google develops BERT, a groundbreaking model that achieves state-of-the-art 
results on multiple NLP benchmarks. BERT-Base has 110 million parameters, while BERT-Large 
has 340 million parameters. This model's major impact is that it uses a bidirectional approach to 
understand context from both directions in a text, significantly improving performance on various 
tasks. 

● February 2019: OpenAI releases GPT-2 (1.5B parameters), a significantly larger model than its 
predecessor, demonstrating impressive text generation capabilities. Due to its advanced 
capabilities, OpenAI sparked discussions on AI safety and ethical implications. 

● July 2019: Facebook AI develops RoBERTa (355M parameters), an optimized version of BERT 
that uses more data and improved training methods. 

● October 2019: Google releases T5 “Text-to-Text Transfer Transformer” (11B parameters), 
unifying NLP tasks under a text-to-text framework. It demonstrates versatility and high 
performance across various benchmarks, influencing the approach to multi-task learning in NLP. 

● June 2020: OpenAI releases GPT-3 (175B parameters), setting a new text generation and 
understanding benchmark.  

● April 2022: OpenAI introduces DALL-E 2, showcasing advanced text-to-image generation. 

 
4 Attention is all you need. Retrieved from https://arxiv.org/abs/1706.03762 

https://arxiv.org/abs/1706.03762
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● November 2022:  OpenAI releases ChatGPT (165 billion parameters), a conversational AI model 
based on GPT-3.5. It rapidly gained popularity, reaching 1 million users in just 5 days. ChatGPT 
revolutionized conversational AI by providing highly interactive and human-like dialogue 
capabilities, demonstrating significant practical applications and capturing public interest. 

 
Figure 2 - Time it took selected services to reach one million users 

● February 2023: Meta AI releases LLaMA (Large Language Model Meta AI), a new family of 
state-of-the-art open-access language models with 7 billion to 65 billion parameters. It provides 
high performance with fewer parameters compared to similar models, emphasizing efficiency and 
accessibility in language modeling. 

● March 2023: OpenAI launches GPT-4 (with an unknown number of parameters, assumed to be in 
the range of hundreds of billions), an improved iteration offering better coherence, context 
handling, and overall performance. 

● July 2024: Meta releases LLaMA 3.1 405B, and it is integrated natively with WhatsApp. (LLaMA 
3.0 was trained with 8B/70B parameters). 
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Figure 3 - Timeline of Large Language Models (LLMs) with Over 10B Parameters 

The image above is a timeline of existing LLMs with a size greater than 10 billion parameters. The 
timeline is organized according to the models' release dates. Models marked with a yellow background 
are all publicly available. 

4.3. Flavors 

Unlike traditional AI models that are task-specific and operate within predefined rules and datasets, 
GenAI operates on a different paradigm. It leverages deep neural networks to learn patterns and 
relationships from vast amounts of data, enabling it to generate new content autonomously. This contrasts 
with traditional AI, which typically requires explicit programming and human-defined rules for decision-
making and task execution. 

GenAI models excel in tasks such as natural language understanding and generation, image and video 
synthesis, and even creative fields like music composition and visual art generation. They achieve this by 
learning the statistical regularities and semantic structures in the data they are trained on, allowing them 
to produce outputs exhibiting human-like qualities and creativity. 

The following image, sourced from Gartner, illustrates the layered structure of GenAI technologies, 
highlighting the progression from foundational models to specialized applications like ChatGPT. 
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Figure 4 - How GenAI Fits into the AI Hierarchy 

 

● ChatGPT: A service from OpenAI that integrates a conversational chatbot with an LLM to create 
content. It was trained on a foundational model of billions of words from multiple sources and then 
fine-tuned using reinforcement learning based on human feedback. 

● LLM: AI trained on large amounts of text, enabling it to interpret and generate text outputs similar 
to humans. 

● Foundation Model: Large machine learning models trained on extensive sets of unlabeled data 
and adapted for a wide range of applications. 

● GenAI: AI techniques that learn from a representation of artifacts in a model and generate new 
artifacts with similar characteristics. 

4.4. The Momentum of GenAI 

The following image, “Gartner Hype Cycle for Generative AI (GenAI),” shows, as of September 2023, 
the maturity and adoption phases of various GenAI technologies. 
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Figure 5 - Hype Cycle for GenAI 5 

The current hype surrounding GenAI can be attributed to several factors. Firstly, advancements in 
hardware acceleration, particularly GPUs (Graphics Processing Units), have enabled the training of larger 
and more complex models with unprecedented speed and efficiency. This has facilitated the development 
of state-of-the-art language models like OpenAI's GPT series and Google's Bidirectional Encoder 
Representations from Transformers (BERT), which have demonstrated remarkable capabilities in natural 
language processing tasks. 

Secondly, the open-sourcing of key frameworks and pre-trained models has democratized access to 
GenAI technology, fostering innovation and collaboration within the research community and industry. 
Frameworks like TensorFlow, PyTorch, LangChains, and Hugging Face (among others) have lowered the 
barrier to entry for developing and deploying generative models, driving widespread experimentation and 
adoption. 

Lastly, GenAI's versatility in generating content that is indistinguishable from human-created outputs has 
captured the imagination of businesses seeking to automate processes, personalize customer interactions, 
and innovate across sectors. This potential for transformative impact across all industries underscores the 
strategic importance of understanding and leveraging GenAI effectively. 

5. Large Language Models 
As we explained, the GenAI field holds immense promise and potential. However, since not all that 
glitters is gold, understanding its limitations is crucial for managing expectations and thinking of realistic 
use cases that bring real value to the operators. But first, let's clarify the difference between GenAI and 
LLMs since both concepts are closely related and often confused. 

 
5 Gartner. (n.d.). Gartner AI report. 
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GenAI refers to AI systems that can generate new content. This can include text, images, music, and 
more. These systems learn patterns from existing data and use this knowledge to create novel outputs. The 
primary goal of GenAI is to produce content that is coherent and contextually relevant, mimicking human 
creativity and intelligence. 

LLMs are a subset of GenAI specifically focused on understanding and generating human language. They 
are trained on extensive datasets composed of text from diverse sources, which allows them to perform a 
wide range of NLP tasks. LLMs, such as GPT-4o, BERT, Claude, etc., leverage deep learning techniques 
(transformer architectures) to predict and generate content (text/music/images/etc.) based on the input 
they receive. 

5.1. Performance 

Various criteria and metrics are employed to assess the effectiveness of an LLM. Here are some of the 
key indicators: 

● Perplexity: Measures how well the model predicts a text sample; lower perplexity indicates better 
performance. 

● Task-Specific Accuracy: Evaluates the model's performance on tasks such as translation, question 
answering, and text summarization. 

● Benchmarks: Uses standardized test suites, such as general language understanding evaluation 
(GLUE), SuperGLUE, and massive multitask language understanding (MMLU), to compare 
different models. 

● Coherence and Fluency: Assesses the generated text's quality, coherence, and naturalness. 
● Instruction Following: Measures the model's ability to accurately follow specific instructions or 

prompts. 
● Reasoning and Problem Solving: Evaluates the model's capability to perform logical reasoning 

and solve complex problems. 
● Multimodality: For advanced models, considers their ability to handle various types of data (text, 

images, audio) is considered. 
● Computational Efficiency: Considers the model's size, inference speed, and the resources required 

for operation. 
● Robustness and Consistency: Assesses how well the model handles unusual or adversarial inputs 

and their consistency across different runs. 

Our intention is not to provide a comprehensive evaluation of every LLM across all these aspects (e.g., 
image/sound creation) but to highlight the critical characteristics of LLMs when considering AI-based 
applications.  

The following chart presents a comparative analysis of different LLMs (both private and open-source), 
with each model evaluated across various metrics and scored on a scale from 1 (minimum) to 100 
(maximum).  

Table 1 - Comparative Analysis of Different LLMs 
E Model GLUE 

Score 
SQuAD 
(v2.0) F1 

SuperGLUE 
Score 

OpenBookQA 
Accuracy 

CoQA F1 WMT 
(BLEU) 

GPT-3 85.5 90.2 71.2 77.8 86.4 39.0 
BERT 80.5 88.5 67.0 71.8 81.0 34.1 
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T5 89.7 92.2 76.9 82.3 87.1 42.1 
RoBERTa 88.5 91.2 75.4 80.5 85.6 41.0 
XLNet 84.5 90.6 72.0 78.2 83.8 36.8 
GPT-4 90.1 93.0 78.5 84.5 89.0 45.2 
Turing-NLG 83.7 89.1 70.0 75.4 82.0 38.2 
Megatron-Turing 
NLG 

91.0 93.5 79.0 85.0 89.5 46.3 

Claude 87.3 90.8 74.1 80.0 85.0 40.7 
ChatGPT-4 91.5 94.0 80.0 86.0 90.0 47.5 

Notes: 

1. GLUE Score: Measures general language understanding across various tasks. 
2. SQuAD F1: Measures performance on question answering, considering both exact match and 

partial answers. 
3. SuperGLUE Score: An extension of GLUE with more challenging tasks. 
4. OpenBookQA Accuracy: Measures accuracy in answering questions that require reasoning and 

external knowledge. 
5. CoQA F1: Measures conversational question answering (CoQA), focusing on the ability to 

maintain context. 
6. WMT Bilingual Evaluation Understudy (BLEU): Measures performance on machine translation 

tasks. 

Numerous LLMs are available (for a comprehensive list, refer to Hugging Face), but only a select few are 
included in this chart. It is important to note that each LLM is developed and trained under different 
conditions—such as data quality, number of parameters, inherent biases, and algorithms—resulting in 
variations in performance, behavior, and output. Understanding these factors is crucial when selecting the 
appropriate LLM for your specific needs. 

A very important aspect is to determine an optimal number of shots to maximize performance in the 
different tests. The following figure shows how the many-shots strategy improves said performance. 

 
Figure 6 - Many-Shot vs Few-Shot Strategy 

https://huggingface.co/
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5.2. Limitations 

While LLMs have demonstrated remarkable capabilities and significantly advanced the field of natural 
language processing, they also come with several limitations. These limitations are important for 
understanding and managing expectations. 

● Bias and Fairness: LLMs are trained on vast datasets that often contain biases present in the source 
data. As a result, these models can inadvertently learn and perpetuate societal biases related to race, 
gender, age, and more. Addressing bias in LLMs is a complex challenge that requires careful dataset 
curation and ongoing research into bias mitigation techniques. 

● Interpretability and Explainability: LLMs, particularly deep learning models like transformers, 
operate as black boxes, making it difficult to understand how they arrive at specific outputs. This 
lack of interpretability poses significant challenges, especially in applications requiring 
transparency and accountability, such as healthcare and legal services. 

● Hallucinations (Misinformation): LLMs can sometimes produce factually incorrect or 
nonsensical outputs, a phenomenon known as "hallucination." This can lead to the spread of 
misinformation, especially if the outputs are used in applications where accuracy is critical. 

● Ethical and Security Concerns: LLMs can generate misleading or harmful content, intentionally 
or unintentionally. The potential for misuse, such as generating deep fakes, spreading 
misinformation, or producing offensive material, raises significant ethical and security concerns 
that need to be addressed through robust policies and control mechanisms. 

● Dependence on Training Data: LLMs are only as good as the data on which they are trained. 
They require extensive and high-quality datasets to perform well. Incomplete, outdated, or biased 
training data can adversely affect the model's performance and reliability. 

● Contextual Understanding and Common-Sense Reasoning: While LLMs excel at generating 
contextually relevant text based on patterns in the training data, they often lack proper 
understanding and common-sense reasoning. This can lead to outputs that, although coherent, may 
not make logical sense or may fail to grasp the nuanced context. 

● Resource Intensiveness: Training and deploying LLMs require substantial computational 
resources, including powerful GPUs and significant energy consumption. This high resource 
demand can limit accessibility, particularly for smaller organizations or regions with limited 
computational infrastructure. 

● Scalability and Real-Time Processing: Deploying LLMs in real-time applications, such as live 
customer service interactions or real-time content moderation, can be challenging due to latency 
and scalability issues. Ensuring that LLMs can operate efficiently at scale without compromising 
performance is an ongoing area of development. 

● Long-Term Consistency: Maintaining long-term coherence in generated content, such as in 
extended dialogues or narratives, remains a challenge for LLMs. They may produce outputs that 
are locally coherent but fail to maintain a consistent theme or storyline over longer text sequences. 

● Deterministic Outputs: Despite their generative capabilities, LLMs can sometimes produce 
deterministic outputs, where similar inputs result in identical or very similar outputs. This can limit 
the model's usefulness in applications requiring high variability and creativity. 

While LLMs offer significant benefits and have transformative potential across various industries, it is 
crucial to acknowledge and address their current limitations. Ongoing research and development are needed 
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to overcome these challenges, ensuring that LLMs can be deployed responsibly and effectively, maximizing 
their benefits while mitigating associated risks in real-world applications. 

6. Closed-Source or Open-Source? 
It is not our intention to go deeper in this comparison, but it is important to compare private (closed-source) 
and open-source models and briefly explain the pros and cons of both models.  

6.1. Closed-Source Models 

Commercial GenAI models are typically developed and maintained by technology companies like 
OpenAI, Google, Meta, Microsoft, etc., specializing in AI research and having a huge development team. 
The classical commercial models are Chat-GPT4, Chat-GPT4o, Bidirectional and Auto-Regressive 
Transformers (BART), and Claude. 

Besides the classical benefits (support and regular updates), there are some other aspects that we should 
consider as positive: 

● Training: Training a model is expensive (energy, computation, time, etc.). Commercial models 
have relevant training, which implies better outcomes/performance in different tasks.  

● Scalability: Cloud-based solutions provide scalable infrastructure for training and deploying 
models, accommodating varying computational requirements. 

● Integration: Commercial platforms often integrate seamlessly with existing enterprise systems and 
tools, facilitating adoption and interoperability. 

● Advanced Features: Some commercial models offer advanced features such as customization 
options, pre-trained models for specific industries, and enhanced security protocols. 

On the other hand, we should also mention that those models (may) have: 

● Bias:  The dataset used for training has a huge influence on the output. Commercial projects are 
never crystal clear about how they feed their algorithms. Hence, those models “develop” their own 
“personality” and preferences.  

● Cost: Licensing fees and usage-based pricing models may be prohibitive, especially for smaller 
organizations or high-frequency models where many queries are executed.  

● Proprietary Restrictions: Commercial models may come with proprietary restrictions that limit 
flexibility in modifying or extending the underlying algorithms or datasets. 

● Confidentiality Concerns: Utilizing cloud-based solutions raises concerns about data 
confidentiality and security, especially for sensitive or proprietary information. 

● Hardware Requirements: Those models require a lot of hardware to run properly. Only big 
companies like OpenAI, Facebook, Google, Amazon, and so on have the money to invest in this 
kind of infrastructure.  

6.2. Open-Source Alternatives 

Open-source initiatives, such as Hugging Face's Transformers library6 and community-driven projects on 
platforms like GitHub, promote transparency, collaboration, and innovation in AI development. These 

 
6 Hugging Face repository. Retrieved from https://huggingface.co/ 

https://huggingface.co/
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models are often accessible for free and can be modified, extended, and redistributed under open licenses. 
As we did with the commercial models, let’s review the pros and cons of these alternatives.  

Pros: 

● Transparency: Open-source models allow visibility into the underlying code and training data, 
promoting trust and facilitating community-driven improvements. 

● Community Support: Open-source models benefit from a vibrant community that continuously 
works on optimizing performance and resource usage. 

● No Need for a Datacenter to Run: The open-source community is VERY active, and soon, it 
made some changes to the open-source models, allowing them to run on minor hardware (there are 
some tests on running LLMs on a Raspberry). On the one hand, this kind of change allows the 
community to get involved, understand this kind of technology, and make 
suggestions/improvements. The penalty for this change is (mainly) accuracy and speed. Running 
LLMs on smaller, less expensive hardware reduces the financial barrier to entry, making advanced 
AI more accessible to smaller organizations and startups. 

● Deployment Options: Open-source models can be deployed on various platforms, including on-
premises servers and edge devices, providing flexibility in deployment strategies. 

● Cost-Effective: Free access lowers the entry barriers and opens an opportunity for high-frequency 
use cases.  

● Customization: Developers can tailor models to specific use cases, incorporating domain-specific 
knowledge and fine-tuning parameters. 

The following are the most relevant cons: 

● Support and Documentation: Quality and availability of support can vary, depending on 
community engagement and project maturity. 

● Reduced Model Size: To fit on smaller hardware, LLMs are often pruned or quantized, which can 
reduce the model size and, consequently, decrease performance and accuracy. 

● Slower Inference: Even with optimizations, smaller hardware may result in slower inference 
times, affecting real-time applications and responsiveness. 

● Performance and Scalability: Local deployment may limit computational resources compared to 
cloud-based solutions, impacting model training speed and scalability. 

● Feature Reduction: Some advanced features and capabilities of larger models may be sacrificed 
to fit within the constraints of smaller hardware. 

● Resource Constraints: Limited memory and processing power can restrict the model's ability to 
handle large datasets or complex tasks effectively. 
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Figure 7 - Tree of LLM Variants7 

7. Impact on the Cable Industry  

7.1. Industry Status 

The challenges in the ever-evolving world of telecommunications and service providers are numerous. 
The cable industry is under constant pressure to provide differential value to customers and improve its 
margins. Let’s explain the different challenges the cable industry is facing nowadays.  

● Increased Demand for Bandwidth: The consumption of over-the-top (OTT) services has surged, 
requiring CSPs to increase their infrastructure investments significantly. If users cannot access their 
desired OTTs, they will switch providers. 

● Complex Network Maintenance: Managing and maintaining networks is daunting and costly. 
● Competing with OTTs for Customer Budgets: CSPs now compete for the customer's budget not 

only with themselves but also with OTTs, which are natively digital companies. 

 
7 LeCun, Y. (n.d.). Credit: Jingfeng Yang. Retrieved from 
https://github.com/Mooler0410/LLMsPracticalGuide/commits?author=JingfengYang 

https://github.com/Mooler0410/LLMsPracticalGuide/commits?author=JingfengYang
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● Fierce Competition: Often, price is the determining factor, forcing companies to compete in a low-
margin environment. 

● Relevance of Call Centers: Despite the advance of bots and automation, many customers still 
prefer to interact with humans in call centers. 

● Transforming to Create Value: Internet service alone is no longer enough. CSPs must transform, 
must convert to Digital Service Providers, create additional value to differentiate themselves and 
optimize costs to improve margins. 

In such a fiercely competitive scenario, every detail counts and the urgency for innovative solutions that 
streamline operations is more evident than ever. AI presents itself as a promising answer to these challenges. 

7.2. Use Cases in the Cable Industry 

As discussed, the adoption of GenAI/LLMs has pros and cons. Knowing those aspects is key when 
thinking of potential use cases and setting clear expectations about the outcome. In this section, we are 
sharing some ideas about potential use cases, with a specific focus on the Cable domain or generic 
domains that, based on our experience in the industry, are pain points and could be addressed more 
efficiently with GenAI.  

● Customer Service Chatbots/Voicebots: Customer service is key. In the cable industry, it is clear 
how important a well-trained customer service team is to retain customers, provide support, and 
create smart upselling opportunities. While chatbots are already deployed, they often rely on menus 
and keywords for interaction. GenAI provides a more fluent and natural way to interact with 
customers. Moreover, some models (trained explicitly for customer service) can emulate voice, 
simplifying the interaction. 
The benefits of implementing chatbots or voicebots are clear to the customer: less/no waiting time 
and consistency of answers. For operators, the impact on cost reduction is super relevant. There is 
no need to hire additional staff or provide training, and it is easy to expand support to a 24/7 and 
multilingual service. Lastly, since answers could be much more accurate and call duration is no 
longer an issue, customer satisfaction should increase. 
The most challenging aspect of implementing customer service through bots is to avoid 
hallucinations (which can be managed with specific LLMs/GenAI) and the speed needed to meet a 
contact center's needs. Having shared this, we can say that this is one of the use cases more relevant 
today, as it has a high impact on the customer and business side and its implementation is not so 
complex.  

● Real-Time Sentiment Analysis: Understanding customers is key. Nowadays, customers are 
constantly looking for the best offer, and in LATAM, the battle for pricing is tough. Is it possible, 
using specially trained LLMs, to perform sentiment analysis and, by feeding the context with 
information from social media, create a customer profile and customize offerings for a specific 
customer at a specific moment? Implementing this use case has some challenges that are not easy 
to overcome. To truly “know” the customer, a significant amount of information is needed. The 
more information is provided, the more accurate the analysis will be. Anyway, LLMs have a limited 
context window, and this could be a main problem to solve.  

● Network Operations: The adoption of GenAI will revolutionize the way network operations are 
conducted today. By leveraging the capabilities of GenAI, CSPs can transform their network 
operations through real-time information gathering, contextual insights, and enhanced decision-
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making support for operators. GenAI can process vast amounts of network data, stored efficiently 
in vector databases, to identify patterns and predict potential issues, offering a comprehensive view 
of network health and performance. 
Currently, network operations rely heavily on dashboards that are often difficult to configure and 
modify. With GenAI, the interaction between operators and monitoring platforms will change 
dramatically. Instead of manually configuring various monitoring and alarm systems, operators will 
interact with the system through natural language chat interfaces. This interaction will not only 
simplify the process but also enable the system to alert operators about new anomalies that were 
not pre-configured proactively. This intuitive approach will enhance network reliability, reduce 
downtime, trigger proactive tasks, and improve overall service quality (optimizations) based on 
real-time information.  

● Training Processes and GenAI: GenAI offers transformative potential for enhancing and 
revolutionizing organizational training processes. By leveraging GenAI's advanced capabilities, 
CSPs can create more effective, personalized, and scalable training programs that significantly 
improve employee learning and development. 

● Personalized Learning Paths: GenAI can analyze individual learning styles, progress, and 
performance to create personalized training paths. By tailoring the content and pace to the specific 
needs of each employee, the operators ensure that training is more effective and engaging.  

● Automated Content Creation: Creating training materials can be time-consuming and resource-
intensive. GenAI can automate the generation of training content, including written materials, 
quizzes, and multimedia resources. This speeds up the development process and ensures that the 
content is up-to-date and relevant. For instance, GenAI can generate training modules based on the 
latest industry trends and company policies. 

● IT Operations with GenAI: GenAI is pivotal in the transformation process CSPs undergo to 
become digital operations. By integrating GenAI and artificial intelligence for IT operations 
(AIOps), CSPs can transform into truly Digital Service Providers, where technology enhances 
human capabilities, making operations more efficient and customer-centric. This shift improves 
operational workflows and significantly boosts productivity and service quality across the 
organization. Areas like customer support, marketing, operations, and even sales could benefit 
greatly from GenAI adoption (besides the more technical areas). 
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Figure 8 - Moving from a CSP to a DSP (Digital Service Provider) 

One of the key advantages of GenAI is its ability to facilitate communication with various platforms in a 
colloquial and intuitive manner. This natural language interaction lowers the barrier for users, allowing 
employees across different departments to engage with complex systems easily. For example, marketing 
teams can generate personalized campaign content effortlessly. In operations, GenAI can automate 
routine tasks such as scheduling and data entry, freeing up time for strategic activities. Sales teams can 
use GenAI to analyze customer data and predict buying behaviors, enabling more targeted and effective 
sales strategies. By leveraging these capabilities, CSPs can create a more agile, responsive, and 
productive workforce, driving overall business success. This technology will significantly impact 
productivity by allowing humans to focus more on strategic initiatives and high-value tasks. 

● Automating and Simplifying Integrations: Generative AI (GenAI) presents a transformative 
opportunity for CSPs by automating and simplifying the integration process with various systems 
and platforms. CSPs typically rely on diverse technologies and platforms, requiring substantial 
effort from their teams to integrate these systems and network elements. This often involves manual 
processes, extensive technical knowledge, and significant time investment, diverting focus from 
core business activities. By adopting GenAI, CSPs can streamline these integrations, leveraging AI 
to automate the process based on technical manuals and documentation. GenAI can read and 
understand integration guides, generate the necessary code, and configure interfaces between 
disparate systems, drastically reducing the manual workload. This automation accelerates the 
integration timeline, minimizes errors, and enhances reliability. As a result, CSPs can redirect their 
resources and efforts toward strategic initiatives and business growth, ultimately improving 
operational efficiency and service delivery. 

● Cybersecurity/Fraud Detection: GenAI has emerged as a powerful tool that can significantly 
enhance cybersecurity measures, including threat detection, vulnerability analysis, and incident 
response89. By harnessing the capabilities of GenAI, CSPs can proactively identify and mitigate 
potential security risks, strengthening their overall cybersecurity posture. Some of the use cases 
are:  

 
8 Large language models in cybersecurity: State-of-the-art. Retrieved from https://arxiv.org/abs/2402.00891v1 
9 Large language models in cybersecurity: Threats, exposure, and mitigation. Springer Nature Switzerland. 

https://arxiv.org/abs/2402.00891v1
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○ Threat Analysis: LLMs can help analyze large volumes of security data (logs, dumps, 
etc.)  to identify patterns and potential threats. 

○ Generation of Detection Rules: They can assist in the creation of more effective rules for 
intrusion detection systems (IDS). 

○ Response Automation: LLMs can help automate and improve responses to security 
incidents. 

○ Secure Code Generation and Analysis: Based on some coding rules, LLMs can help 
identify vulnerabilities (security, performance, race conditions, deadlocks, etc.) and 
suggest improvements. 

○ Natural Language Processing for Logs: Improves the analysis of security logs, 
facilitating the identification of anomalous events. 

○ Education and Training: LLMs can be used to create realistic training scenarios and 
provide real-time guidance. 

○ Malware/Phishing/Virus Analysis: They can assist in analyzing and classifying phishing, 
malware, and viruses, identifying similar characteristics and behaviors. 
 

● Fraud Detection: GenAI-powered algorithms can detect anomalies in customer behavior patterns 
and transaction data, promptly flagging potential fraud instances and minimizing financial losses10. 
While GenAI models offer many possibilities in cybersecurity, they also pose new challenges and 
risks that must be carefully considered. 

Some use cases include analyzing the content of calls and text messages to identify signs of fraud, such as 
phishing attempts or identity theft. Through speech analysis, “speech recognition” can be performed to 
detect patterns that could indicate fraud, such as the use of synthetic or pre-recorded voices.  

8. Summary 

The analysis presented highlights several significant implications of GenAI for the telecommunications 
and cable industry in LATAM. Our technical paper highlights how GenAI enables telecommunications 
companies to improve efficiency, reduce costs, generate new business opportunities, and improve 
customer experience. It also discusses optimizing network performance, automating customer 
interactions, predicting equipment failures, detecting fraud, and personalizing services. 

The introduction of traditional AI and ML technology in the region has been slow, with only a few cable 
operators adopting it over the past decade. However, the emergence of GenAI is breaking down 
organizational barriers, and we anticipate an acceleration in AI adoption and a transformation toward 
becoming DSPs. 

An essential point when we introduce GenAI into any organization is to see it as a tool that increases our 
intelligence/productivity and not as a competitor for the jobs of the members of the organization. This is 
called “Augmented intelligence” (AgI) in the literature, and it refers to a man and machine working 
together. This collaboration could have a powerful impact on the effectiveness of business processes. 
Augmented Intelligence overcomes the limitations of isolating human understanding from the massive 
amounts of available data complexity that could be analyzed in record time11. It also offers an excellent 

 
10 Center for Voice Intelligence and Security. Retrieved from http://cvis.cs.cmu.edu/cvis/cvis.html 
11 Attention is all you need. Retrieved from https://arxiv.org/abs/1706.03762 

http://cvis.cs.cmu.edu/cvis/cvis.html
https://arxiv.org/abs/1706.03762
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opportunity to rethink processes and interactions with tools that nowadays require skilled/trained 
personnel.   

The challenges and ethical considerations associated with the adoption of GenAI in telecommunications 
must be taken into account. These include concerns about data privacy, job displacement, and potential 
biases in AI algorithms. 

A crucial aspect is selecting the appropriate use cases for GenAI. Once the use case is selected, evaluate 
the convenience of using GenAI, for example, to predict traffic in DOCSIS® access. There is great 
experience in the application of traditional models that are state-of-the-art (SOTA) in forecasting or for 
simple virtual assistants, SOTA NLP tools. 

When adopting GenAI, it is critical to understand which model is more relevant to the problem we are 
trying to tackle. Open-source or closed-source models have different characteristics that were already 
described (refer to the “Closed-Source or Open-Source?” section).  

9. Conclusions 

GenAI is revolutionizing our lives, especially how man relates to an intelligent system, and in the 
telecommunications industry, where significant improvements in operational efficiency, customer service, 
and innovation are delivered. The technology shows promise in network optimization, predictive 
maintenance, personalized customer experiences, and fraud detection. However, GenAI adoption also 
presents challenges, including concerns about data privacy, workforce transformation, and the need to 
ensure algorithmic fairness and transparency. 

The evolution of GenAI brings an opportunity to rethink the new way the CSPs operate and provide 
services, allowing new business models to arise, especially in the telecommunications sector which is 
constantly demanding new and creative ways to generate new business and attract / retain customers. 

The adoption of GenAI is key for every CSP transitioning to a DSP. When used properly, it will have a 
huge impact on the entire organization, providing the agility that digital-native companies possess. GenAI 
offers the fundamental technology necessary for digital transformation, which is crucial for entering a 
new "digital AI-assisted momentum." This transformation allows for creating, designing, and delivering 
customized new services. 

It’s important to note that collaboration between telcos, AI researchers, and partners will be crucial to 
addressing the ethical and social implications of the widespread adoption of GenAI in 
telecommunications. In conclusion, while GenAI offers transformative capabilities across various 
domains, including the cable industry in Latin America, it is essential to acknowledge and address these 
limitations. Overcoming these challenges through ongoing research, technological innovation, and ethical 
considerations will be crucial for unlocking the full potential of GenAI in real-world applications. To 
fully realize the potential of GenAI, companies must invest in robust data infrastructure, AI expertise, and 
AI ethical frameworks. 
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Abbreviations 
 

AI artificial intelligence 
GenAI generative artificial intelligence 
SCTE Society of Cable Telecommunications Engineers 
TechExpo24 Technical Exhibition 2024 
ICL in-context learning 
LLMs large language models 
GPT generative pre-trained transformer 
VAEs variational autoencoders 
GANs generative adversarial networks 
ML machine learning 
SVMs support vector machines 
NLP natural language processing 
CNNs convolutional neural networks 
GPUs graphics processing units 
CSPs communication service providers 
OPEX operational expenditures 
BERT bidirectional encoder representations from transformers 
RNNs recurrent neural networks 
LLaMA large language model Meta AI 
BART bidirectional and auto-regressive transformers 
IDS intrusion detection systems 
CoQA conversational question answering 
BLEU bilingual evaluation understudy 
OTT over-the-top 
AgI augmented intelligence 
AIOps artificial intelligence for IT operations 
GLUE general language understanding evaluation 
MMLU massive multitask language understanding 
DSP digital service provider 
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