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1. Introduction

In proactive network maintenance (PNM), a goal of downstream spectrum analysis is to identify customer
devices with impairments in RF (Radio Frequency) spectrum. Identifying the type of impairment is useful
in determining the general causation, which is leveraged to infer the geolocation of the impairment’s
origin in the network. This paper describes the implementation of an automated, end-to-end solution that
analyzes millions of sets of spectra and delivers PNM opportunities for the organization.

Utilizing wideband RF frequency response data from full-band captures (FBC), spectral impairments in
the downstream are detected using a signature matching algorithm implemented as a 1-D convolutional
neural network (CNN). The signature matching algorithm evaluates the set of spectrum data for customer
devices on the cable plant. Certain impairments that originate in the cable plant, such as resonant peaks
that can occur at an amplifier, impact the RF signal for multiple customers further downstream of the
impacted component. One of the goals is to identify when multiple customers are experiencing the same
signature, pointing to an issue in the network that can be resolved without individual visits to affected
customers.

The impacted modems feed into a root cause analysis (RCA) algorithm that overlays the impaired devices
onto a graph representation of the network topology. Through methods rooted in graph theory, the RCA
algorithm narrows down the geolocation and system component(s) for the probable network device(s)
where the issue originates. The impact of this workflow is an automated capability to identify not only
customer-impacting issues, but also opportunities to proactively resolve issues before they become
impacting across the entire network.

2. Background
2.1. Proactive Network Maintenance (PNM)

Utilizing full band capture data for the purpose of PNM initiatives to detect impairments in the
downstream frequency response has been discussed in significant detail in multiple preceding works.
Those contributions have directly influenced this automated system, by serving as a general roadmap for
the planning, design, and implementation. The scope of this document starts with these works as the base
knowledge and describes an automated system to enrich PNM opportunities [1-10].

2.2. FBC Data Characteristics

The basic unit of data for this system is the FBC of RF spectrum for customer devices where each
spectrum sample consists of 8,704 values spanning 6 MHz to 1026 MHz. Spectrum features important to
this work include downstream SC-QAM channels, guard bands, vacant spectrum, and pilots. Figure 1
illustrates a sample of a normal frequency response from a modem that maintains consistent power for
occupied spectrum at the appropriate levels (approx. -17.1 dBmv).

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 4
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Figure 1 — An Example of a Normal Frequency Response

Downstream SC-QAM channels are defined as 6 MHz wide spans separated by guard bands. Along with
pilots, guard band power values are not particularly useful in detecting impairments in many cases.
Vacant spectrum represents a span where no services occupy one or more channels and can be identified
programmatically by the power values and channelizing the spectrum. By reducing the spectrum only to
occupied channel signal power, the signatures become more amenable to machine learning techniques
that detect anomalous spectra.

2.3. Downstream Wave Impairments

Certain impairments in downstream SC-QAM channels can be identified in the FBC. For the scope of this
implementation, the focus is on four impairments — standing waves (amplitude ripples), water in the
cable, resonant peaks, and suck-outs. These patterns will be referred to as the ‘wave’ patterns. Figure 2
shows examples of each type of wave impairment. Within each plot, the solid green line at -17.1 dBmv
and solid red line (bottom line) at -33 dBmv represent an appropriate range for frequency response values
of occupied spectrum.

Standing waves, caused by impedance mismatches, are periodic in nature and generally extend across the
entire downstream spectrum (Fox, et al., 2021). When water is introduced to the cable, an aperiodic wave
is produced due to random attenuation and may also be associated with a negative tilt (Fox, et al., 2021).
Resonant peaks are significant, narrow spikes in the spectrum caused by any number of reasons (i.e., cold
solder joints or loose modules) on network devices (Cable Television Laboratories, Inc., 2016). A suck-
out is represented as “a concave notch with sinusoidal boundaries with attenuation in amplitude/power
caused by impedance mismatches evenly distributed through the network™ (Cable Television
Laboratories, Inc., 2016).

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 5
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Figure 2 — Examples of Wave Impairment Frequency Responses

2.4. Network Topology as a Graph

A convenient way to analyze network topology is through graph theory. Comcast has mapped the “access
network from the CMTS to the customer premise equipment (CPE)” into a graph structure “while
incorporating all of the physical and logical elements that form part of the network” (Harb, Subramanya,
Narayanaswamy, Walavalkar, & Rice, 2021). The graph facilitates the application of algorithms, such as
lowest common ancestor (LCA), to network elements and their attributes. For example, clustering RF
impairments on the graph gives the organization comprehensive knowledge about the network elements
involved and a view of the common experiences amongst multiple customers. In turn, this knowledge is
leveraged to deploy the correct resources to a specific physical location for resolution. In combination
with network monitoring tools, an opportunity arises to automate the workflow from the current manual
process.

3. Model Architecture

The adopted neural network for classifying RF impairments is a four-layer CNN that makes binary
classifications for each of the wave patterns. Figure 3 represents the architecture diagram for building the
pattern detection data model. Each of the 1-D convolutional layers uses a kernel size of five and a
rectified linear unit (ReLU) activation. The convolutional layers are followed by a down sampling
operation via max pooling. The max pooling operation calculates the maximum value in each section of
the feature maps, pointing to the most present features. The increasing number of filters, as the CNN
grows in depth, is attributed to the larger number of pattern combinations in each subsequent layer and
using an increased number of filters allows the capture of more abstractions from the signal data.

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 6
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Figure 3 — The Neural Network Architecture

Multiple impairments may manifest on a single capture of spectrum. For example, for water to get into
the cable, it needs an access point, such as a nick/chew in the cable, which would commonly cause
standing waves (Fox, et al., 2021). Therefore, in certain cases it is difficult to differentiate among them,
and their classification may impact the type of maintenance that would be referred to resolve the issue. It
is more common to observe water in the drop cable or tap near the home; however, it may be observed in
components for a larger group of customers and thus may be an issue that requires a network technician
(Fox, et al., 2021). Being able to differentiate the impairments guides downstream decision-making
processes.

Instead of structuring the model to calculate a single classification per spectra, the model predicts a
probability for each type of wave. Taking this approach gives additional opportunities for analyzing the
signatures of wave types within any given group and gives insights that improve the root cause analysis.
Table 1 demonstrates possible classifications of multiple impairments.

Table 1 - Example Binary Classification

Sample Water | Standing Resonant | Suck-out
Identifier Wave Peak
A T
B T T
C T
D T T

4. Model Training

The training dataset consists of 3,170 samples of labeled spectra from a population of 10,000 sets of
spectra. The validation dataset consists of 500 hold-out samples. The labels were manually entered by a
group of subject matter experts over the course of four weeks. The full collection of impaired and non-
impaired spectra was acquired from an existing threshold-based detection algorithm that served as the
basis for addressing this problem with machine learning methods.

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 7
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Due partly to the limited training dataset and available resources, applying transformations on the data to
reduce the noisy data points allows the CNN to learn appropriate classifications under the constraints. A
downside of the transformations is the extended processing time for the feature extraction portion of the
pipeline, processing millions of spectra for each iteration in production. As part of the model re-training
cycle and growing the training dataset from validated classifications, we are optimistic that the
preprocessing steps will be reduced in the future.

4.1. Labeling

To derive accurately labeled data, SMEs were presented with a random selection of both impaired and
non-impaired sets of spectra via a user-interface (UI) adapted from a CableLabs initiative. Each spectra
sample could be assigned any number of 13 labels. Figure 4 is a screenshot of the UI with a sample
containing a standing wave. The two horizontal lines at -17.1 dBmv and -33 dBmv serve as visual
indicators of the tolerable range in DOCSIS protocol to facilitate user interpretation.

At least two different users would be presented the same frequency response, with the usable training data
samples meeting the criteria that more than one user assigned the same label. While this approach
expedites much of the label validation effort, the overall number of samples is reduced because of
requiring multiple labels from different users. Based on initial modeling experimentation, it was
discovered that high-quality labels would be more useful than a few thousand additional labels whose
quality was not checked as stringently. A follow-on experiment determined that by adding samples with a
single label degraded the model’s classification capability.

Cableloos  Data Labeling Tool @ Labeling with index Ranges

dBmV / di
P =
R e

Figure 4 — The Labeling User Interface for Assigning Impairments

4.2. Transformations

The transformations applied to the raw data fall into one of two categories — data reductions and signal
smoothing. Reduction logic reduces the number of data points per spectrum, while signal smoothing
methods reduce the noisy parts of the spectrum’s signal including guard bands, pilot signals, and vacant
spectrum.

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 8
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4.2.1. Full Spectrum Smoothing

An initial smoothing algorithm is applied to the spectrum based on the channelization of power values.
The static nature of downstream SC-QAM channel characteristics enables a smoothing algorithm that
considers the signal between guard bands but leaves the guard bands intact. Since the data source for the
smoothed channel data is from a visual tool, it maintained spectral characteristics for presentation in a UI.

0

-40

0 1000 2000 3000 4000 5000 6000 7000 8000

Figure 5 — Full Spectrum Smoothing
4.2.2. Truncate

The impairments under investigation all primarily reside in the downstream portion of spectrum. As a
standardized transformation for all spectra, the usable spectrum for model training is defined as the span
from 113 MHz to 748 MHz and may include OFDM spectrum values. As this applies to all spectra
straightforwardly, any downstream services above 748 MHz are not considered for the wider bandwidth
devices. Each sample in the transformed dataset now contains 5,420 values of smoothed spectrum.

0

T T T T
] 1000 2000 3000 4000 5000

Figure 6 — Spectrum Truncated to Downstream
4.2.3. Binning
As a further reduction of data volume, the samples of 5,420 values each are placed into 2,000 evenly
spaced bins. For each bin, the mean of the values inside becomes the updated spectrum values. This not

only reduces volume, but also irons out excess data points that ultimately can be supplanted without
degradation to the primary patterns in the spectrum.

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 9
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Figure 7 — Preprocessed Spectrum Binned to 2,000 Values

4.2.4. Guard Band and Pilot Removal

In early modeling experiments with labeled data, the data model would misinterpret guard band and pilot
artifacts as characteristics of impairment types in many cases. Since this created a significant number of
false positive results, it became necessary to smooth the values at these locations along the spectrum.

To remove the artifacts, the values are replaced with averaged values of the power immediately around
the artifact — essentially creating a short linear regression line. A second approach to this for guard bands
specifically would be using the channelized characteristics to replace the spectrum values. Both have
proven to work well, and both achieve the desired transformational outcomes.

_lﬂ j

_20: MMWW

o 25|C| ECIICI ?‘3{! 1060 lZISD IL":ICID l]'ISD EUICIO
Figure 8 — Preprocessed Spectrum with Guard Bands and Pilots Removed

4.2.5. Vacancy Removal

The final transformation removes the spans within spectrum considered to be vacant — meaning there are
no services in that span for any number of reasons. Vacancies are programmatically detected using
thresholding techniques with the spectrum values being updated similarly to guard band and pilot
artifacts. A linear regression is calculated between where the vacancy starts and ends; this matches the
general trend of the spectrum at that location.

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 10
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Figure 9 — Preprocessed Spectrum with Vacancies Removed

For very wide vacant spectrum, this approach may introduce a signature that resembles characteristics of
one or more impairments. While the false positive rate is very low for these situations, discovering
improved vacancy removal algorithms remains an important task. Again, the channelized spectrum data
provides another strategy to identify vacant spectrum with high confidence and is the next step in this
evolution.

4.2.6. Final Data Form

The final data form consists of 2,000 values, with noise removed for the model while retaining the
signature’s primary characteristics. From a scaling perspective, the transformations facilitate faster model
training and inference operations, but at the expense of requiring more processing resources prior to
involving the model.

The training data was lastly augmented by simply reversing the order of each sample, doubling the
number of samples that retain the same pattern signatures but in different locations. Prior to training on
the CNN, the data were passed through a normalization operation to improve consistency.

5. Model Performance

With a limited set of data to train the model, a 5-fold cross-validation architecture is implemented for
estimating its generalization capabilities. The top performing cross-validation model is selected based on
validation and training loss results, and then re-trained on the complete set of training data.

The model’s ROC-AUC curve is 90% or greater for both the test data and for the hold-out validation
dataset. The most confident classifications are the resonant peak and water signatures. Standing waves are
the most difficult impairments to classify as certain signatures are similar to water or resonant peak
signatures in some cases. Suck-out misclassification occurs primarily when artifacts remain from the
vacancy removal process in which the leading or trailing edge was not properly cleared.

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 11
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Figure 10 — Confusion Matrix for Resonant Peaks and Standing Waves
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To calculate model lift, a dummy model (all samples labeled as no impairment) was evaluated in which
the accuracy ranged from 81% for standing waves to 93% for resonant peaks. The impairment detection
model outperformed the dummy model and created significant lift for each impairment in consideration.

Table 2 — Model Performance Metrics

Impairment Training / F1 Score Dummy Lift Validation
Test AUC Model AUC
Acc
Resonant Peak 98% 0.78 93% 12.1 98%
Standing Wave 90% 0.60 81% 4.1 91%
Water 97% 0.74 89% 7.6 97%
Suck-out 94% 0.70 87% 6.7 91%

5.1. Model Predictions

Figure 11 highlights an example from each impairment with a correct prediction (TP), a false positive
prediction (FP), and a missed prediction (FN) — reading column-wise. The red text in the middle row
indicates the label applied to the sample during the labeling process described above.

The model performs exceptionally when the impairment type is straight-forward and mostly follows the
definitions of the impairment. The model is less-confident when a frequency response indicates the
presence of complex waves — that is, when multiple impairments or other conditions show characteristics
of multiple anomalies. An example is the FP sample for standing waves shown in Figure 11. The
frequency response has strong characteristics of a standing wave and weaker characteristics of a water
wave, giving rise to a complex wave type. Since water waves are akin to standing waves, an assessment
of this spectra is that there is moisture present in a standing wave, but not enough to induce drastic
random attenuation. This determination impacts the root cause analysis algorithm, explained later in this
document.

Another factor influencing model behavior is the volume of data and the quality of labels. The limited
dataset lacks signature diversity, making it difficult for the model to interpret frequency responses that are
considered complex. The labeled data also contains contradictory labels for similar-looking samples,
demonstrating that interpretations of spectra can differ among individuals.

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 12
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5.2. Model Improvement
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False Negatives)

To obtain a larger training dataset for model recalibration moving forward, a system was established that
collects random samples of predictions from each pipeline iteration, feeds them into a Ul where a user
validates the prediction, and the sample gets added to the training data. Figure 12 represents the workflow
for retraining the model with additional samples.

The diversity in the initial training dataset was limited due to the low volume of available samples. To
correct the model for any shortcomings related to this, obtaining validated predictions is critical for
growing the training data. Additionally, the validation system can be filtered to a particular impairment so
that any imbalances in the training data may be addressed by validating more quality samples of specific

impairments.

Pattern Pipeline

Retrain Model

Added to model
training data

Sample predictions
by label
Upload samples for
ul

Aut ted E: rt A
[ u 03 aMF;) de)l(po } [Spectra validated }

Figure 12 — Model Recalibration Cycle
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In the validation process, a user can observe the original frequency response in addition to the data passed
through the model. This has been helpful in catching edge cases with the preprocessing in which
unwanted artifacts remained under certain conditions. In the vast preponderance of cases with an
unexpected prediction, the artifact had a direct impact on the visual representation of the sample as it
passed through the model.

6. Root Cause Analysis

An RCA algorithm was developed that leverages the graph representation of the network topology.
Conceptually, the RCA examines a group of impaired modems within the context of seeking common
network elements in the topology and calculates probabilities that each common network element may be
the origin of the impairment. The algorithm surfaces results of the RCA to network monitoring tools, so
that as PNM opportunities arise, the appropriate action can be taken to improve network conditions and
reliability.

6.1. Methodology
The inputs into the algorithm consist of the following primary elements:

1. Type of impairment;
2. Impaired device list; and
3. Total device list in the grouping that reported frequency responses (a fiber node, for these

purposes).

The graph of the topology for the node is extracted and a lowest common ancestor (LCA) search is
performed for the impacted devices. The LCA makes different determinations on network elements
depending on the type of impairment. Only amplifiers are considered when evaluating resonant peaks. For
water in the cable, only customer drops are aggregated — meaning each LCA will point to a specific
customer location and not a network element. Standing waves and suck-outs do not restrict which
network elements are considered.

Standard F1 scores are calculated for each of the network components available in the topology as shown

in Figure 13.
L # impaired devices on network element
Precision = - -
# devices reporting spectra
# impaired devices on network element
Recall =

total # impaired devices

(2 * Precision * Recall)
(Precision + Recall

F1 Score =

Figure 13 — Standard F1 Score Calculation for Network Elements

The LCA scores are ranked in descending order, with the possibility that multiple vertices (network
elements) have the same score. This occurs in situations in which a sequence of vertices has the same
number of impaired devices and the same population of devices that reported spectra — i.e., when multiple
networks elements are connected with no additional modems in between them. To break the tie, the
element with the longest path back to the CMTS is selected, as that element is the one closest to the
impacted devices.

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 14
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6.2. Annotating the Plot

When plotting the data for visual inspection, both physical and logical network elements are represented
using the color scheme shown in Figure 14 (left). The figure also describes the highlighting scheme that
represents the status of individual customer devices.

Vertex Class Highlighting
e clamshellRx (Node) a Impaired Spectrum (Resonant Peak)
RfActivePort (Bus-leg) a Missing Spectrum
® RfActive (Actives — i.e., Amplifier) a Normal Spectrum
RfPassive  (Passives — i.e., Splitter) . Root Cause
e RfTap (Taps)

device (Modems, STBs)

Figure 14 — Color Scheme Legend for RCA Graph Plots

The device highlighting provides visual clarification for where the impairments exist within the larger
collection of devices available in the topology. Not all devices report spectrum, and since the LCA scores
consider only the reporting devices, identifying them on the plot assists in validating the RCA results.
High scoring vertices will contain few instances of normal spectrum and have more devices that are
impaired or did not report spectra. The lowest common ancestor (highest scoring vertex) is highlighted in
a unique color and has an annotation attached that describe the type of network element and the unique
identifier.

6.3. RCA Results per Impairment

The initial problem statement for developing the RCA algorithm using the network topology was an issue
commonly seen in amplifiers that causes resonant peaks to present in FBC data. For this reason, the RCA
algorithm only calculates the score for each of the amplifiers found in the node’s topology. In Figure 15,
the modems impacted by resonant peaks are clustered on the left side of the graph (highlighted in pink),
with no modem in the cluster reporting having normal spectrum. Therefore, the amplifier highlighted in
the figure has an RCA score equal to the maximum possible.
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Figure 15 — Resonant Peak RCA Graph Plot

Standing waves are a result of impedance mismatches caused by damaged cables, breached cable jackets,
improper connections, and animal chews, to name a few. Standing waves may be manifested either in the
plant or in a customer’s home. The RCA algorithm considered only the standing wave events that likely
originate in the plant or at a multiple dwelling unit (MDU) by considering a minimum number of
impacted devices. In Figure 16, the highest scoring vertex was a passive network device under which the
preponderance of modems showed impairments alongside only a few with normal frequency responses.

The topology edge data includes properties about cable lengths between vertices. While not yet
implemented in this system, the capability exists to calculate the length to the voltage reflection in the
cable from a starting point. With the known length, it is then possible to further refine the LCA
calculation by considering only common network elements with a minimum cable length of the known
distance to the reflection in the line.
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Figure 16 — Standing Wave RCA Graph Plot

Suck-outs are commonly caused by “mechanical or grounding issues in active or passive network
elements such as seizures, connectors, lids, or fittings” (Cable Television Laboratories, Inc., 2022).
Similar to the diagnosis of standing waves and resonant peaks, a minimum number of impacted modems
were required to pass through the RCA. The identified vertex in Figure 17 was a tap under which some
modems had normal frequency responses, and some showed the suck-out impairment.
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Figure 17 — Suck-out RCA Graph Plot
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Water waves are most identified in customer drop cables and taps (Fox, et al., 2021). The RCA algorithm
here only considers the drop locations to group the devices in the home/MDU into a single event. This
was an intentional implementation decision while the clustering algorithms for water waves remained
under development and will be used in future iterations.

7. Conclusion

Frequency responses from FBC data have been used extensively to identify certain impairments that
impact network reliability. Additionally, multiple initiatives have surfaced deep learning models designed
to automate detection of signal impairments in different types of signals. This implementation takes an
additional step by automating the triangulation amongst network elements to narrow down the origin of
the impairment through a network topology graph representation.

The deep learning model described here is but one form the model can take. In the development of this
system, multiple models that produced quality results were evaluated. This detection model is an
improvement over currently known threshold-based algorithms, often finding anomalous frequency
responses where threshold-based algorithms miss them. The advantage to the previous algorithm is that it
reliably finds moderate to severe cases; however, it is unable to differentiate among some wave types so
they are categorized under one label. This impairment detection model not only differentiates the waves,
but also has demonstrated the capability to detect both obvious and subtle impairment signatures.

By leveraging network topology as a graph, more advanced analytics are possible to understand the scope
and impact of impairments on collections of modems. The lowest common ancestor algorithm is one of
several forms of analysis that can be done. Through an understanding of RF impairments and their causes,
a root cause analysis performed on network topology generates confident assessments of where within the
plant the issue originates. The impact is better visibility into network conditions and improved support for
the technicians that deploy to resolve issues in the network and at customer’s homes.

Abbreviations
CNN convolutional neural network
CPE customer premise equipment
dBmyv decibels relative to one millivolt
FBC full-band capture
FN false negative
FP false positive
LCA lowest common ancestor
MDU multiple dwelling unit
OFDM orthogonal frequency-division multiplexing
PNM proactive network maintenance
RCA root cause analysis
ReLU rectified linear unit
ROC-AUC receiver operator characteristic — area under curve
RF radio frequency
SC-QAM single-carrier quadrature amplitude modulation
SME subject matter expert
TP true positive
Ul user interface
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Appendix

Network Topology

Network topology can be accurately described as a directed acyclic graph or DAG. This allows for easier
and more efficient algorithms to be used without the need to cycle check. A DAG is a special type of
graph that allows traversal in one direction without the chance for a connection to “backtrack™ to a
previous vertex. The reason for this is plant topology does not loop back on itself and upstream edges will
always direct to the devices closer to the CMTS in the plant.

The two primary plant topologies revolve around having an analogue CMTS doing all the work vs having
a distributed access architecture where the load is balanced across the node. These two topologies do pose
a challenge when creating the topology map as different devices have similar functionality yet different
naming schemes. Nodes with vCMTS (virtual Cable Modem Termination Stations) have no amplifiers
and scale incredibly well leading to easier changes in the plant.

Creating the graph that this work depends on took many teams a lot of effort in order to overcome the
challenges required. In order to flesh out the graph, multiple data sources needed to be pulled from and
synced. To achieve this the team used a property-graph architecture as well as Apache Tinker pop to
perform the aggregation queries, look-ups ext. The graph database ROCI is still not fully mature but has
proven extremely valuable in many projects including our own.
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1. Introduction

Content is comprised of video, audio, and text or auxiliary information(e.g., closed captioning). An
absence of any media component can lead to an incomplete media experience. A non-synchronized
playout of the media components can lead to an incomprehensible media experience. Yet each media
component has a separate creation, production, distribution encode and client decode path in its workflow
chain with each step traditionally requiring all media components to be received together before
processing such that complete and synchronized media playout is ensured.

The speed of each step is dependent on the processing of the slowest media component of the content.
Processes can be both automated and manual with creative processes being usually slower than automated
processes. Automated processes can still add latency to the workflow, dependent on the amount of
compute power needed for operational processes or scene analysis and scaled to match expected quality
output. And yet, with the introduction of cloud processing, this can be adjusted.

How can we create evolutionary changes to these workflows? It may be through adapting media
workflows to be more like data workflows and taking advantage of better bandwidth and adjustable
compute power. Through IP interfaces, increased network capacity, and volume-efficient cloud server
processing, media workflows can be more efficient, and deliver better quality along with additional media
experiences. But these improvements require us to separate (demuxed) media components to be handled
with better optimizations in today’s technology environment. Demuxing content allows for better
handling of processing demands but reassembly is also important and should add additional information
for resynchronization of media components in order to make the playout of the content feasible.

This paper will provide an overview of these processes in the context of traditional media workflows,
what can be done today with present technologies, and what could be done in the future with newer
technologies like over-the-top (OTT) delivery and cloud processing.

2. Production Media Workflows

Content origination starts with production and distribution workflows (see Fig 1) from capture to editing
to distribution by service providers. This can be in the form of scripted content (e.g. movies and TV
shows) or live events (e.g. a football game televised live). Some operations that happen are more
automated such as chroma subsampling ( 4:4:4/4:2:2 to 4:2:0), bit depth reductions (16/12 to 10 bits),
audio formatting, or lookup table (LUT) conversions for high dynamic range (HDR)/standard dynamic
range (SDR) conversions. But there are a lot of creative operations happening here as well, such as
editing, shading, translations, and subtitling, all of which can take longer but could also be parallelizable.
Ultimately this is received by the service provider in the form of contribution linear feeds (e.g. see SCTE
277) or mezzanine assets. Multiple feeds or files may result from this process.

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 3
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Figure 1 — Production Workflow'

In terms of moving assets or feeds around in this domain, SDI (Serial Digital Interface) (see Fig 2) is
widely used ( e.g. SDI, HD-SDI, 3G-SDI, 12G-SDI) providing a baseband interface to allow for frame
editable content to be distributed within a local area. An SDI frame allows for a timing frame to
encapsulate video, audio (16 channels), closed captioning, and timecode within a serial stream.

HBI | VBI
- ADP
HANC HEAE
Active Video

Figure 2 — SDI Frame

The limitations in this type of setups are that content is only locally moveable and that the cabling
infrastructure is designed specifically for moving SDI signals around to production and post-production
sites. With the developments from ST 2022-6, which encapsulates SDI over IP, it facilitated production
workflows to begin to move beyond the local plant.

3. Carriage of Media in Distribution Service Workflows

Once the studio passes content to the service delivery workflow, the content is mostly formed and it is
more of a question of delivering the content in the right format for the client player for playout. The

! From ITU-T H. Supp 19]ISO 23091-4
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workflow still follows the live and file-based workflows that are then encoded for distribution to create a
decodable bitstream in which compression of content to utilize bandwidth efficiently is essential to
operate within the capacity and scalability limitations of the distribution network. Most of the media
operations are done on a single device on which the content is unwrapped, the components are processed,
and finally the components are reassembled back into an integrated content format again to be carried on
the network for device distribution.

@ — O — = 77

/
Source Encoding QAM Stat Muxer STB
{Live, on-demand) (xCoding) (xCoding)
Figure 3 — MPEG-2 TS Service Distribution
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Figure 4 —- MPEG-2 TS Muxiplex Composition?

For traditional one to many broadcast QAM delivery over MVPD networks, an MPEG-2 transport stream
is used to carry content (see Fig 3). The transport stream packetizes each media component into
elementary streams, which are grouped together as a program stream. The MPEG-2 packetization allows
for the media component packets of the same timeframe to be interspersed in the data stream (see Fig 4),
such that a decoder with coded picture buffer can receive the packets and output a time-continuous stream
while taking advantage of temporal compression strategies to reduce the bandwidth demands of
delivering the content.

demp O 5 & B B B @ Soia

]
Source Encoding Packaging and {HTTP) Content Delivery Streaming
{Live, on-demand) {xCoding) Encryption Origin Network {CDN) Cliemts

Figure 5 — Adaptive Streaming HTTP Service Distribution?

2From SCTE 223 — Adaptive Transport Stream

3 From IEEE ICIP Tutorial Ali Begen/Yuri Reznick Sept 19%, 2021
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With recent adaptive streaming technologies that are used in OTT delivery, service functionality moved
from a single encoding device to distributed functions (see Fig 5). Because OTT services deliver content
over the internet using unicast internet protocols, the operations of encoding, packaging, placement, and
delivery were spread across the network; additionally, media components did not have to be packaged
together for delivery, but ultimately delivery still was constrained by the same decoder buffer restrictions
on outputting a continuous stream of frames.

4. Real-Time Considerations in Media Workflows

Video is a series of frames displayed to the eye at a certain rate (see Fig 6), allowing a simulation of the
what the brain would perceive in the real world. The rate to achieve this is known as frame rate (frames-
per-second [fps]) and can vary from approximately 24fps for feature film content to 60fps for live
production and most video sources. There are also some sources at 30 fps and new high frame rate video
formats at 120 fps that are better at reproducing fast action.* For real-time processes, frames need to be
created, edited, produced, delivered, encoded, packaged, distributed, buffered, and then decoded before
the next frame is outputted. Causes that will add time to the workflow would be compute time for media
processing at different points in the chain, or network bandwidth needed to deliver bits across to different
points in the workflow, or simply any creative handling of the content.

Figure 6 — Stream of Frames

At a constant frame rate 60 fps mode, successive frames need to be outputted every 16.7 ms (1/fps). This
means that for a glass-to-glass delivery, all processes need to be completed within this time. Traditional
mechanisms to achieve this are to introduce startup delay such that the player buffer could be filled before
an initial frame would be outputted, then the duration of the buffer could extend the time that the next
frame would need to be sent to the buffer to keep it filled. This adds latency to the video, but through
approaches like this, continuous video can be achieved at a manageable bandwidth for the network.

Other ways to address real-time demands would be to reduce temporal compression by creating a
simplified group of pictures (GOP) structure such as all I-frames or forward predicted pictures (FPP).
Another way would be to increase the network bandwidth such that created content packets could be
delivered faster than real-time; this would work more for file-based workflows and less for live feeds.

4 Typical framerates in use also includes fractional framerates such as 23.97, 59.94, or 119.89 which can add some
complexities to timing and synchronization factors, but conceptually remains the same. For this paper, integer
number frame rates examples will be used for simplicity while discussing concepts.

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 6
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Figure 7 — Quality-Latency-Bandwidth Tradeoffs

But real-time processes are not the only factors to consider when delivering video. Depending on the
service, the video delivered also must be of acceptable quality and of acceptable bandwidth for network
distribution (see Fig 7). Increasing quality or bandwidth may result in increased delay and designing
workflows must consider and balance all three of these factors in delivering content (see Fig 8).

o —

Overall Media Quality Oualitty Stability
High resolution, frame rate, bitrate Less resolution switching
HDR, wide color gamut Less audio switching

Multi-channel audio
Mo lip-sync issues

Robust Playback Proximity to Live Edge

Less frequent stalls Latency on par with traditional broadcast
Shaorter stalls Low latency to enjoy interaction/sodial media
Faster startup and seeking

Figure 8 — Factors in Playback?®

To avoid stalls, the decode buffer must have new frames coming in at regular intervals. To have fewer
resolution switching factors, managed bandwidth network connections or smaller bandwidth requirements
must be maintained while handling more bits to deal with higher bandwidth or color space demands. The
need to reduce latency factors also brings into play reduced player buffer capacity, which puts increased
pressure on real-time computation demands.

5. Adapting to Newer Technologies: IP Interfaces/ Cloud Processing

Carriage of Media workflows as data across IP interfaces bring many advantages, and the content
production ecosystem is gradually adopting new IP based approaches. For instance, in production
workflows, the same source point can be sent to multiple end points in a local network so that editorial or

5 From IEEE ICIP Tutorial Ali Begen/Yuri Reznick Sept 19%, 2021
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production tasks do not always have to be serially performed but could be performed in parallel (see Fig
9). Through SMPTE ST 2022-6, SDI video can now be encapsulated and carried through an IP
distribution. A benefit of this is the reutilization of existing production equipment with only an SDI
interface while using IP to carry the signals and IP routers to switch and distribute them. With SMPTE
ST 2110, the IP carriage takes a further step to natively carry the video, audio, and data as independent
essences that are sent separately, thus allowing for individual points to deal with specific media
components without sending the entire content. With moving to a demuxed delivery of media
components, a timing synchronization is now required to reassemble the media components into the
complete content. In SMPTE 2110, this is achieved though using a Precision Time Protocol (PTP) timing

mechanism.
HBI
e ST ] e [5G 0 [
HANC e HANC WEIE
- i (RN ] i i
Active Video Active Video Audio (XK}
w DR e

2022- Transport of High Bit 2110 Prof Media over
Rate signals over IP Managed IP Networks Timing (" ‘
{encapsulated SDM) {independent Essences) e LR 0

Figure 9 — IP Encapsulated SDI

In adaptive streaming delivery, a similar evolution occurred from what initially was IP carriage of MPEG-
2 TS streams (e.g. HLS and DASH). This evolved to utilizing an ISO base media file format (ISOBMFF)
delivery that allowed each media component (independent essence) to be requested from a set of options
(adaptationSets) and delivered separately using segment timelines as the method to synchronize media
components (see Fig 10). Further refinements with CMAF allow segments to be broken up and delivered
separately as chunks; this assists in providing lower latency delivery.

HTTP Requests

.
)

— H H H H H >

. e o HTTP Response-Video — Adaptation Set 1
oo —{ H H H H H >
PR HTTP Response-Audio- Adaptation Set 3

+ —__ H H H H H >

HTTP Response-Data- Adaptation Set 6

Figure 10 — Adaptive Streaming using HTTP

Cloud processing is now becoming utilized in many places for high performance computing, AI/ML
analysis, or on-premise offloading. The modes of service in the cloud can be infrastructure as a service
(IAAS), platform as a service (PAAS), software as a service (SAAS), or serverless. For content media
workflows, cloud processing can operate in several areas for real-time captioning services, basic
SDR/HDR conversion processes, scene detection for more efficient guided encoding, third party
processing, or manifest manipulation. For better integration of cloud processing into content media

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 8
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workflows, it requires more efficiencies in bandwidth workflows to handle even editable workflows and
IP addressing to multiple source delivery points (see Fig 11). To make it more practical, compute latency,
storage latency, and network latency need to be reduced. For compute latency, more pipelining and
parallelization strategies as well as more powerful processors need to be available, depending on the
processing task. For storage latency, better caching and reading/writing strategies already exist but need
to significantly improve to reduce latency. Lastly, network latency needs to be improved through the
analysis and adoption of new strategies in regard to compute placement (e.g. edge compute).

Production : Distribution Encoding/Packaging I Delivery Experience
: | I
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Figure 11 — Roles of Cloud in Media Workflows

6. Content Processing and Content Experiences

In content media workflows, processes can be categorized as automatic or manual (see Fig 12).
Automatic processes typically can be done without manual work; examples in production are up/down
sampling, tone mapping, and some speech recognition/captioning; while examples in distribution include
such functions as transcoding and packaging. Manual processes require more hands-on work and can
describe functions like editing, shading, audio description, or third person signing. With cloud processing
and artificial intelligence (Al)/machine learning (ML), some of the manual tasks can be done or
accelerated with assistance by trained AI/ML approaches. With post-production, developing a format that
allows for IP distribution while allowing for frame accurate editing is needed to reduce the bandwidth
demands and compute demands to allow for this. Through developments in I-Frame HEVC/VVC or
JPEG-XS or J2K, future image/video coding techniques may address these needs in the future.

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 9
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Figure 12 — Content Processing and Content Experience Processing

Another type of category is processing of existing content or adding to experiences of the content asset
(see Fig 12 again). Processing of content type of operations does not change the version of the content but
may change format, or appearance of the content. These can include adding more subtitle language tracks,
or new dubbed languages in audio, or simply adding audio description tracks to the content. Most of these
types of processes are more automated tasks rather than manual tasks. Content experience processing
usually alters the version of the content and provides additional personalization of the content such as
additional languages, alternate versions of content, adding announcers to sporting events, or adding audio
descriptions to events. Many of these added experiences are manual processes but with new types of
cloud processing , IP carriage, and bandwidth efficiencies, some of these tasks can reduce latency through
assistance using these new technologies. An example of this that is now seen frequently is the real-time
creation of subtitles from the audio track.

7. Demuxing Content for Improved Workflows

Demuxing content into separate media components can benefit media workflows in both production and
distribution by reducing the amount of content that needs to be wrapped, transported, unwrapped,
processed and re-wrapped many times in the overall media workflow. For production, demuxing can help
with real-time operational processing demands such as real-time generation of closed captioning through
implementation of an audio track or in translation an existing closed caption track. With third party
signing, it may require generating a video proxy linear stream to send with the audio track. Content
processing transformations (see Figure 12) can also be done offsite but requires some sort of frame
accessible video format that is protected and is transportable across IP networks instead of the local
network. In addition to processing content, information can also be gathered for scenes that can be
beneficial for distribution transcoders to do higher quality encodes. Lastly, some additional experience
tracks can be generated during this production process.

Using separate media components for processing provides some step up advantages to that triangle of
quality, latency, and bandwidth considerations (see Fig 7). For bandwidth, there are fewer bits to be sent
across IP networks to process media through the production and distribution workflows. For latency, the
ability to send information in a parallel fashion earlier in the media workflow and the ability for the cloud
to assign elastic processing power to what the task demands are strong advantages. Additionally,
developing AI/ML techniques that may be continually refined would be helpful to get better quality

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 10
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distribution encodes (including pre-processing techniques) at lower bit rates. Lastly, third party
contributions to content assets and feeds for such content enhancements as home/away announcers, third
party signing, or real-time indexing for more searchable content could be done across IP networks as well.

8. What Further Work is Required?

Some additional development that will be required — some of which already is happening — to better
handle demuxed workflows falls into five categories:

Automation in production and distribution workflows;

Synchronization across media components;

Integration of third party created media components;

Placement of new content experiences across adaptationSets in manifests; and
Playability of content assets and linear feeds in an OTT system.

To pull off media components of the content for separate processing, metadata is needed to automate job
processes. This metadata, which can include metadata generated by Al and ML processes, can aid in other
future processes in the workflow such as enhanced quality encodes. This information when generated or
provided needs to be stored in a format that may originate in production but may be needed upon
distribution. A format needs to be developed that can provide this time sensitive information in both the
production and distribution domains and may need to be stored as a metadata track retrievable in the
manifest.

For automation in production, an editable format of the media component needs to be created that can
span across IP networks rather than be limited to a local LAN, at a reasonable bandwidth. Some formats
being looked at are JPEG-XS, I-frame only AVC/HEVC/ VVC, or J2K. Audio Formats may not need to
be compressed since audio file and feeds are smaller but may require video proxies to be sent along with
them, but there is also a need also to carry some of the distribution signalling metadata for audio back to
baseband carriage. For third party components such as signing, audio description, or subtitling, these
type of files or feeds may need to be fed into the distribution workflow rather than returned to the
production workflow.

Synchronization between media components is also a factor that needs development. In one area it is
more conforming additional tracks to the content asset or file; this basically means each media component
should have an aligned timeline that can be used to generate synced timelines on newly created assets. In
the production domain and with the SMPTE 2110 format, the PTP timing format is used. In the
distribution area, however, time is more aligned with segment timelines and alignment between both
approaches needs to be realized. Another area is synchronization between audio and video; in OTT the
video segment determines the edit point but there are instances in which the audio segment that goes
along with the video may naturally be slightly lagging the video; in those cases that slight lag needs to be
maintained.

To integrate third party media assets and linear feeds to the content, IDs need to be created and matched
such that manifests can add these new adaptationSets and authentication systems can validate that
content. URLs involving the retrieval of content need to consider content distribution network (CDN)
design and whether one or more CDNSs are involved. There also needs to be a way to identify tracks that
are being processed versus tracks that are finished and retrievable by the client player. Gaps in timelines
of media components need to be considered and handled as well so mechanisms such as content failover
can be considered. Additionally, player behavior needs to be redefined such that new content experiences
can be added to an existing media playout which may be added as the manifest is updated. Even when the

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 11
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concept of a linear feed or a content file being complete no longer exists, the playability of the asset needs
to be known.

9. Conclusion

Content is nowadays not a static asset or channel. It is evolving according to the expectations of the
viewer and can involve multiple parties creating the overall content experience. More formats, better
quality, multiple types of playback devices, and more ways to experience content is an expectation. The
platform for media workflows is also evolving to incorporate faster and intelligent processing not limited
to all work being done in a specific location. Media workflows for production and service workflows
have traditionally been linear, but with the advents of higher bandwidth, IP interfaces for both
uncompressed and compressed workflows, and access to cloud processing, linear workflows can evolve.
Production efforts can be outputted directly into OTT feeds and into CDNSs to be ingested by OTT players
as they become aware of what new options they have to experience the content, and authorized third party
contributors can also provide new experiences to the content without delaying the workflow. Cloud
processing can accelerate the workflows by just adapting processor power to the job demand or by pre-
processing analysis to aid in encoding of the content. But these evolutionary efforts do require some
adaptation of the current system to make it easier to conform and synchronize separate media assets to the
content and to create adaptationSets, IDs and URLSs to incorporate these workflows and to make players
aware of new choices in the manifest.

SCTE has a number of working groups that are already involved in these areas. In the Digital Video
Services committee, there are two related working groups that are involved in these areas. Working
Group 1 ( Video/Audio) just recently published SCTE 277 (Linear Contribution Encoding Specification)
which defines ingestion of signals that originate from production/post-production services. Additionally,
WGT1 also defines the Video and Audio codec streaming constraints for consumer distribution including
recent modifications for adaptive streaming to consumers. On the consumer distribution side, WG7
(adaptive streaming /DASH) works on the suite of SCTE 214 specification which define manifest and
segment constraints for HTTP IP delivery of content through MVPD networks.

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 12
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Abbreviations
ADP ancillary data packet
Al artificial intelligence
AVC advanced video coding
CDN Content Distribution Network
CMAF Common Media Application Format
FPP forward predicted picture
fps frame per second
GOP group of pictures
HANC horizontal ancillary data
HBI horizontal blanking interval
HDR high dynamic range
HEVC High Efficiency Video Coding
HTTP Hypertext Transfer Protocol
IASS infrastructure as a service
1D identification
I Frame Intraframe
IP Internet Protocol
ISOBMFF ISO base media file format
2K JPEG 2000
JPEG Joint Photographic Experts Group
LAN local area network
LUT lookup table
ML machine learning
MPEG Moving Pictures Experts Group
OTT over the top
PAAS platform as a service
PTP Precision Time Protocol
QAM Quadrature Amplitude Modulation
RAP random access point
SAAS software as a service
SCTE Society of Cable Telecommunications Engineers
SDI serial digital interface
SDR standard dynamic range
SMPTE Society of Motion Picture and Television Engineers
Url uniform resource locator
VANC vertical ancillary data
VBI vertical blacking interval
VVC versatile video coding
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Abstract

More than a decade ago we began introducing analytics, machine learning, and finally artificial intelligence
to our networks and services. Evolving our work teams from a data-driven culture to Al-driven. It was not
an easy task, it involved great challenges and cultural changes, it really is an accelerated transformation
process during this pandemic, and it continues.

In this technical paper, we go through the path we are transitioning in Telecom Argentina from data analysis
and AI/ML perspective to achieve operational excellence. We present the challenges we went through
along, difficulties, learned lessons, success stories and next steps.

Content

1. Introduction

In our networks and services, the Artificial Intelligence (AI) has the potential to change, the way we operate,
and to become the foundation of the transformation that leads to the fourth industrial revolution. But this
requires hard work, a long-term commitment, and a deep cultural change. That is why we present here our
journey that we started to make our operations Al-driven.

In the industry, Analytics, Al, and Automation are often differentiated. Let us remember that in [5], we
define:

o Data Analytics: monitoring data to look for patterns and anomalies (without applying
intelligence) and applying those patterns towards effective decision making.

* Artificial Intelligence: the development of computer systems capable of performing tasks that
normally require human intelligence; this includes visual perception, speech recognition, decision-
making, and translation between languages.

In a survey regarding enterprise networks, automation was enquired. The poll results indicates that more
than 65 percent of enterprise networking tasks are carried out manually (often referred to as "ClickOps"),
indicating that own network automation underlies on servers’ automation. Ansible, customized "DIY"
scripts (usually based on Python), and single-vendor, network infrastructure-focused packages are among
the most widely used network automation tools. It is worth noting that these scripts are totally deterministic,
that is, they only perform repetitive tasks. AIOps is the term used when a decision-making process is
automated using an Al algorithm.

In next sections, we introduce in more detail what we understand by AIOps, we may state:
AlOps = Analytics + Al + Automation

AlOps is part of the 5G ecosystem, since from its conception the knowledge plane has been included. That
is, a layer within the architecture oriented to the operation and orchestration of networks and services [7].
Figure 1 shows the percentage of network activities that are automated according to Gartner.
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Figure 1 — Percentages of Network Activities that are automated, 2021.

Source: gartner.com

In this technical paper, we outline the path we've taken toward converting our Al-driven networks and
services, along with a few use cases. The use cases development provided us with many lessons learned.

This document is organized as follows. After this section, we introduce Telecom Argentina and Financial
impact of Analytics, Al, and Automation. At section 2, we expose Al-driven Operation. In section 3 we
present the concept of the knowledge plane and our reference architecture. In section 4, we introduce the
first use cases we did using Al and Big Data. On section 5 we present the AIOps use cases in Telecom
Argentina and the state of the art in the evolution towards autonomous networks. In section 6 we outline
the key lessons learned along this journey and lastly, at section 7 we describe the next steps we are
considering.

1.1. About Telecom

Telecom Argentina is a company in constant evolution, which offers connectivity and entertainment
experiences and technological solutions throughout the country. We boost the digital life of our over 30
million customers, with a flexible and dynamic service, in all their devices, through highspeed mobile and
fixed access, and a live and on demand content platform that combines series, movies, gaming, music, and
TV programs.

Our trademarks Telecom, Personal and Flow consolidate an ecosystem of platforms, and new businesses,
a comprehensive and convergent experience for individuals, companies, and institutions across the country.
We are present in Paraguay with mobile services, and in Uruguay, with cable television services.

Telecom Argentina has become a company that thrives in the digital world. It evolved from a traditional
telecommunications company to consolidate itself as an ecosystem of apps and platforms that are based on
connectivity as a differential quality value.

With the vision of going beyond connectivity, we are developing new 100% digital businesses, based on
10T, 5G, Fintech, entertainment, and Smart Home solutions, among others. With the most innovative
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technology, in alliance with world class technology partners, and an investment which over the last five
years reached USD 5 Bn, the company focuses on enhancing its infrastructure and systems and providing
more and better services.

Our fixed-mobile network is the most extensive of the country. With more than 75,000 kilometers of FTTH,
HFC and ADSL technologies, we are present in 18 provinces with over 60% of coverage of households in
the country. Our 4G+ mobile network is the fastest in the country, and it is available in 100% of our
infrastructure. We reach more than 1,900 locations and have a coverage of 95% of the population. In 2021
we inaugurated the first 5G network in Argentina, with 20 sites in the City of Buenos Aires, Rosario, and
Costa Atlantica. We also bring connectivity to numerous towns with less than 500 inhabitants in different
provinces, and in many cases, we are the only link they have with the rest of the country and the world.

The convergent and comprehensive operation of the network is one of the key challenges of the evolution
of Telecom Argentina. Automation, analytics, and artificial intelligence, among other innovative
technologies, will undoubtedly mark the path of our completely transformation from a Communication
Service Providers (CSPs) to a Digital Service Providers (DSPs), Figure 2.

Digital Service
Provider

MSO + MNO = CSP

Infrastructure-

Artificial Intelligence Service-centric

—)

Figure 2 — From CSP to DSP.

centric

1.2. Al-driven

Adoption of cloud computing, network function virtualization (NFV), and the development of software-
defined networking (SDN) have all advanced considerably in recent years.

These developments have made it possible to create infrastructure that is more adaptable and to make
storage and computing power more plentiful than before. We are compelled to use both artificial
intelligence and machine learning techniques because of this progress and the growing requirement to
enhance the management and administration of networks and services.

On the other hand, the next generation of 6G communications is already being investigated, where the
devices, antennas and infrastructures are embedded with artificial intelligence software. Today networks
cannot survive without artificial intelligence [1].

We are confident that these technologies will assist us in resolving and enhancing the current challenges
with network efficiency so that our more than 30 million consumers have a better digital experience.
Additionally, it will free up our specialized labor to work on more difficult tasks connected to emerging
digital services and businesses.
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These technologies will help us to:

e Reduce time to market for new products and services
e Predict and mitigate network and equipment service issues before they happen

Operating, managing, and provisioning future services with automation processes becomes essential to
increase efficiency.

o Future Challenges: We are starting down the path towards the automation of our network
operations. Using Al to efficiently manage the exponential traffic growth and the complexity and
variety of new services that 5G will enable.

2. What it means to be Al-driven operation
When working on Al-driven initiatives, it is crucial to establish the minimum level of understanding inside
our organization regarding the scope and restrictions of Al technology as it relates to the functioning of our

networks and services.

There is no single definition for all Al technologies or framework. When we refer to technologies such as
DOCSIS or 5G, there are no ambiguities since they are very mature in their standardization process.

Al-driven operations refer to the use of Al for the operation, planning and decision making in networks and
services. To convert the operation of networks and services into an Al-driven operation, it is necessary to
go through three stages:

Stage 1: Use of artificial intelligence techniques to develop applications and use cases.

Stage 2: Using Al to improve services, processes, or products.

Stage 3: Use of Al to help decision making.

In Figure 3 we present the Hype Cycle for artificial intelligence according to Gartner.
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Figure 3 — Hype Cycle for Artificial Intelligence, 2022.

Source: gartner.com (July 2022)
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3. Our first steps without Al using math, statistics and small data

In this section we present some data-driven decision-making use cases we performed as our first steps in
this Al-driven operation journey.

3.1. Dimensioning of our VoD system

By the end of year 2012, Telecom Argentina launched its Video on Demand service. Due to certain
recommendations from other operators, the original coverage was 900 HD set-top boxes (STBs) per service
area (SA). However, when the service was launched it was not possible to achieve this (because of CAPEX
restrictions), and many service areas were oversized up to 2,500 STBs. Hence, our customers experienced
VoD service outages.

For the above, it was necessary to propose a statistical model that enables the resizing the SAs, establishing
a balance between the system capacity, the number of customers and the blocking probability [2].

After studying and analyzing various models, we proposed a model based on the Queuing Theory applied
to VoD traffic, the Erlang B formula, already used in telephony traffic [2]. In particular, the Erlang B
formula allows us to relate three fundamental variables: the offered traffic, the number of available streams
and the blocking probability, resulting in the appropriate number of STBs that the SAs must contain given
a certain blocking probability that is considered acceptable.

Traffic definition is based on empirical assumptions, including peak service period, penetration per SA,
average content duration, and average number of first-attempt requests. These last two depending on the
quality of the content (SD or HD).

The data analysis was not only critical for the design of the model but, also contributed to establish an
acceptable blocking probability for the service and to determine the phenomena that influence the
performance of the service and their affectation degree.

3.1.1. Erlang B statistical model

The objective is to calculate the number of STBs per SA to obtain an acceptable blocking probability for
our system.

For its formulation, certain empirical assumptions were considered after the characterization of the service.
Such as, peak period, peak period duration, average duration per quality (SD/HD), average number of
requests and penetration rate. We didn’t consider blocked orders to be retried.

The traffic calculation is then formulated as follows:

=h'(/15D'tSD+/1HD'tHD)'p

A
T

Being,
- h:n° of STB per SA.
- Ag: average number of first attempt requests, per STB and per period (q = SD or HD).
-ty average time spent on the system per period (min) (g = SD o HD).

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 8
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- p: VoD service penetration per period.
- T:peak period duration (min).

Since we analyze the number of STBs needed for each SA, the goal is precisely h. It is obtained, using the
Erlang B formula, based on the blocking probability (Pg) and the available streams during the peak period
(N). They are dynamic depending on the bitrate of the content, which varies between 1.875 and 15 Mbps
(depending on SD/HD quality and encoding).

The application of the formula is possible since the system satisfies the hypotheses of the model.

Figure 4 shows graphically this formulation evaluate on different scenarios.

We sat a blocking probability (Pg) value of 3%, based on our observations and conditions of acceptance
for quality of service. Then, from the model, for a MPEG2 content with a ratio of SD/HD of 70/30, our
recommendation was 700 STBs per SA.

40%

5% - HD MPEG 2 (60/40)

~—@— HD MPEG 2 (70/30)
30%
—&— HD MPEG 4 (60/40)
25%
—4&— HD MPEG 4 (70/30)

20%

15%

Blocking Percentage

10%

RS Uy W R U R

5%

0% T

0 200 400 600 700 800 1,000 1,200 1,400
N° STBs

P

Figure 4 — Relationship between n° STB and Blocking (%) for different scenarios
according streaming codification and quality.

The variables that most affect the model were also studied, these are:

- Very high rating content (peak time)
- Free content

- SD/HD service ratio

- HD Encoding (MPEG 2, MPEG 4)

- Holidays

Given the success of the model, we extended its use to assess the impact, in terms of probability of blocking,

of different modifications to the service, such as: conversion to HD of CatchUp content, the addition of
new services related to the 2014 World Cup, among others.

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 9
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3.2. Characterization and impact of user behavior of OTT services

One of our major tasks was the study of applications’ traffic. OTT video services represents more than 50%
of our total downstream traffic. In terms of downstream traffic and client consumption, Netflix was the
service with the highest utilization, especially during peak hours.

We found evidence that the link between subscriber count and traffic volume fits sub-exponential
distributions. These long-tailed distributions can conveniently describe high variability. Historically, some
long tail distributions have an origin in the income distribution, for example, Pareto and Log-Normal. The
latter is one of the least understood and most widely used functions.

In Argentina, broadband users access streaming video content, mostly located in the USA. Thus, the impact
of Round-Trip Time (RTT) in service performance is very important. A typical RRT in our service groups
is around 120-150 msec. Therefore, CDN usage turned crucial.

Two server farms were set up in different company data centers to create a local cache of Netflix content.
Each Open Connect Appliance is made up of three 12 Gbps-capable servers and were provided by Netflix.
We had to connect to Netflix in Brazil via international peering since we were getting roughly 100 Gbps of
Netflix traffic at its busiest each day. This allowed us to meet the demand for traffic that our CDN was
unable to provide.

Since throughput is inversely related to RTT, which is smaller at shorter distances, an increase in throughput
was obtained by connecting to Brazil instead of the USA. This was made possible by Netflix's adoption of
the TCP-based DASH protocol.

3.2.1. Measuring performance for decision making

At the beginning of the Netflix CDN implementation, since it was only applied to the half of the service
groups, we performed several tests where the traffic from Netflix users was compared pre- and post-
implementation for each partition.

We observed the performance increase was noticeable for service groups using CDN, even more during the
morning when workload was low. We have found the traffic generated by Netflix CDN users had doubled
the traffic generated by those who were not using CDN.

Based on the above results we could estimate the total bandwidth traffic growth in the service groups.
Assuming an increase of about 25% in traffic, since the implementation of the CDN, and maintaining the
same number of active flows, the associated downstream Netflix traffic should have the same grow
proportion. Let:

o N: “Previous Netflix Traffic”
o T: “Previous Total Traffic”
e N’: “Post Netflix Traffic”

T’: “Post Total Traffic”

A: “Traffic Growth”

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 10
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So,

N' =N+AN , T'=T+AT and AT =AN -> T'=T+ AN

T' 1+AN T' +AN N
_—— —_—% = —_— —
T T T N T

Thus, the percentage increase in total traffic is the product between the percentage increase in Netflix traffic
and the percentage that Netflix represents of total traffic. Assuming a service group not using the CDN the
relation N/ T is 35% (calculated previously) and the percentage increase is 25%, we got:

!

T
7 =1+023+0.35=1.0805

So, the total traffic growth of the service group will be 8.05%, supposing the number of concurrent
subscribers remains invariant.

3.2.2. Forecasting subscribers and traffic

Having understood the Netflix's traffic importance on the capacity planning, we developed a time series
model to forecast Netflix subscriptions, the amount of generated traffic and therefore, the impact on the
access network.

We proposed a model based on time series, which provides powerful statistics. Commonly used in business
and economics where data occurs in the form of successive values of a variable, in an ordered sequence in
an equally spaced time interval. A stochastic model for a time series will generally reflect the fact that
nearest observations in time, more closely relation than observation further apart.

Time series models allows us to:

- Understand underlying characteristics and structure that produced the observed data, through different
analysis methods.

- Fit a model and forecast future values based on previously observed values for monitoring or even
feedback and feedforward control.

Through statistical software, we observed that ARIMA was the best-fitting model. For Netflix users
forecasting, we selected a confidence interval (CI) of 95% that, calculated from a given set of sample data,
returns an estimated range of values which is likely to include an unknown population parameter. The
results are shown in Figure 5.

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 11
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Figure 5 - Monthly evolution and forecast of Netflix users among our subscribers.

Remarkably this model has been successfully applied to forecast the whole broadband subscribers’
population and particularly for Netflix subscribers, by fitting properly ARIMA model parameters.

In following sections, we describe how these first forecast models evolved into a tool with much more
features and characteristics.

3.3. IP traffic dimensioning based on patterns

In this work we presented a forecasting model for the Average Bandwidth per Subscriber parameter, as a
novelty we have made clusters by Service Tier Levels and by subscriber's location.

Exploiting our DPI tool, we analyzed trends and Internet users' preferences. Through mining our data at
different periods, we found common daily patterns among our subscribers. This allows us to focus on a
single day to have a whole understanding of the network. Considering the different Service Tier Levels, we
also found common patterns related to the most used applications. Only Video Streaming services showed
a variation among the lowest tiers. Thus, increasing download access speed drives consumption much more
in video applications.

The resulting statistical parameters of our subscriber's characterization are inputs for a network
dimensioning tool we have developed to analyze traffic impact over the service group's QAM carriers and
simulate different scenarios.

For the last years, we have been collecting and analyzing various statistical measurements including the
average residential bandwidth (BW) traffic considering the access speed and we found there is a
mathematical relationship between them.

Some technology vendors have different proposals to estimate bandwidth capacity. Cloonan et.al proposed
in [3], a technic based on the average amount of bandwidth per subscriber during the busy hour (Ty,4)
calculated as follows:

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 12
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Where Ny, is the number of subscribers within a typical service group, B is the number of bytes passed
into the service group within a given window of time (W) measured in seconds.

We introduce a different methodology, we collect 5 minutes of bandwidth traffic data from the whole
network (global, per service and per tier) and the four service tier levels, using a DPI technology. Monthly,
we take the maximum bandwidth traffic per service tier level and divide it by the total number of subscribers
of each. Then, we model this data with Linear Regression algorithms.

We found at least three different applications of this methodology:

- Adjust current BW traffic values per Tier
- Estimate BW traffic values for future offered access speed
- Forecast BW traffic values for the following two years

We define

- Avg_BW _subs: Average bandwidth per subscriber per Tier.
- Speed: Max access speed for the Tier.

j: Tier number.

t: Number of months used to forecast.

- B, y: Parameters to estimate.

To adjust and to estimate, our model takes the form:
Avg BW subs; = [ - |Speedj+e, j€{l,-,5}

To forecast:
Avg BW subs; = y;j-t+e,  j€({l,-,5}

Figure 6 shows the Linear Regression of the average bandwidth per subscriber. Blue line represents the
adjusted and estimated current values. Green and orange lines, the forecast for the next two years.

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 13
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Figure 6 - Linear Regression of the average bandwidth per subscriber. Blue line
represents the adjusted and estimated current values. Green and orange lines, the
forecast for the next two years.

3.3.1. Dimensioning tool based on simulations

We developed a tool that aims to obtain a set of simulations to evaluate the use of bandwidth by service
group, traffic consumption, customer portfolio and its evolution over time. The tool outcomes allow us to
visualize measurements, make estimates and use projected values to simulate consumption.

The traffic sizing criteria adopted suggests taking the maximum 95" percentile, within a 15-day period, to
predict the estimated growth at a given time. We take these statistics as sample of the worst hour.
Simulations are performed in 24x15 scheme to compare measurements and simulations using the same
criteria.

Portfolio update scenario simulation entails some essential input parameters: service tier levels distribution
per service group and Avg_BW _subs values obtained through linear regression. The latter allows us to
analyze service group's load, considering the number of subscribers and their respective service tier. It also
allows to estimate the impact on the network by adding new tiers to the customer base as well as a massive
portfolio upgrade.

3.3.2. COVID-19 and HFC traffic growth

Since the lockdown started in 2020 because of the COVID-19 pandemic, totally disruptive changes in
clients' behavior began to be observed, affecting network performance. Therefore, we began to analyze the
evolution of downstream and upstream traffic on a weekly basis with the aim of finding new patterns of
use, that allow the growth prediction in a completely uncertain scenario and take proactive actions in the
network to alleviate the impact on the service.

We presented these changes graphically to briefly understand the suffered impact after lockdown, Figure
7; and numerically to enable the comparison between past situations and predict future ones.

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 14
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Figure 7 — Change in daily HFC traffic patterns.

Traffic increases were calculated between peak of April 30th, 2020 (post-lockdown), and the peak of the
reference week, Feb 29th to March 6th (pre-lockdown), for midday and peak hour. Midday is defined as 12
p-m. to 2 p.m., and peak hours are defined as 8 p.m. to 2 a.m. Peak hours remain to be when DS and US
traffic peaks happen rather than midday. For US traffic, the post-lockdown midday spike outpaced the
corresponding spike pre-lockdown peak-hour by 41%. Figure 8 and Figure 9, display the evolution of US
and DS. SARIMA model was implemented to describe and predict the US and DS behaviors.

The Home Office, school online courses, and Internet-related recreation are the main drivers behind this
transformation. The most popular categories are video meetings (Zoom, Webex, etc.), streaming (Netflix,
Youtube) and gaming; file sharing also increased. The former calls for a heavy reliance on upstream, which

has not been in great demand for years.
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Table 1 — Traffic increase for a particular date and maximum traffic increase registered.
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Figure 8 - Evolution and forecast for Downstream traffic, 2020.

Oct.

Jan.

ANV

Apr.

Figure 9 — Evolution and forecast for Upstream traffic, 2020.

3.4. Real-time analytics for IP video multicast

To understand the impact of multicast implementation, it was necessary to collect data on key indicators
such as the number of concurrent streams, average bitrate, and average bandwidth to estimate bandwidth

gain [13].
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3.4.1. Multicast gain formula

We evaluated the multicast gain at service group levels as a percentage of the capacity needed under a
100% Unicast scheme, which we define as follows:

Capacity 100% Unicast = Z Concurrence - Avg bitrate
Al
channels

When working with data from the Legacy system, we used the access frequency to approximate the
concurrence, and we assumed that the average (Avg.) bitrate is 4 Mbps.

We examined different scenarios defined as follows: Top “X”, the “X” most popular channels are
delivered to Multicast, and the rest remain Unicast.

The capacity needed is calculated as:

Capacity Top"X" Scenario = z Avg bitrate + Z Concurrence - Avg bitrate
Top X" Other
channels channels

Finally, the multicast gain is:

Capacity 100% Unicast — Capacity Top "X" Scenario

Multicast gai Top "X" S 0 =
ulticast gain for Top cenario Capacity 100% Unicast

Gain is calculated using the overall concurrence for each channel. Additionally for service group level
gain, internal service group concurrence is used.

In addition, a theoretical scenario is proposed, in which all the channels are transmitted via multicast to
estimate the maximum multicast gain. This is helpful to determine whether the gain in other cases is nearly
at its maximum or not.

Capacity 100% Multicast = Z Avg bitrate

All
channels

The maximum gain is estimated as:

Capacity 100% Unicast — Capacity 100% Multicast
Capacity 100% Unicast

Maximum Multicast gain =

When there are approximately 10 channels delivered via multicast, it has been shown that the gain is
approximately 50% during peak hours. The marginal gain tends to decline as more channels are multicast
supplied. It was discovered that the benefit almost reaches its maximum with 25 multicast channels.

3.4.2. K-means clustering applied to the selection of multicast channels
K-means algorithm was used on ranking data to investigate the channel count that would be provided using

multicast if it were an autonomous and unsupervised procedure, Figure 10. We discovered this technique
categorized between 4 and 9 channels as the most popular after evaluating six months of worth data.
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Figure 10 - K-means clustering applied to the access frequency per channel by day for the
Legacy system. Algorithm used to classify the signals between multicast and unicast.

Real time analytics provides an efficient alternative for monitoring a policy-driven multicast strategy, due
the advent of unconsidered special event which could drastically shift the ranking for a few hours.

It is proposed a continuous process, based on k-means clustering algorithm, executed every 10 minutes.
The application searches for the channels with the highest viewing rates and determines if they are on the
list of multicast channels. It sends an alert and reports the top list when it detects one or more channels that
are being accessed massively and are not in the multicast list.

4. Evolving with Al and Big Data

Machine Learning has made significant advances in the telecommunications business, delivering numerous
benefits. Given the tendency of strong virtualization, it simplifies operations.

However, we must not forget that the success of the application is dependent on the duties performed by
people. In general, the tasks must be established to locate the learning models are as follows:

- Data: Split data into development and validation. Define instances, classes and attributes.

- Experimentation: Attributes selection. Performance metrics. Cross-validation.

- Model validation: Processes intended to verify that models are performing as expected, in line with
their design objectives and business use case. It’s the most important step in the model building
sequence.

At Telecom, there are a few initiatives that we have considered within the AIOps framework. At STEM
team one of our missions is to lead AIOps in our current and future networks. Our recipe is diversity, work
in cells, agile mindset, and self-learning. In the following sections we present two of the initiatives we have
been working on.

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 18
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4.1. Network capacity and Machine Learning

We proposed the use of machine learning techniques such as Principal Components Analysis (PCA) and
Artificial Neural Networks (ANN) to characterize the optical nodes that integrate our network and define
the strategies the company will use to meet short and long-term demand [4].

We conducted different analysis at node level based on variables such as monthly consumption, households
passed, traffic per port and downstream channels distributions, among others. We used a huge volume of
data from different sources to obtain examples for the training sets used in the algorithms. Due the produced
results are needed for a significant number of cases and on a regular basis, the process must be automated
by applying machine learning and multivariate analysis techniques.

This analysis used traffic-data collected every Sunday during prime time, from all network's ports.
One variable in the datasets contains the maximum traffic (Kbps) registered in each port. Our approach
consisted in analyzing two key indicators:

- Average bandwidth traffic per residential subscriber at peak time.
- Ports usage.

The first one will provide information about the zones where there is a need for higher bandwidth, and the
second will help us find the optical nodes where ports are operating at almost their full capacity,
conditioning the Quality of Service (QoS) and limiting the demand.

To assess the average bandwidth traffic per subscriber at peak time, the metric was defined:

Port Traffic
# Subscribers connected

Average BandWidth per Subscriber [Kbps] = (H)

For measuring ports usage, the maximum utilization was defined:

Max Port Traffic

Max utilization [%] = .
Port capacity

)

To gather data about how the two key indicators relates to other variables, we also included in our analysis:
the count of segments or zones connected to the port, CMTS model, optical node classification according
to the region of location, investment plan status, network capacity (1GHz or other), DOCSIS version, cable
modems count, HHP, network extension (in Km) and total monthly downstream consumption.

4.1.1. Principal Component Analysis (PCA)

Principal Components are the underlying structure in the data. Their interpretation is based on the weights
obtained from the original variables. PCA is a way of identifying patterns in data and expressing it with
fewer variables.

We made a PCA for the ports database. The variables included were:

Maximum traffic per port for each Sunday

Count of downstream channels in use per port (Channels_used)
Count of areas connected to each port (Areas_port)
Households passed (HHP)

Residential subscribers per port (Subscribers)
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SCTE CABLE-TEC - 2022 Fall

EX Po®22 q Technical Forum
V SCTE® + CABLELABS® + NCTA

SEPTEMBER 19-22 - PHILADELPHIA, PA
e Traffic Management
We concluded there are two main PC, which can be explained as follows:

e PCI: It takes higher values for those ports that registered more traffic during the time surveyed.
Channels in use, areas, amount of cable modem and HHP per port also have a positive yet lower
impact.

e PC2: This component takes higher values as the number of areas, cable modems and HHP per port
increase, as well as traffic management. On the other hand, it takes lower values as the number of
downstream channels in use increases. This variable informs about a port’s incapacity to provide a
good service in highly populated areas.

PCA highlighting there are two port groups, Figure 11. One where the aggregation of more subscribers
draws a substantial increment in the traffic, and another where the impact of adding subscribers is lower.

30 40

<]

20

PC1: Traffic at ports level
Traffic Management

2 0 2 4 6
PC2; High HHP count. more subscribers and fewer downstream channels

Figure 11 - PC1 vs PC2 and its relation with traffic management.

4.1.2. Artificial Neural Network (ANN)
We based our ANN on the following principles:

e Parsimony Principle: the simplest model that fits the data is also the most plausible.

e Sampling Bias Principle: if the data is sampled in a biased way, then learning will produce a
similarly biased outcome.

e Data Snooping Principle: if a dataset has affected any step of the learning process, its ability to
assess the outcome has been compromised.

We determine one of these four options to increase network capacity and, as a result, access speed: chassis
upgrade, recombination, node segmentation, and node division

For the neural network training we first needed a sample of nodes to be classified by the expert team.
Sample characterization was made by classifying nodes into three strata: the first one has the nodes in which
their ports have a mean utilization below 50%; the second stratum contains nodes where mean utilization
lies below or equal to 80%, the third groups the nodes with mean utilization above 80%. It is in our interest
to have a faithful representation of the HHP variable in the sample.

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 20
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For overfitting avoidance, sample data was split in training (60%), cross-validation (20%), and testing
(20%). Training set was used to estimate the weights in the neural network. Cross-validation helped
validating the model in terms of variables and optimization of the selected parameters. The testing set wasn't
used in the construction of the neural network but to check whether there was overfitting or not, by
measuring network classification performance with ‘new observations. Quadratics terms were included to
search for higher accuracy. The ANN scheme got is shown in Figure 12.

Network’s first layer contains eight inputs, the four variables mentioned (represented as x) and the same
variables at square (x?). Second layer, also called hidden layer, contains eight data points too (a("), and
the output layer contains five classes (a(®), which refer to the four strategies already detailed and the fifth
option ‘no action needed’, for the nodes where no investment was needed at the time.

The optimal weights solution in the network threw an accuracy level of 96% with the training set, and an
accuracy around 90% with testing set.

0000600

0600006

Figure 12 — Our ANN scheme.

4.2. Optimizing video customer experience with Machine Learning

For video service providers it is important to evaluate the processes that affect the quality of video
considering the perception of customers. The subjective evaluation of the quality of the video measuring
the opinion of human users is expensive and slow, although there are public databases with standardized
results. To automate the evaluation of quality of video objective models that try to approach the subjective
evaluation human are used. Recently, objective models emerged using Machine Learning (ML) algorithms
which are trained using databases with subjective evaluations, to combine a variety of classical metrics.
Classical metrics are much simpler to implement and at a lower cost but, they produce worse results that
do not always fit the human perception. On the contrary, the metrics based on ML produces results very
close to the subjective opinion of the customers, but they are more complex to implement and provide
development opportunities.

Within the objective metrics based on ML there is a method named Video Multimethod Assessment Fusion

(VMAF), an open-source method proposed by Netflix in 2016 and is a video quality metric that combines
human vision modeling with ML to provide a great viewing experience to their members.
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Telecom has its own IPTV platform, called Flow, that is based on unmanaged (second screens) and on
managed devices (set top boxes). It provides different types of advance video services, including Linear
TV, various flavors of On Demand services (VoD, CuTV, Reverse EPG, StartOver, network DVR, Pause
Live TV, and Trick Modes), using different streaming technologies, Search and Recommendations. Thus,
it’s very important for the Company to develop VMAF as a tool for optimizing Flow customer experience
and to equalize video quality with other existing video platforms.

In order to train VMAF for optimized Flow customer experience we defined a dataset following Netflix
recommendations regarding the type of content. We selected 35 videos, each 10-sec long from Flow
catalog. To make the distortions, each source video was encoded with 6 resolutions up to 1080p. Video
characteristics were variable, and used a selection of videos with fire, water, nature, animation, close-up,
action, crowd, among others.

We ran a subjective test through 6 different focus groups. Each group of about 15 subjects. Each subject
sits in a living room-like environment and was instructed to watch an unimpaired reference video, then the
same video impaired and give a rating on a continuous scale from “bad” to “excellent” (ACR methodology),
then we translated the scale to a range from 1 to 5 and calculated the MOS.

Then, we trained several models with different sets of parameters for the Support Vector Regressor, the ML
model used to perform VMAF (Figure 13), to avoid the underfitting and the overfitting.

Pixel Neighborhood Frame Level
spatial feature within-frame
EXtraction |mmmmm———3| o oolin
(VIF, DLM) P P 9
temporal feature temporal
extraction (TI) pooling
training with trained SVM 3 per-frame
subjective data 3 model 3 prediction score
"Fusion"

Figure 13 — VMAF Algorithm.

Once we had our model trained, we tested it with the testing dataset previously defined. After the testing,
we calculated the performance metrics to measure the prediction accuracy (60%). Based on the results we
obtained, we understood that we must continue improving the model with larger training and testing
datasets or with other elementary metrics combination. In any case, the accuracy of machine learning
models that use subjective variables does not usually exceed 70%.

5. AlOps

The term AIOps was coined by Gartner in 2016 and have pushed the concept into the marketplace.
According to Gartner “AlOps combines big data and machine learning to automate IT operations processes,
including event correlation, anomaly detection and causality determination”. And, according to Figure 14
has three main elements: observe, engage, and act.
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Figure 14 — AlOps cycle by Gartner.

While AIOps was developed to give scalability to the management of IT systems, given their increasing
complexity and framework, we can extend its applications to Telecommunications operations.

A first definition of AIOps in the telecommunications industry is the use of Artificial Intelligence for the
operation of networks and services. The long-term goal is to achieve autonomous networks (AN), which in
some ways, at the beginning, entails automating many of the operational procedures [5].

Automation in AIOps is understood to range from automating network capacity planning through some ML
algorithm, automatically detecting anomalies in traffic flows through ARIMA time series, or even
automating a process of adjusting a modulation profile in the form autonomous (closed loop) (Figure 15).
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Figure 15 — AlOps automation path.

Gartner also defines four levels of Network AIOps, that we can see in Figure 16.
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Four Levels of Network AlOps Functionality
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Figure 16 — Levels of Network AlOps functionality.

We adopt AIOps as a framework to continue our journey towards an Al-driven operation. While
autonomous networking is our goal, we will only make a brief reference below.

In summary, AIOps refers to the application of Al technology to automate business processes and
operations at CSPs.

5.1. Ada

At Telecom Argentina, we have been working on a network dimensioning solution since a long time ago.
In 2017 we developed a tool that assisted the decision-making process for HFC network dimensioning,
mentioned in a previous section. Later, we incorporate data from the radio-access network (RAN) and
relaunched the project under the name Ada. The goal is to have a tool that combines machine learning and
subject matter experts (SMEs) input to assess investment decisions on CAPEX and OPEX.

Historical data is collected on every HFC node, as well as for every cell on the mobile network. The concept
is that for short-term decisions (two years forward), ML-based forecasts are offered, and the duty of experts
is to identify priorities and act on them. Long-term decisions (5-10 years periods), on the other hand, ML-
based forecasts would require a longitude of history that hasn’t yet occurred. In our experience, however,
it is possible to provide reasonable approximations if forecasts are supported not only by historical data but
also by experts’ knowledge. Hence, a ML clustering model has been added, which characterizes the nodes
according to their traffic and other variables. Based on the short-term forecast, nodes characterization, and
feasible tasks that can be carried out on the network (such as migration from HFC to FTTH), possible long-
term scenarios are obtained.

Planning engineers used to research on potential scenarios and make a series of calculations to approximate
what they thought was going to happen in the long-term, based on their knowledge of the average client
and use cases. Working together, we built profiles for the operation area, so they can refine what to expect
from a variety of use cases. For example, consider two cases where a household group mostly uses the
service for social media and the income is low, with another group with heavy streamers and high income.
We provide better information to planning teams at the beginning. An example of the Ada application is
displayed on Figure 17.
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We continue working on how to enable engineers to pass information to a model about what they expect
the CAGR would be at different kinds of operating sectors, in the next 5-10 years. This will involve a
combination of simulation and forecasting techniques. It will also require a certain level of automation that
is not achievable outside a ML framework.
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Figure 17 — Clustering and Forecast performed with Ada.

5.2. Customer claim prediction for HFC network

Within the domain of AIOps one of the most popular use cases is customer claim or tickets prediction. The
main idea is to use information derived from different elements of the network, such as: CMTS,
cablemodems, electronic devices, etc. to estimate the probability of a customer to generate a complaint.

Information is generally collected through OSS systems and ingested in a machine learning pipeline where
preprocessing, analysis and ML model testing is performed. We are currently developing this kind of
solution to ultimately increase customer satisfaction.

Using hourly collected information from over 3.5 million DOCSIS 3.0/3.1 cablemodems we are trying to
anticipate customer complaints two days in advance. To handle this amount of data we have partnered with
Google to develop and deploy this project using Google Cloud Platform (GCP) services. A high-level view
of GCP implementation is shown in Figure 18.

Potentially relevant variables (e.g., signal to noise ratio, consumed bytes, average Rx, t3 and t4 time outs,

etc.) have been identified and our Service Assurance team have been able to efficiently transfer these data,
collected by our OSS systems, to GCP.
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Figure 18 - High-level view of our project: inputs, outputs, outcomes and architecture.

Regarding technical challenges, two of the most difficult tasks have been dealing with an extremely
unbalanced dataset and label noise. Although from a business perspective having a low proportion of
customer claims is a good indicator, some ML models can struggle to learn from these kind of data sets. In
our case, after filtering the target population, the positive class dropped to 0.1%, which added more
complexity to the problem. To reduce the impact of this issue on model performance we applied
hyperparameter tunning and a technique called SMOTE combined with an under sampling of the majority
class. Both approaches led to improvements in model performance.

We have been able to overcome many challenges and finally the ML model selected was XGBoost. As a
result, we obtain a daily list of customers with high probability to claim. From this list, with CX and Field
Service teams, we can make proactive calls to solve customer problems remotely or to send a technician to
their home if necessary. Then, we measured through surveys and NPS how was the experience of our
customers and we found that this proactive action has a positive impact on their satisfaction.

Although we are going through an early stage of this project, we understand that the future result will be to
increase the number of promoters of the company and consequently avoid churn. In addition, the truck roll
and the costs associated with it would be reduced.

5.3. Intelligent agents and Autonomous Networks

Peter Norvig and Stuart Russell present in [6], eight definitions of Al, from which they define Intelligent
Agents as “agents that receive precepts from the environment and take actions that affect the environment.”
Agents’ actions change the world. Thinking (Cognition): Interpret sensory data. Then updates its
environment (model of the world) and, decides on next best action. The autonomous networks that are being
defined in the TM Forum and ITU are based on this definition.
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Figure 20 — Agent in AN source: Autonomous Networks Technical Architecture (1G1230).
Source: TM Forum

There are two concepts we have been working on with our stakeholders and team in the CTO office.

e Autonomous Networks make decisions without human intervention (decisions made by Agent).
e Automation operates without human control (can be implemented without Al technology, as we
have seen).

Another related idea is “intent-driven automation”. Intent-based networks enable service providers to define
the behavior they expect from their network from service and business perspective. Intent was first
introduced around 2015 in the context of SDN controllers. “Intent is the formal specification of all
expectations including requirements, goals, and constraints given to a technical system”.

This definition is inspired by and compatible with the definition IETF has published in 2020 [10]. The
definition associate's intent with goals, requirements and constraints provided in a declarative way. Intent
constitutes and expresses knowledge about these concerns and enables sharing this knowledge between the
originator and receiver of the intent.

“Autonomous networks are those that possess the ability to monitor, operate, recover, heal, protect,
optimize, and reconfigure themselves; these are commonly known as the self-properties” [11].

The impact of autonomy on the network will be in all areas including planning, security, audit, inventory,

optimization, orchestration, and quality of experience. At the same time, autonomy raises questions about
accountability for non-human decisions that affect customers.
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The growing virtualization and cloudification (Telco-Cloud) of our networks make possible the evolution
towards AN. At Telecom, we use the AIOps framework since we know that it will lead to AN through
automation [5].

6. Learned lessons

In this part, we'll highlight some of the lessons we've learnt from our experiences or those of other CSPs
with whom we've collaborated on Al working groups for network and service operations. Over the years,
adopting an AIOps framework and making our operations Al-driven have required significant culture
change and teamwork, all in line with the company's technology strategy. The fact that Al is used in the
process does not imply that we are Al-driven.

Operations + Al technology # Al-driven

We are training our engineers to focus on the operations-related tasks that are more challenging and where
they can bring the most value rather than the less interesting and repetitive ones that can be handled by the
systems. As indicated by the AIOps TM Forum framework, engineers working on Al-systems exception
management and continuous optimization.

6.1. Define and communicate Al-driven operations

A lot of expectations and skepticism occur when Al is introduced because of the numerous movies that
have been made over the past few decades. Because of this, it is crucial to carry out an internal
communication and evangelizing work on what we mean by Al-driven operations. The various stages of
the analytical component must be clearly discussed.

Descriptive — What is happening now?
Diagnostic — What happened and why?
Predictive — What might happen?
Prescriptive — What actions should be taken?

We need to plan out how we can effectively inform the various business teams about these Al-driven
projects.

It's also important to mention that operations engineers view Al as a tool for augmented intelligence (Agl).

While Al builds machines that behave and function like people, Agl uses the same machines but takes a
different tack to enhance human skills. Agl actually entails a collaborative effort between humans and
machines that makes use of each party's advantages to boost overall commercial value. In other words,
Agl's main objective is to enable people to work more effectively and smarter. [7].

Finally, it is also important to communicate what problems can we solve, and which ones cannot, their
scope and limitations.

6.2. Workforce

Believing that a pair of data scientists can resolve a network operating or planning problem is one of the
most frequent errors we have observed.

Teams using Al should be set up with professionals in data sciences, operations engineering, field service,

customer experience and also with technicians to tackle operational challenges. We need to build internal
Al teams.
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Like many businesses throughout the world, our main challenge is finding experts who are knowledgeable
in programming, telecommunications, and Al. We have junior and semi-senior data scientists on the STEM
team because of this. Tech Scientist is the next level of seniority. The tech scientist has expertise in the
technology that he uses in collaboration with the operations and field service engineers, in addition to data
science and programming skills.

In several talks with colleagues from other companies, they have even raised the difficulty of recruiting
data specialists. Because of this, digital training and recruitment are a priority in Telecom. Along with
learning about communication technologies, our engineers at the CTO office continually train in data
sciences. Our aim is to keep our work teams Al-driven learning continuously so they may continue to
advance their careers and bring value to our clients.

Our recipe is diversity, work in cells (with the experts of service assurance, field service, customer
experience, etc.), agile mindset, and self-learning.

To ensure that these people choose to work at Telecom despite the rising demand for these profiles in this
hyperconnected world, we are creating a reskilling strategy for our employees as well as loyalty and
retention programs.

Automation will also make it possible for operational departments to integrate technology to streamline
procedures and improve our customers' digital experiences, which will further raise business efficiency.

To sum up, we are establishing a strategic talent plan for transforming our current teams into an Al-enabled
workforce.

6.3. Models, algorithms and Explanaible Al

Always keep in mind that "All models are wrong; some models are useful," and that the key is for the work
team to agree on which model to adopt.

Once the useful model has been adopted to solve an operation or decision-making problem, we must
somehow make the models transparent, understandable, and interpretable. Experts must comprehend how
the findings were obtained and the degree of confidence that the model has before they can deciding to
adopt an Al tools.

The model's output shouldn't be what matters, but rather understanding why an algorithm produces a
particular output. Because of this, explainable Al (XAI) is a new growing field. The goal of enabling
Explainability in AI/ML, as stated “is to ensure that algorithmic decisions as well as any data driving those
decisions can be explained to end-users and other stakeholders in non-technical terms” [7].

Explainability sits at the intersection of transparency (consumers have the right to have decisions affecting
them explained in understandable terms), causality (it is expected of the algorithms to provide not only
inferences but also explanations), bias (the absence of bias should be guaranteed), fairness (it should be
verified that decisions made by Al are fair) and safety (reliability of Al systems) [8].

We know that many machine learning algorithms have been labeled “black box” models because of their

inscrutable inner workings. What makes these models accurate is what makes their results difficult to
interpret and understand. They are very complex. The discussion about audit Al is still open [7].
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6.4. Cloud and Data/Al platforms

The democratization of data by hybrid clouds is another lesson learned. “No amount of Al algorithmic
sophistication will overcome a lack of data (architecture), Data collection & preparation is the most time
consuming and difficult part of AI” [12].

There is a project in our OSS systems evolution program that is solely responsible for gathering and
organizing data. In complicated hybrid multi-cloud systems, we are employing platform services to tackle
problems using data and Al. but before using platform services, one should give them a serious evaluation.

Platform services are increasingly being used by CSPs to accelerate the use of Al in business operations.
We should take a hybrid approach to deploying platform services.

7. Next steps

Our next step is to define long-term roadmap towards Autonomous Networks. We anticipate finishing the
surveys, definitions, frameworks, and scope for the strategic definition toward the autonomous networks
paradigm by the end of the year. Virtualization and softwarization of networks are clearly included in this
strategic framework. This ecosystem includes 5G and IoT.

In the AIOps framework, we began by identifying the claim root cause and its causality' using our model
of customer claim prediction for the HFC network.

Conclusion

We offer the Al-driven initiatives that were significant turning points in terms of lessons learned since we
started our journey. Right now, our focus is on developing within the AIOps framework.

AlOps' objective is to advance from automation to autonomous networks, but we must remember to see it
from the standpoint of augmented intelligence (Agl). Together, people and robots may maximize the value
of their own capabilities for the benefit of the organization.

Include operations engineers and technicians early in the use case, and keep in mind how crucial
Explainability of Al models and their results are.

To reach full AN it is necessary to advance to the "Telco Cloud".

Cultural and process change is required. "Think big, start small".

Abbreviations
4G fourth generation wireless
5G 5th generation mobile network
6G sixth-generation wireless
ACR Absolute Category Rating
ADSL Asymmetric Digital Subscriber Line

!'We are trying to apply Al models with causal inference methods
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Agl Augmented Intelligence

Al Artificial Intelligence

AlOps Artificial Intelligence for IT Operations
ANN Artificial Neural Network

AP Access Point

ARIMA Auto Regressive Integrated Moving Average
AVG Average

bps bits per second

BW Bandwidth

CAGR Compound Annual Growth Rate

CAPEX capital expenditure

CDN Content Delivery Network

CI Confidence Interval

CMTS cable modem termination system
COVID-19 Coronavirus disease of 2019

CSP Communication Service Provider
CTO Chief Technology Officer

CX Customer Experience

DASH Dynamic Adaptive Streaming over HTTP
DIY Do It Yourself

DOCSIS Data Over Cable Services Interface Specification
DPI Deep packet inspection

DS Downstream

DSP Digital Service Providers

DVR Digital Video Recording

EPG Electronic programme guide

ETL Extract Transform Load

ETSI European Telecommunications Standards Institute
FEC forward error correction

FTTH Fiber to the home

Gbps Gigabits per second

GCP Google Cloud Platform

GHz GigaHertz

HD high definition

HD High Definition

HFC Hybrid Fiber-Coaxial

HHP household passed

Hz hertz

IETF Internet Engineering Task Force
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IPTV Internet Protocol television

IT Information technology

ITU International Telecommunication Union
K kelvin

Kbps Kilobits per second

Mbps Megabits per second

ML Machine Learning

MPEG Moving Picture Experts Group

NFV Network functions virtualization
OKR Objectives and key results

OPEX Operational expenditure

0SS Operational Support System

OTT Over the top

PCA Principal component Analysis

QAM Quadrature Amplitude Modulation
QoE Quality of Experience

QoS Quality of Service

RAN Radio Access Network

RTT Round trip time

Rx Reception

SA Service Area

SCTE Society of Cable Telecommunications Engineers
SD Standard Definition

SDN Software-Defined Networking

SME subject matter expert

SMOTE Synthetic Minority Oversampling Technique
SQL Structured Query Language

STB Set-top Box

SVM Support Vector Machine

Tbps Terabits per second

TCP Transmission Control Protocol

TM Forum TeleManagement Forum

Tx Transmission

US Upstream

USA United States of America

VMAF Video Multimethod Assessment Fusion
VoD Video on Demand

w Window time

XAI Explainable Al
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1. Introduction

Backup batteries are an essential part of the reliability equation for the cable outside plant architecture.
When utility power fails, batteries are relied upon to power the network and helps ensure customers
remain on-line. Being able to predict how long a battery can support the network is an essential planning
and maintenance tool.

As one of the largest industrial Internet-of-Things (IOT) applications, Comcast has developed the unique
ability to automatically test and monitor over a million installed batteries at well over a quarter of a
million installations. This paper describes possible ways to use this continuous sensing of metrics from
the power supplies of our outside plant network to begin developing a sophisticated diagnostic and
planning tool. When finalized, this tool will use machine learning and artificial intelligence to be able to
predict the expected runtime of a battery during a utility outage based on its actual load, and then to adjust
this runtime prediction based on multiple key factors. The final desired result is the ability to know
whether a battery is performing as expected, and to be able to track its degradation for preemptive
maintenance purposes. This includes unexpected loss of battery performance from unknown factors as
well as the expected losses from known factors. The status of this work is presented, showing the current
predictive model, along with a brief discussion of the future work planned in this area.

2. Background

Battery systems have been used for many years to power the Cable network during a utility outage.
Utilities themselves are undergoing a significant transformation, with increases in renewable generation,
flexible load programs, decarbonization of commercial buildings and major capital deferments.
Throughout and sometimes due to these major strategic shifts, energy reliability and disruptions remain a
significant issue that network providers must deal with. The disturbing and growing trend of electrical
disturbances for the past 20 years can be clearly seen in Figures 1 and 2.

United States, reported electric disturbances
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W Winter
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Figure 1 — Department of Energy OE417 — Annual Summary

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 3



A
( 2022 Fall

Technical Forum
V SCTE® « CABLELABS® + NCTA

EXPO22

SEPTEMBER 19-22 . PHILADELPHIA, PA

SAIDI Minutes (with Major Events)

600
500

400

300

2

1 |“| ||||
0

2013 2014 2015 2016 2017 2018 2019 2020

Minutes
8

8

Figure 2 — System Average Interruption Duration Index (SAIDI) — EIA-0861, Annual Report

It is relatively easy to detect an outage and to report on the duration of a battery’s discharge event.
However, this in-and-of itself is not sufficient to determine the health of the network. Battery
manufacturers provide tables and curves for the expected discharge runtime vs. load of a new battery.
Over time as the battery ages, the runtime performance of a battery will be expectedly reduced by
numerous factors and conditions, while the battery remains healthy. The goal of this work was to use the
existing metrics available from the power supplies to calculate the runtime of a new Outside Plant (OSP)
battery, and to then adjusted the runtime based on the effects of the major, known factors. Future work
will focus on identifying unhealthy batteries that have degraded faster than would be expected. This tool
is expected to ultimately result in fewer truck rolls as well as enable a more effective OSP battery (see
Figure 3) replacement strategy.

Figure 3 — Pad mounted Outside Plant with Batteries Shown
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3. Approach

The existing set of metrics that are reported from the power supply was first examined to determine what
gaps exist. This set includes the following key items.

e Power output of the power supply

e  Current output of the power supply

e Individual battery voltage

e Ambient temperature

e Timestamps of all items

e Inverter status (charging, discharging, + )

Additional items known include the age of the battery, the manufacturer and the model, the number of
battery strings, and the total number of batteries in the power supply. Using all of these metrics, we were
able to craft a working predictive model.

The first step was to determine how the battery was expected to perform as new. Manufacturers generally
provide a limited performance data set. This runtime data can be based on a constant current discharge or
a constant power discharge. Using this data set, the discharge performance for each battery model in the
network was plotted and curve fit to allow a calculated runtime for any load imposed on the battery. This
generally follows the well-known Peukert’s relationship, which is a generalized relationship between
discharge load and runtime. Since the performance curve of all batteries vary based on their design, it
was decided to individually curve fit the performance data for each battery model in the network. Using a
standard exponential equation, a very accurate curve equation was then created for each battery model.
An example of the manufacturer’s data provided and the resultant curve equation for one of the battery
models are shown in Figure 3.

Model Al

30

25

20 y = 260.48x1-177

15

Runtime (Hrs)

10

0 20 40 60 80 100 120
Discharge Rate (watts)

Figure 4 - Manufacturer’s Published Battery Performance Data — with curve fit equation
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To use this curve equation, the actual direct current (DC) load placed on the battery is required.
Unfortunately, this is not one of the measurements of the power supply. To resolve this, the efficiency of
the power supply inverter was calculated using the measured alternating current (AC) voltage and current
output of the power supply. By using this calculated inverter efficiency, the DC load on the battery could
then be calculated. With this, we were then able to calculate a predicted battery runtime for any utility
outage where the power supply transferred to battery backup.

The limitations of this preliminary equation were immediately evident. Using the performance curves
from the manufacturers predicts their runtime as a brand new battery. All batteries will expectedly decline
in performance over time as they naturally age. This degradation is not accounted for in the curve fit of
the performance data. Additionally, temperature has a major effect on battery performance. Without
accommodating for these factors, one is unable to ascertain if a battery that runs for a shorter than
expected period of time is prematurely failing. A short-running battery may be defective, or it may be
perfectly healthy but several years old. It could also be healthy but with a reduced runtime because it is
being used in the winter in the Minneapolis area.

4. Temperature Effect

The power supply cabinets are environmentally uncontrolled, and the temperatures vary widely
depending on the latitude and the season. As all students of chemistry are aware, virtually all chemical
reaction rates are affected by temperature as described by Arrhenius many years ago. To complicate this
temperature effect on the reaction rate, a battery’s performance is the result of a two-phase reaction. The
discharge reaction occurs in the liquid electrolyte phase, and then deposits onto the solid surface of the
plates. Temperature will affect both rates differently depending on the battery design. The liquid
electrolyte phase is further complicated due to temperature induced convective movements during
extended runtimes. Finally, the surface reaction is affected by double-layer capacitive effects. For this
first level model, a test program was initiated within the Comcast labs as shown in Figure 4 to
experimentally quantify the total effect of temperature on the battery performance for each major battery
model in the network. Using controlled environmental chambers, measured performance discharges were
conducted on battery models under varying ambient temperatures.

Figure 5 — Tested Batteries for Temperature Effect

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 6
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Based on these results, the Temperature Correction Factor (TCF) was determined to follow the general
polynomial equation as shown in equation 1. Applying the TCF to the predicted runtime allows the
overall effect of temperature for each battery model to be included in the runtime prediction.

TCF = A, *exp(-05) * (Temp, degrees Celsius) 2+ A, * (Temp, degrees Celsius) + Az Eqn. 1

[A, are experimentally derived constants]

5. Aging Effect

The second major effect on batteries is the aging effect. Industrial batteries are considered at end-of-life
when their performance has degraded to 80% of their initial capacity. Beyond 80%, the change in
degradation accelerates significantly, and the battery is in danger of unpredictably and sharply falling
below the minimum requirements. There are two separate types of aging — calendar and cycle effects.
Either of these will independently degrade the performance of a battery.

A battery has a predetermined calendar life. Even if never discharged, the internal side reactions that
occur within the battery will corrode the positive grids and cause electrolyte loss. Numerous factors will
affect the corrosion rate, including grid alloy, temperature, float voltage, electrolyte strength and AC
ripple. These factors are generally balanced by the battery manufacturer, so that in an ideal setting, the
battery will degrade to 80% capacity at the end of its published design life. Life claims vary by
manufacturer, but a seven-year design life was used as an initial estimate. This is known to be a gross
estimate, as the corrosion rate is known to be strongly affected by latitude/temperature. For our initial
model, a straight-line estimation was used, assuming the battery loses 2.8% of its capacity each year, thus
hitting its 80% end-of-life capacity at the end of 7 years.

Calendar Aging Factor (AF) = - (1 - 0.80) * (year)/7 + 1 Eqn. 2

The second major aging effect is due to cycling. In addition to the grid corrosion occurring during
calendar aging, any discharge/recharge cycle will degrade the positive and negative plates within the
battery and reduce its capacity. This is understood, but not yet implemented. The issue is that a generic
model cannot be used, as the ability to cycle is dependent upon the specific design of each battery model.
The types of batteries used in the network commonly are designed for approximately 200 ‘deep’ cycles,
but can easily vary from 75 to 500 depending upon the internal components and method of construction.
Additionally, the ability of a battery to withstand shallow vs. deep discharges varies tremendously in a
non-linear manner, making it necessary to know the cycle-life curve for every battery model. This
information is typically not provided by manufacturers in sufficient detail and lab testing is expected to be
required. Once characterized in our labs, the number and depth of the discharge information will be
collected and compiled from the field, with the intent of adding this element to a future revision of this
model.

Cycle Aging Factor = function(depth of discharge) + function(cycle quantity) Eqn. 3

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 7
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6. Discussion/Results

The predictive model as described takes the known informational points of the power supply listed below.
It calculates the predicted runtime of the power supply, based on the output load, the battery model and
battery quantity. This calculation is then modified based on the temperature and the calendar age of the
battery to provide a final predicted runtime.

e Battery manufacturer - recorded
e Battery model - recorded
o Number of battery strings - recorded
e Total number of batteries - recorded
e Date code - recorded
e AC voltage output - measured
e AC current output - measured
e AC power output - measured
e Temperature - measured

Actual field data was collected and compiled over a 6 week period and plotted in Figure 5. The predicted,
adjusted runtimes were calculated and plotted vs. the actual runtimes. Obvious sources of error were
excluded, such as missing dates, errant currents and runtime that were too short or too long to be
meaningful. This is an area of ongoing work as the errors found continue to be cleaned and corrected. In
an ideal world, all points would lie on a straight, 45 degree line (shown as the thin black line in Figure 5),
which would indicate the model was perfectly accurate in predicting battery performance over a wide
range of runtimes.

1400
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400

Actual Discharge Duration [m]

200

0 200 400 600 800 1000 1200 1400
Runtime Prediction [m]

Figure 6 - Predicted Runtimes vs. Actual Runtimes
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This is a very preliminary snapshot of the data, and refinements and adjustments are continuing.
However, despite the substantial scatter in the data, even this preliminary snapshot is extremely
encouraging. A distinct trendline shown in red in the plot shows that a correlation is evident in the
runtime calculation. The deviation from the ideal 45 degree slope indicates that as the runtimes extend
longer, the deviation grows from the expected. Since the model is based on the manufacturer’s published
data, the prediction is only as accurate as this data. One possible cause of this error shift is based on the
author’s experience that the published manufacturers data is often progressively more conservative for
shorter runtimes. This will be verified in future planned lab testing to see if the actual performance data
does indeed deviate from the published data. Another possible cause of error may be the temperature rise
in the battery from ohmic heating during a discharge. During longer discharges, it is possible this internal
heating could progressively improve the performance of a battery. The current model calculator neglects
this effect as it corrects for only the initial temperature measurement.

In Figure 5, all points below the 45 degree line indicate batteries that ran shorter than predicted. The
points very close to the horizontal axis indicate batteries that failed immediately. This could be from
batteries with defects, improper connections, broken cables, etc. There currently are no predictive
elements in the present calculator to identify such defects. However, from knowledge of battery failure
modes, there are suspected metrics that are currently being reviewed that may identify defective batteries
prior to a discharge. For instance, a large standard deviation for the batteries within a string could
conceivably indicate one prematurely failing battery and could thus be a predictor of a shorter runtime.
Another example is that a battery not fully charged will perform poorly. To identify batteries that are not
at a full state-of-charge, it is planned to track the time and depth of previous discharges to determine the
recharge efficiency. Additionally, it is expected that a battery in this condition could be identifiable by its
high internal resistance, which could conceivably be seen in a low initial voltage at the onset of the
outage. For this example and other suspected causes of poor performance, there are now efforts underway
to use machine learning as a tool. This will allow correlation of possible groups and trends with
identifiable causes.

7. Conclusion

Comcast has developed the significant ability to automatically test and monitor over a million installed
batteries through its Outside Plant network. Using the data collected from this immense installed base, a
runtime calculator was created to predict the runtime of outside plant batteries. This calculator is based on
Peukert’s law, which approximates the non-linear change in battery capacity due to changes in discharge
rate. An exponential equation was fitted to each battery model’s performance curve to allow an accurate
prediction of the runtime of a new battery at a constant, 77 degrees F temperature. This model was then
adjusted for the two major, known causes of variations in battery performance - temperature and calendar
aging. With this new model, preliminary comparisons to actual field outage data shown a promising
correlation between predicted and actual runtimes. Refinement of this preliminary model is continuing to
identify and reduce the sources of error present. Future work will focus on additional laboratory testing of
batteries to more fully characterize their performance over the range of field conditions. This includes the
addition of a cycling degradation factor due to accumulated discharge events of different depths. In
addition, future efforts are also planned on machine learning to associate patterns in the data with
identifiable causes. (see Acknowledgements) It is optimistically expected that as this model evolves and
become increasingly sophisticated and accurate, the ability to quantify and predict battery degradation
will prove to be an immensely valuable tool for predictive maintenance and asset planning.

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 9
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1. Introduction

As the speed of access networks increases and become less of a bottleneck to providing quality service,
customers turn their concerns toward reliability. But they refer to service reliability, not network
reliability. Still, network reliability is a key component of a reliable service. So, what is a cable operator
to do?

As the cable industry turns more attention toward reliability, we have the opportunity to lead. The
reliability engineering discipline is many decades old, and has a lot of tools, knowledge, and practices that
we can start from, along with our own cable industry history of successful reliability engineering. Now,
service usage is different, expectations are higher, networks are built and services are provided in new and
different ways, and the technology we use today is rapidly evolving. The way we assure reliability has to
be different too.

This paper provides a roadmap for addressing network and service reliability for the cable industry.
Instead of a complete answer, it is a roadmap for the work ahead. There are many routes to take
depending on where and how far the service provider wants or needs to go. CableLabs® and the Society
of Cable Telecommunications Engineers (SCTE) can provide the van pool for part of the journey, and
there will be vendors at the rest stops to help, but the journey is for the operators to take.'

2. Definitions

There are many sources for finding definitions of reliability and the many related terms. A few simple
ones are offered here, and hopefully explain away some of the sources of confusion. Unfortunately, some
of these terms have use in marketing, engineering, and non-technical contexts with different meanings.
Even in an engineering use, there are often assumptions being made that make it difficult to know just
what is being defined and under what context. As we apply a little focus on these definitions for our
specific purpose, consider that these definitions also are the desirable properties of networks and services.

o Reliability as a word by itself is ambiguous, context dependent, and can mean a lot of different
things depending on the situation. Consider first the perspective of the user of the word, and the
context they use it under.

o Customer — Whatever it is, it must work as I want it when [ want it, without repair action
on my part, so that the system is invisible to me when I use the service — this is service or
use case reliability.

o Provider — Sometimes a service provider uses this word to mean availability, suggest a
lower repair rate, infer fewer customer calls, or other operational costs — this is operations
reliability, or network reliability [1].

o Academic — A more precise definition of reliability is the probability that something
functions as intended up to time t>T given it works at time T=0. This is the reliability at
time t. Note the reliability function is a decreasing function over time. Note also this says
nothing about networks and services, which are repairable.

Availability is better suited for repairable items, though reliability is still relevant.

o Availability is the long-term percentage of time that a repairable system works. In other words,
availability is the ratio of time that a service, device, or network is available for use over the total
time, usually expressed as a percentage of the total time. Equally, it can be expressed as the

! Get it? A Roadmap for Cable Access Reliability (CAR). Did you expect a General Path Solution (GPS)?
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probability that a repairable system works at some far future time. As such, availability considers
the uptime, downtime, and repair time issues of the system or network as a whole. It can’t tell you
whether failures are frequent or infrequent, or repairs are lengthy or fast, but tells you the
proportion of time that something can be counted on to work.
Maintainability is the ease with which something can be maintained. Often this feature is
determined by maintenance time estimates, sometimes through time and motion studies.
Maintainability can include repair, but does include planned maintenance.
Repairability refers to how easily and quickly a component or system can be repaired, or the
property of being repairable. This term focuses on repair instead of planned maintenance, though
the distinction is not always clear.
Survivability is the ability of a system or network to operate under attack, and provide service in
the presence of failures. Parts can fail, but the system or network still functions and provides
service.
Resiliency refers to failure recovery and fault tolerance, and the ability to provide service under
degradation, over a broad range of demands. Degradation exists, but service functions.

Note that survivability and resiliency are related, but different in that the former refers to surviving a
partial failure such as a lost link in a mesh network, while the latter refers to functioning under
degradation such as ingress interference in a DOCSIS® network.

Performability is the convolution of the performance function and the probability function of the
system. It’s a complicated concept, but let’s think of it like this: 90% of the time, my bike works
great; but 9.9% of the time, the tires are low and it is hard to pedal the bike; and the rest of the
time, the bike is in the shop. If I consider that the bike with low tires performs at 50% while the
fully functional bike is performing at 100%, in this simple example, the performability overall is
(0.9 * 1) + (0.099 = 0.5) + (0.001 * 0.0) = 0.9495, which is less than 95%, even though
availability is 99.9%. Think of performability as a state probability weighted performance
measurement. Then realize that the probability function of the possible states, translated to the
probability function of the possible performance levels, is a better measure of the experience than
simple availability. If you replace the performance states with a continuous performance function,
the concept still works though the math gets more complicated. But keep in mind that a single
number representing performability is not as useful as the full function representing probability of
performance.

Referring to the customer’s definition of reliability, see that all these factors contribute to a user’s
perception of service or use case reliability. The unreliability of a service can be impacted by a number of
performance measures as they relate to the usage or use cases associated with the service. Users are all
unique, but they reveal their preferences through their product choices and willingness to pay for features;
this information translates well to their perception of service friction? and thus reliability.

3. Goals for cable network and service reliability

In support of our industry's 10G Platform goals, operators have a lot of well-informed tasks to
accomplish. Categorically, some of these tasks include:

2 The concept of service friction in this context is new; we use it here to represent any impedance a customer
experiences from using a service as intended in the desired manner.

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 4
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e Assure service reliability primarily, which requires network and system reliability, availability,
maintainability, and appropriate resiliency and survivability. But it also requires reliable
processes, procedures, management, and more.

¢ Build a foundation of understanding, linking customer experience to system and network events,
so operations, design, and upgrades all provide the best service possible.

e Design reliable network and service solutions, with degrees of freedom to manage service
reliability, that are also reliable in executability, obtainability, etc.

e Select reliable, repairable solutions and components for given deployments.

e Create and maintain fault management that is reliable, inexpensive, and maintainable. That
includes proactive network maintenance (PNM), which identifies and can be used to fix faults
before customers are impacted.

e Develop operations tools that are inexpensive, reliable, understandable, and useful for proactive
and reactive maintenance.

e Build intelligence to enable micro-financial decisions for preventive maintenance, technology
replacement, resiliency, operations planning, etc.

3.1. Measure to Manage

Service and network reliability require well defined measures of performance that can enable
management for effective results. This requires well understood service performance measures, network
performance measures, and operations performance measures. When a customer experiences any service
friction, that should be reflected in a key performance indicator. Aligning the measures to the customer
experience is most important. It is not acceptable to answer a customer complaint with an “everything
looks fine” because that suggests either you are blind to an important aspect of service, your
measurements are insufficient, or your customer is wrong. The latter option is not a helpful assumption.
The other two tell you improvement in your operations is needed. High levels of “no trouble found” point
to the need for improvement as much as repeat trouble tickets do.

Doing all of this well requires knowledge of the failure modes, effects on networks and service, and
criticality of the failure modes. A useful tool for capturing and referencing this knowledge is a failure
modes, effects and criticality analysis (FMECA). Considering fault management in networks and complex
systems, faults should be included with failures.

To obtain and maintain this knowledge, effective collection of components and failure modes is required.
This enables analysts to determine useful corporate knowledge including what manufacturer or lot of
components are not performing to specifications, what parts are wearing out, which failure modes must be
addressed quickly to defend service, etc.

The most convenient example with direct application to our cable industry happens to be in this year’s
Cable-Tec Expo. See [2] for this year’s Fall Technical Forum paper on applying FMECA to cable faults.
Also see the Appendix of this paper for an example with explanation. This work is based on expert
knowledge and is generalized for hybrid fiber/coax (HFC) networks.

But operator specific knowledge is necessary to support reliable services, so that problems specific to
certain plant designs, aging or degradation, or even poorly performing components (hardware or
software) can be found and addressed.

To use our cable industry’s strength of sharing knowledge and energy toward common goals, we could
develop standard methods for coding repair tickets to capture failure mode and component details so

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 5
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operators can fully benefit from this knowledge, and apply it to assure service. But the implementation
and use of the result will still be operator specific.

The industry could also benefit by standardizing how service and network reliability are measured.
Fortunately, we’re well on our way in an effort through the CableLabs PNM Working Group, which is
sharing the output with several SCTE Working Groups, too.

But the work is just beginning, and the industry can benefit much by continuing the effort further. We
should work to specify standard ways for measuring service and network reliability including

the measurement definitions,

how they relate to service and network reliability,

how to track statistics and interpret them, and

how to set control limits, perhaps setting specification limits, too.

See the Appendix for a starting framework that could serve as the foundation. But it is only a start. As
you will see in the rest of this paper, we need equivalent, supportive measurements from all aspects of
network operations to fully support service reliability.

3.2. Setting Service Level Agreements

Based on existing service performance information, service level agreements (SLAs) for high end
customers can be set with confidence, and even rebates can be offered at net profit. When new technology
is involved, models of the resulting performance may be needed, and appropriate SLAs should be set
based on the network providing the service. Fortunately, simple mathematical models are often sufficient
for setting and designing services for SLAs.

SLAs should be based on customer use cases but translated to service and network measures of
performance. Define the service missions and translate the measurements defined to the customer use
cases. For example, consider the use case of watching a movie through video streaming, including
pausing a few times, requiring several functions to work when needed for the duration; what is the
resulting experience, and how does it vary by customer or network condition or resource utilization?

The SLAs must be set rationally, so that they are achievable, and demonstrable. Achievability can be
validated through a model, and the model fed with field data when available. Demonstrability can be
achieved through data collection and translation to the customer experience. The translation again can be
achieved through a use case model. For example, the movie use case just mentioned requires high
availability from the network and supporting systems, and reliable performance of the network and
functions for the duration of the use. If the network availability is 99.99% (equally 0.9999), and the
probability of successfully delivering the movie and needed functions for the two-hour duration is
0.99999, then the overall probability of success for that mission is approximately 0.9999 * 0.99999 =
0.99989. If a user has this use case once a week, then the probability of not experiencing a failed attempt
to watch a movie in a year is approximately 0.99989°2 = 0.9943; there is a good chance (0.0057) that
quite a few customers (more than two in a thousand) will not be able to watch a movie at least once a
year, even with these seemingly high reliability and availability targets!

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 6
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3.3. Service Assurance

Low friction, high reliability service is delivered through reliable networks and systems supported by
reliable, efficient operations. From a network perspective, reactive, proactive, and predictive maintenance
all play a role, along with fault management.

e  Reactive: Fast restoration first then repair, prioritized by severity of impact.

e Proactive: Timely repair, cost efficient, prioritized by severity and opportunity, afforded due to
resiliency, with no restoration needed. Also, proactive maintenance can be thought of as fault
management, as it is a mechanism to manage faults before they become failures that must be
reactively addressed.

e Predictive: Planned maintenance to address degradation before service is impacted in any way.
Predictive maintenance occurs before a fault impacts network or service performance, so it can
happen ahead of proactive maintenance. For example, detecting a trend in early degradation of a
particular component type can lead an operator to predictively replace those components based on
useful life prediction. Prognostics and Health Management is an emerging field of research which
addresses this need. But predictive maintenance can also follow from proactive maintenance,
such as when additional damage is observed in the proactive repair, leading to further
maintenance planning. Well planned maintenance can minimize operations costs.

Standard methods for coding repair tickets to capture failure mode and component details for service and
network assurance, as mentioned previously, would help operators gain full benefit from that knowledge
for superior service assurance.

Note that reliable operations can play a most important role when customer facing, because operations
usually faces the customer in response to service friction. The first touch point for a customer when they
experience friction is usually the call center; today that is supplemented with a software application.
Behind these touch points resides all the network operations tools and back-office systems, all of which
are a part of the service provided, and must reliably reduce friction for that customer. A poor experience
is a failure in service, so must be addressed through rapid reactive repair. Likewise, service can be
proactively and predictively repaired, too, through early detection of risk (security, privacy, fault, and
failure), and continuous improvement of systems and processes.

See Figure 1 for a depiction of the various types of repair cycles which complement and assure effective
operations. Note that predictive management of services includes planning and engineering, including
information technology (IT), functions that engineer reliability into the solutions that deliver service, as
well as predictive maintenance to replace failed systems well before they have a chance to degrade other
parts or impact network functions, far ahead of impacting service. But if you wait or don’t detect the
problems that become faults and failures, then you can still stay ahead of service impact through proactive
management, which includes fault management and PNM, plus other forms of proactivity. But if you wait
further, service is impacted because the faults and failures are felt by the customer through their service
experience. Reactive management requires fast, and often expensive, restoration and repair; but
sometimes the repair is not as fast as everyone wants because other resources, processes and systems are
reactively taxed. Spare parts supply chains may extend the restoration and repair time, as might technician
availability. When service is impacted, severity should determine the restoration priorities, and repair to
follow that. Note that, with proactive and predictive maintenance, restoration is not necessary. Reactive
repair requires more work, higher stress, higher cost, and results in less customer happiness.

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 7
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3.4. Fault Management

Knowing how a network can fail, the faults that lead to failures, and how those faults and failures are
revealed in network performance can let an operator automate fault management and operate using PNM.
Identifying the faults that impact service and where they come from is an important first step. How they
relate to failures is important, too. An important goal in fault management is to automate as much of the
fault identification, localization, and isolation as possible. And to do so reliably, which includes low false
positive and very low false negative occurrences.

Based on event frequency, effect on service, and ability to test or monitor, set the policy based on
established goals. Faults that are automatically mitigated can be ignored by repair technicians, but may
need to be monitored by systems if they are indicators of other problems. Faults that require intervention
can be handled with the appropriate repair cycle. Efficient fault management, like repair, requires an
effective way to translate telemetry into action, such as the ProOps framework available from CableLabs
[3], [4], [5] which provides a framework to observe (collect telemetry and information), orient (add
context, assess the information, and potentially collect more information to assess), decide (translate
information into faults and failures, then identify and localize faults and failures), and act (take
appropriate action based on the assessment and information, with consideration of resources, priorities,
schedules, etc.).

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 8
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3.5. Repair and Supply Chain Optimization

With a strong handle on the priorities and planning for maintenance, operators can optimize their repair
operations in many ways. Planning repairs on a longer schedule allows optimization of the travel time and
distance required with maintenance, avoids unproductive technician time, and minimizes outage impact
on service.

In addition, spare parts can be optimized to reduce held inventory and assure spare parts are on hand
when and where needed to never adversely impact service, and never require expensive expedited
shipping of parts. Critical parts necessary to correct critical failures should be readily available. Well-
designed spare parts inventories can be created with lowest cost and appropriate spare parts availability.
There are many applicable mathematical models available that can help operators set optimal inventory
levels and policies for given targets of delivery time and probability of shortage.

3.6. Removing Degraded or Poor Quality Components

Technicians who deal with the plant all day know that some components wear out sooner than others, and
some have specific faults in their design or manufacture that results in failure modes that emerge earlier
or uniquely to these components. Sometimes environment has a strong influence on the early emergence
of these failure modes. Temperature cycling, humidity, exposure to water, and even dry climates can
impact network components differently. But even in controlled environments, poorly designed, selected,
or built components can exhibit early failures which need to be addressed predictively. Early warnings
from a few components can foretell the emergence of failures in the rest. As a result, tracking failure
events by component type, manufacturer, age, location, and other factors can allow the operator to predict
early issues and address them with predictive maintenance programs, instead of waiting for one-by-one
replacement at failure. It is far cheaper to replace soon-to-fail components while doing other maintenance,
to save on truck rolls and unproductive time. If such a program is required earlier than expected, a vendor
management issue may need to follow, including perhaps warranty assisted replacement.

3.7. Vendor and Contract Management

Once an operator sets their goals for service, and can articulate how the network and its components
translate to meeting those goals, they can align their contracts toward the goals, and even manage vendors
to meet their contribution to the goals.

Component and system testing assures functionality, which reduces friction in the user experience.
Testing for design and features is well established in our industry. Testing for basic features and
functionality is a necessary foundation. Testing for capabilities necessary to provide specific services and
features is important, too. Because long duration testing of hardware-software integrated systems is not
feasible in most cases, it is important to test software well, life test hardware, and design-in system health
monitoring and management capabilities for what can’t be assured otherwise. Measuring early and useful
life performance of components and system parts allows prediction of problems and validation of vendor
performance.

3.8. Network Design
Networks should be built with performance goals in mind, and that performance should include reliability

concerns as well. Doing this requires modeling of network behavior, including protection and restoration
and resiliency mechanisms, for hardware, software, systems, and even people.

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 9
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Network architecture will dictate allocations of service and network reliability to provide a given level of
service, based on the measurements specified. How much friction-degradation and/or downtime can be
allowed at, say, an optical backbone link as compared to the cable modem termination system (CMTS),
cable modem (CM), or access network? Operators who are targeting service and network reliability will
be collecting information and modeling to assure good decisions get made at the point of system and
network design. This purposeful design enables management of network sections and knowing where to
focus resources for network and service health.

Network operational cost-benefit modeling is an important component of this ability. Start with a
framework for modeling the needed tradeoffs and making decisions around improvements.

This work can apply to operations design. Should a technician be sent to fix a proactive problem today, or
should we wait a week in case there are more issues that can be solved with the same truck roll? If we are
not sure whether a particular fault is caused by a failure mode in the home or in the yard, which
technician type should be sent to keep costs lowest, and have the best chance of fixing the problem the
first time?

This work can apply to decisions about the customer, too. For example, it may be worth modeling the
impact of an uninterruptable power supply (UPS) in the home, or conduct a cost-benefit analysis of
providing long term evolution (LTE) backup in the gateway.

But most obviously, architecture choice applies to the network decisions too. Should the operator
consider media access control (MAC) manager redundancy architectures, or is a single hardware solution
good enough if software and/or state are maintained redundantly? Should nodes be daisy chained in a
particular deployment scenario, or is an optical ring truly necessary for the level of service we need to
provide?

All these decisions need to be made with data and analysis considered, not just a gut feel, or a first-cost-
driven approach. For some examples which come from our own world and are simple to use, see [6], [7].

3.9. Technology Tradeoffs and Lifecycle Management

Operators and vendors both need to benchmark the performance and reliability of existing deployed
technology. This allows us all to set goals for future technology based on needed improvements or
stability of reliability, availability, maintainability, survivability, and performance. Operators can model
the comparison in deployed areas against the goals set by the company, and then enforce the component
performance to assure goals are met as the new technology is deployed. Some high-level steps to follow:

Benchmark existing technology

Set goals for architectures as deployed

Set goals and requirements for components
Deploy and measure performance

Network components wear out. Replacing versus repairing is a decision that should consider costs, useful
life, and impact to service.

At some point, an entire system or network may need to be replaced, because it has been used to the end
of its useful life. This limit happens when the network or system can no longer meets its intended function
in a reasonable way, or the requirements of the system or network have shifted so it can no longer meet

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 10
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the current set of necessary use cases.’ See [8] for an appropriate model and treatment of the problem.

Planning for wear out is important for budgeting, operations planning, supply chain management, and
more.

4. History is Our Foundation

The cable access network community has given attention to reliability for decades, with considerable
success. Aside from the various papers mentioned in the previous section, there are several other
noteworthy works worth mention, study, and utilization.

In the late 1980s the cable industry began upgrading its networks from all-coax tree-and-branch to what is
today known as HFC. Around the same time, the industry became interested in network reliability.
Operators, equipment vendors, and others worked together to determine just how reliable cable networks
really were and what it would take to improve their reliability. Of particular interest was whether cable
networks could meet the old Bellcore “four nines” availability spec. More on that in a moment.

The topic of network reliability and availability is introduced in the context of cable networks in [10]. In
chapter 20 of that book, the topics of benchmarking, definitions, calculations, redundancy, and network
analysis are all discussed.

In 1992, CableLabs and several cable operators organized an Outage Reduction Task Force to “address
the issues that stem from cable system outages.” The task force studied and reported on key topics
relating to reliability in the cable industry [11]. CableLabs published “Outage Reduction” as a summary
of the task force’s work, with chapters covering seven major topics in a large three-ring binder:

Customer expectations, detection, and tracking
Reliability modeling of cable TV systems
Plant powering in cable TV systems

Outside plant and headend protection

Service restoration

Cable TV system power supplies

Power grid interconnection optimization

“Outage Reduction” was accompanied by a computer diskette with a Lotus 1-2-3 based reliability model.
In addition to the published document and reliability model, CableLabs conducted half-day training
workshops for member companies on the subject matter in the document’s first four chapters.* Among the
many recommendations in “Outage Reduction” was a critical threshold of no more than two outages in a
three-month period (0.6 outages per month per subscriber) be a target for operators to achieve and
maintain.

While the aforementioned guidance was considered suitable at the time for an entertainment model, any
movement to telephony and data services required a higher performance threshold — hence the interest in
the Bellcore four nines (99.99%) Standard Application Grade availability spec [12]. That parameter
translates to no more than 53 minutes of outage time per year. Studies and analyses in the 1990s

3 Arguably, DOCSIS technology was born out of the need to meet the new set of use cases that the current network
technology could not; but the network could be augmented to allow it to meet the new use cases, reusing coax.

4 The first four chapters of “Outage Reduction” were also published in the December 1992 through March 1993
issues of Communications Technology magazine.

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 11
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confirmed that cable networks could meet four nines, assuming certain network architecture design
criteria, device and component cascade limits, backup power and redundancy, and so forth.

While much has changed since the cable industry’s earlier work in reliability and availability, some of the
methods and knowledge collected form a useful foundation for today. Now that we are in a DOCSIS
access network world, some of that work should be revisited.

Alberto Campos [13] in 2011 presented a paper that laid another foundation for evaluating the quality of
experience (QoE). He tied performance metrics that impact QoE to the events that operators experience in
the network, and the reliability of several of these features. He identified a large number of factors that
contribute to the customer experience, and highlighted the importance of key elements by proposing a
service availability metric. This proposed approach gathered in one place the many factors that influence
service reliability and quality, plus it provided a convenient way to pull it all together into a single
quantity for management. With some updating, a useful standard or operational practice could be created;
with additional tailoring, operators can have a strong foundation of measurements to manage with.

Thankfully, SCTE has a new working group on Network and Service Reliability which should be the
right place to tackle the new challenges, building on the foundations noted in this paper, and the papers
and resources referenced by these works.

5. Conclusion

If you are an operator, you probably have been thinking while reading this paper that you already are
doing all these things. You may have even participated in some of the noted foundational work. But there
are at least two questions each of us should ask:

e Are we designing and executing these activities toward improved service and reliable networks
and services? and

e Are we maintaining our reliability management and knowledge with changes to service, customer
demand, technology changes, competition, and factors outside our control?

Operations survive by being cost focused. But that focus should be a long-term focus. And when it is,
designing your operations and services toward appropriate reliability goals is your friend, and serves as
the lenses for you to keep your eye on that long-term focus of managing cost as well as revenue and the
drivers of both.

Once you can answer the two previous questions, you are ready to join us at SCTE’s Network Operations

Subcommittee Working Group 8 (NOS WGS): the Network and Service Reliability working group. See
you there!
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7. Appendix

7.1. Failure Modes, Effects, and Criticality

FMECA is a proven methodology for analyzing a system, process, or network for ways it can fail,
determining the effects of failure, and assessing the criticality of each failure modes. The applications of
this method are broad, but generally allow for appropriate design of technology to meet the requirements.
An existing deployed solution is often a source of information when conducting an FMECA, either for
augmenting the existing solution with improved operations, telemetry, fault management, etc.; or for
designing the next generation solution for optimal performance.

A sub-team from the PNM Working Group at CableLabs has been working for many months on an
FMECA that focuses on physical layer failures from the headend out to the customer, the access network.
A sample of that is provided in Figure 2.

FMECA  Layer 1= PHY first, mokee the layer cohee bater
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Figure 2 — A sample of the draft FMECA currently being built.

In the figure, see hardline, connector, and part of the adapter failure modes; these components are part of
the outside plant subsystem of the cable access system. Component and subsystem effects are described
under the sub-effect heading, where we include several degradation causes and detectable impairment
types. Under the heading of network effect, we indicate the effect each failure mode can have on the
network from accelerating degradation, through signal impedance and capacity loss, to network
separation. The service impact is indicated under service effect, and depicted in greater detail in Figure 3.
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Impairment apparent,
resiliency at limit, signal
. impacted, no digital impact

Impairment apparent, resiliency at
limit, signal impacted, digital impact,
resiliency partially compensates

Impairment apparent, resiliency at limit,
signal impacted, digital impact, resiliency
at limit, application resiliency corrects

Impairment apparent, resiliency at limit, signal Unbearable or
impacted, digital impact, resiliency at limit, loss of service,
application impact, customer experiences friction hard failure

Figure 3 — A depiction of how network performance states relate, from perfect function
to untolerable or failed service.

The FMECA here is focused on the physical network as it supports the mission of customer service. But
some failure modes can be detected early, and some may accelerate degradation which eventually impacts
service.

Because some of the failure modes can have no immediate effect on service, the FMECA documents
some effects that impact the network and its components as well. PNM has identified and cataloged
several signal impairments that when not too severe do not impact service, but can impact network RF
bandwidth or at least foretell of future service issues.

As this work continues, we should be able to show how the repair actions relate to the failure modes, and
thereby find new opportunities for improving fault management (identification, localization, and removal)
in the access network.

7.2. Service Reliability
7.2.1. Reliability of a service is availability

Reliability is the probability that a system or component is working at a future time when needed. Replace
component or system with product, and the intent is close but not accurate.

A service can experience downtime or degradation, but is repairable. Reliability is a non-increasing
function which does not describe a repairable thing like a service. What we really want to consider then is
availability, which is the probability of a service being in a functional state at some future time. And
usually that future time is not defined, so we usually mean a long-term steady state of the system.

Put another way, managing service reliability requires an availability measure of the service.

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 14
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7.2.2. Reliability of a service is really performance

But a service is a complicated mix of use cases and capabilities, any one or more of which could be
available at different times. The service is not a single thing necessarily, and depending on how a
customer wants to use it, may or may not work as intended. And if not as intended, is there value in it
working in an alternate way or a degraded way? Think in terms of an email that does not go through right
away, or a streaming video that takes a few seconds to buffer; does the customer notice or care, or not?

To address this issue, the concept of performability was developed many decades ago. It is a functional
convolution of the performance probability distribution function with the value achieved at each
performance level possible. While complicated, it does deliver a single measure of performance.

Put another way, service availability actually needs to be a performance measure of the service that
includes each possible degraded performance level including complete failure, and the utility that a
customer gets from the given performance level. Network reliability and performance both contribute to
service availability, but they do not represent it.

7.2.3. Customers are a mystery

Note, however, that each customer is different, and the impact to their perception of performance levels
varies by their situation, tolerance, emotions, and the value they put on aspects of the service. A CEO
trying to close an important deal might value video conferencing much more than a student doing
homework. Further, tolerance for a degraded condition might depend on the person’s tolerance to
previous outages, expectations of the overall quality of service, and other factors.

Put another way, the impact of service performance on individuals is highly variable and complex. The
utility they get, and their overall tolerance of the experience being poor, are not easy to quantify. All an
operator can do is provide the best level of service they can for the use cases known, at the price point
customers are willing to pay for it.

7.2.4. Service performance

Because simple is an important goal when developing measurement systems, and recognizing that all
services are a three-legged stool of cost, performance, and reliability, with cost being understood by the
customer, our measure should be centered around performance and reliability, which as just described is
really the aspects of performance that are delivered in each available state.

In other words, we can quantify the probability of the service delivering given levels of performance,
which is what we can manage. We can seek to understand the customer, what they care about, what they
are willing to pay for, and how they see competitive options. But first we must measure what we are
providing in terms of service: the performance of that service as a probability space, not just an average,
not an average and standard deviation, but as a probability function.

7.2.5. Measuring service performance

The task here is to identify the features of a service that describe the utility of the service to a customer. If
latency is not important to, say, a webpage load, then latency measures are less important. But if the
service is also being used for video conferences or video games, then latency matters, and a solid latency
measurement is important to service reliability.
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Examining the use cases and types of service we offer in our industry, a few basic performance measures
are obvious.

1. Goodput — bits per second, throughput of the useful service-delivering bits on the network,
assuming digital data delivery (not analog video, for example).

2. Latency —how long it takes to deliver each bit of data.

3. Jitter — packet delay variation, or how stable is the latency, and to a certain extent the goodput of
the service.

4. Packet Loss — data that does not reach its destination.

5. Availability State — what is the state of performance of the service in terms of its capability?

Note that, at a packet or bit level, packet loss may be a considered measurement for either availability or
as a factor for goodput or latency.

While necessary for measuring service reliability, these measures are not sufficiently described yet, and
are not the end of the task for providing service.

Each performance measure statistic must be based on sufficiently detailed measurements to assure
sufficient resolution of the differences in service performance levels, and measure all aspects of the
performance measure. For example, measuring performance once a day at the same time every day is
neither sufficient resolution nor unbiased. Measuring from the CM to the node is not an end-to-end
measurement so does not represent the service experience. For understanding service reliability in
sufficient depth, service providers have to design the measurement system thoughtfully, to meet their
goals of continuous improvement and maintain a focus on service assurance.

But also knowing there is a problem is only the beginning; it takes more information to know the cause,
locate it, and remove it from impacting service. That is the work of network operations, or network
reliability, which is a key part of service assurance.

7.3. A proposed measurement framework for cable

Each service should have requirements in terms of required goodput, latencys, jitter, packet loss for
performance, and availability, if at all possible. Lacking a complete set of requirements, it is still
incumbent on the provider to measure the service delivered. This section proposes a service availability
measure based on telemetry that can be collected from the cable network.

Many of the measurements suggested here are a part of the proposed FCC 22.7, which was announced in
late January of 2022. That proposal makes addressing this issue an urgent one, but also supports much of
what is addressed in this document, the first draft of which formed in late 2021, with this version
acknowledging what is known about the FCC proposal.

First, we need to consider several aspects of the service from a measurement feature point of view. Then
we can treat each measurement in that framework.

7.3.1. Features

Several features of service reliability measurements were suggested earlier.
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. Use of the measures — Depending on the various uses of the measure, the remaining features must
be sufficient to address all needs.

. Bias in the measures — Because service usage varies by time of day, day of week, etc., any point
measurement must be taken over a sufficiently large amount of time, with sufficient frequency, and of a
sufficient sample size of the traffic to be measured.

. Resolution of the measures — The frequency of sampling must be sufficient to provide proper
resolution. For example, an estimate of availability found by sampling daily will not provide good
resolution for a highly available service for quite some time.

. Service level — The applications should provide the estimates when and where possible. But that
is not always possible. So, service specific measures of performance at the end devices are close and
sufficient for many uses. And because the operators do not manage the applications in many cases, but
only the service classes as defined in DOCSIS, we should rely on these service classes first, and augment
with application specific measurements when possible.

. Actual or surrogate — In some cases, we use special measurement packets to estimate actual
service performance. But this method is known to be highly inaccurate and relies on a translation model
that is not ideal. It is best to avoid this approach, and favor measurements on the actual traffic.

Each of these features need to be applied to each measurement. The measurements in the set are
complimentary, so a complete set is needed.

7.3.2. Goodput

Throughput in terms of end user useful data is goodput. If a goodput measurement is not possible, then a
throughput measurement by service type is a useful approximation because goodput can be estimated
from this throughput by modeling for overhead.

When the data rate needed exceeds the capacity of the link, interface, or other component, packet
queueing and congestion happen, unless discard is the only option. When the purchased data rate is not
supported in the grants given by the CMTS to the CM, then applications experience latency. These
understandings lead to secondary measurements for throughput.

In many cases, this measurement is used to guard against network congestion. In the access network, a
simple network utilization may be sufficient. But when considering that there are customers who may be
impacted by impairments and low signal-to-noise ratio (SNR), or high performing customers who also are
high bandwidth users, individual CM-level throughput is important to estimate.

Recommendation: One measurement of network utilization, one measurement of bandwidth requests
made and granted requests by CM, and one measurement of utilization by profile by CM. All separate for
upstream and downstream.

7.3.3. Latency
DOCSIS has defined a latency measurement to support low latency DOCSIS (LLD). This measurement is

taken at the CM supporting DOCSIS measurement, which is a subset of the actual experience, but a
useful one nonetheless. Using this measurement for all service traffic is an excellent starting point.
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Recommendation: Use the LLD latency measurement already defined for DOCSIS, and apply it to all
service classes. Report by CM and service class. Augment with application-level sampling of packet
delay when possible.

7.3.4. Jitter

Jitter, or packet delay variation, is the variation in the arrival of data. Some applications handle this factor
through buffering, but not all applications can be made insensitive to jitter. A measurement of jitter for
service types sensitive to it would be important to define. Jitter is strictly defined already, but there are
alternatives that we could develop that would meet the needs for our industry.

The time between the arrival of packets would provide useful data for estimating a jitter-like
measurement. A mechanism that provides the packet delay variation directly is useful if it is well defined,
testable, and validate-able.

Recommendation: Use packet-level jitter measurements already defined in specifications. Augment with
application-level sampling when possible.

7.3.5. Packet Loss

While packet loss is not permanent in reliable transmission protocols, thus would be reflected in terms of
latency and jitter and goodput at the application layers, it is included here as it is a proposed measure in
FCC 22.7.

Applications that rely on unreliable transmission protocols will not experience packet retransmission, so
packet loss is an important problem and should be measured.

Applications that are latency-impacted may discard packets that are late, resulting in the same impact as
packet loss. Therefore, some application consideration is important for packet loss measurement.

Forward error correction (FEC) statistics are included in DOCSIS and would be an important supportive
measurement to include here, and for a DOCSIS reporting point of view would surely be more than
sufficient as a measurement which can generate appropriate statistics.

However, we may need to report FEC statistics by service class or application to provide a useful measure
of service reliability-availability.

Recommendation: Rely first on FEC statistics, particularly uncorrectable codeword errors. Each of these
represents lost packets or data which require either application layer or protocol layer retransmission or
re-requests. For reliable protocols, measure discarded packets and retransmissions. For unreliable
protocols, measure lost packets. Augment with application-level sampling of packet loss when possible.

7.3.6. Availability

The overall availability of the network is an obvious, important component of service reliability. Network
availability should consider cases where the user wants to use the service, but it is not available. Estimates
can be obtained through polling logs from the CM, or polling state from the CMTS, or through ping-
response approaches, or likely a combination.

Timeout statistics would be a useful contributor here, but there are known issues with timeouts being
inaccurate as estimates of availability due to various contributing factors. However, it may serve as a
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surrogate measure that could be translated into an availability estimate through a translation model, or as
a contributor toward an estimate that incorporates logs and other traffic data.

Recommendation: Provide timeout statistics, augmented with logs from the CMTS and CM to estimate
network availability. More detailed assessment is needed to develop the models here. Augment with
application-level or device specific sampling when possible.

Overall recommendation: Measure or estimate the service experience; when insufficient, drill down
toward the cause, and address the fault.

Abbreviations
CEO chief executive officer
CM cable modem
CMTS cable modem termination system
DOCSIS Data-Over-Cable Service Interface Specifications
FCC Federal Communications Commission
FEC forward error correction
FMECA failure mode, effect, and criticality analysis
HFC hybrid fiber/coax
IT information technology
LLD low latency DOCSIS
LTE long term evolution
MAC media access control
NOS WG8 [SCTE] Network Operations Subcommittee Working Group 8
PNM proactive network maintenance
QoE quality of experience
SCTE Society of Cable Telecommunications Engineers
SLA service level agreement
SNR signal-to-noise ratio
UPS uninterruptable power supply

Bibliography & References

[1] R. Hranac, “Service Availability,” Communications Technology, December 2007. Available at
https://scte-cms-resource-storage.s3.amazonaws.com/07-12-01%20service%20availibilty.pdf

(2] M. Spaulding, L. Wolcott, J. Rupe, “Improving Operational Intelligence for Maintaining Cable

Networks,” SCTE Expo 2022.

[3] J. Zhu, K. Sundaresan, J. Rupe, “Proactive Network Maintenance using Fast, Accurate Anomaly
Localization and Classification on 1-D Data Series,” 2020 IEEE International Conference on Prognostics
and Health Management (ICPHM), 2020.

[4] J. Rupe, J. Zhu, “Kickstarting Proactive Network Maintenance with the Proactive Operations
Platform and Example Application,” SCTE Expo 2019.

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 19


https://scte-cms-resource-storage.s3.amazonaws.com/07-12-01%20service%20availibilty.pdf

000
8000 0%0

EXPO22

SEPTEMBER 19-22 - PHILADELPHIA, PA

Technical Forum
V SCTE® + CABLELABS® + NCTA

A
( 2022 Fall

[5] J. Rupe, J. Zhu, “Comparison of RxMER Per Subcarier, Bit Loading, and Impairment Driven
versus Meaurement Variability,” SCTE Expo 2020.

[6] J. Rupe, “A General-Purpose Operations Cost Model to Support Proactive Network
Maintenance,” SCTE Expo 2019.

[7] N. Foroughi, J. Rupe, “Distributed Gain Architecture: Increased Performance, Decreased Power
Draw,” SCTE Expo 2020.

[8] J. Rupe, “Optimal Maintenance Modeling on Finite Time with Technology Replacement and
Changing Repair Costs,” Annual Reliability and Maintainability Symposium (RAMS), 2000.

9] M. Spaulding, L. Wolcott, J. Rupe, “Improving Operational Intelligence for Maintaining Cable
Networks,” SCTE Expo 2022.

[10]  W. Ciciora, J Farmer, D Large, M. Adams, “Modern Cable Television Technology: video, voice,
and data communications,” Elsevier, 1999, 2004.

[11]  Outage Reduction Task Force, “Outage Reduction,” CableLabs Technical Report 1992.

[12]  Telcordia Technologies Generic Requirements, “Reliability and Quality Measurements for
Telecommunications Systems (RQMS-Wireline),” GR-929-CORE, 2002.

[13]  A. Campos, “Holistic Approach to Evaluating Quality of Experience,” SCTE Cable-Tec Expo
2011.

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 20



.......
.....
. *eq

A
( 2022 Fall

EX Po 22 Technical Forum
V SCTE® + CABLELABS® + NCTA

SEPTEMBER 19-22 - PHILADELPHIA, PA

A Unified GitOps Continuous Deployment Approach for
Telco Hybrid Workloads

A Technical Paper prepared for SCTE by:

Stephan Salas
DevOps Engineer
Comcast, Inc.
1800 Comcast Technology Center, Philadelphia, PA, 19103
+1 267-260-0881
stephan_salas@comcast.com

Ruibing Hao, Ph.D
Distinguished Engineer
Comcast, Inc.
1800 Comcast Technology Center, Philadelphia, PA, 19103
+1 267-260-0881
ruibing_hao@comcast.com

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 1



SCTECABLE-TEC -

EXPO22 (@ K&l orum

SCTE
SEPTEMBER 19-22 - PHILADELPHIA, PA N

Table of Contents

Title Page Number
LI A o1 1 =T QT PEPPR 3
P [ 011 o Ve 1T ] o T T T TSP TP PPTR VPP OPPTON 3
3. A High-Level Deployment Architecture for Multiple Infrastructure Platforms..............cccccoieeiiiinnns 5

3.1. LCT1 (@] oI AN (ol T (= Tox (] (PP 5

3.2. Multi-Platform Deployments with CI/CD and GitOPS .........ccooiuiiiiiiiiiieiiiiee e 7

4. CI/CD Listeners Implementation ..............oooo i 8
5. GitOps Listeners Implementation......... ... 9
5.1. ArgoCD IMpIementation ..o 10

5.2. Argo Workflows Implementation ... 11

6. Custom KUbernetes OPEIrators .........cccuuuiiiiii i e et e e e e e et e e e e e e e e e saabreeeeaaeeas 11
7. Openstack Deployment Orchestration ArchiteCture.............oovviiiiiiiiiiie e 13
7.1. Core Deployment Orchestration.............oouiiie i 15

7.2. Auxiliary Deployment Orchestration..............oooociiiiiiii e 16

8. Advanced Deployment Capabilities for Web-scale Workloads..........ccccceeveiiiiiiiiiiieiie e, 20
9. VolIP Stack POC Deployment using ArgoCD/Argo Workflow ...........cccccvveeiiieiiiiiiiiiiieee e, 22
10. Impact & Caveats of Unified Deployment Strategy..........ccoovuiiiiiiiiii i 24
10.1.  Operator Design Pattern ............ooo i e 24

10.2.  Argo Workflows Design Pattern ..........ccooiiiiiiiiiiii e 24

10.3. Resource Savings using Unified Platform Approach ...........ccccocoiiiiiiii e 25

L R 70 T 11 T o 1SS 25
12, ACKNOWIEAGEMENTS ...ttt et e e bt e e e e b be e e e e nbe e e e e nre e e e annees 26

F Y o] o] (=Y =1 1T o - PP PRT 26
Bibliography & REFEIENCES........ocoieiiii ittt e st e e s nbte e e s e nsreeeesnsreeeeannees 27

List of Figures

Title Page Number
Figure 1 - Six Key Challenges Facing Software/Systems Delivery Teams ..........cccccevciiiiiiiiieeeiiiiee e, 4
Figure 2 - CI/CD GitOps Multi-Platform Deployment ArchiteCture.............coocuiviiiiiiiiiie e, 7
Figure 3 - CI/CD for Multiple Platform TYPES .......uuiiiiieiiiccieiie ettt e e e e e e eeaa e 9
Figure 4 - ArgoCD High-Observability ArchiteCture ... 10
Figure 5 - Custom Operator Reconciliation COMPONENtS ...........coouiiiiiiiiiie e 12
Figure 6 — Example Kubernetes Resource Specifications with Heatstack CRD ............cccccoocviiiiieneenee, 14
Figure 7 - Kubernetes Resource Specifications for Heatstack Deployment............cccoooiiiiiiii e, 15
Figure 8 - OpenStack Kubernetes-Operator Architecture Components...........ccccvveeveeiiiicciiiece e, 17
Figure 9 - Traefik Http-Route Integration with Auxiliary OpenStack Operators ..........cccooiiiiiiiiiiiiiiine. 19
Figure 10 - A Simplified Advanced Deployment Process for Traefik Orchestration ..............cccccoeovininne. 21
Figure 11 - Freeswitch-Openstack High Level Architecture ............ccoveiiiiiiii e 22
Figure 12 - Freeswitch-Openstack Deployment ProCESS .........cooiiuiiiiiiiiiiiiiiee e 23
List of Tables
Title Page Number
Table 1 - Traditional DevOps vs GitOps Key AHMDULES........cooiiiiiii e 6
Table 2 - OpenStack Deployment Architecture COMPONENES .........ccceeiiiiiiiiiiiiee e 17

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 2



SCTECABLE-TEC -

EXPO 22

SEIE
SEPTEMBER 19-22 - PHILADELPHIA, PA 4

Technical Forum
+ CABLELABS® * NCTA

_~
( 2022 Fall

1. Abstract

The telecom industry has moved toward a hybrid of cloud-native and virtualization technologies without a
single, unified deployment approach for a variety of DevOps needs. While containerization and
virtualization have both been used to solve a wide set of technical challenges in our industry, it is
estimated that at least 30% of workloads worldwide still leverage virtualization technologies such as
OpenStack [1]. For instance, while containerization might be advantageous for certain Layer 7
Workloads, it may be non-performant for Session Initiation Protocol (SIP) and Real-time Transport
Protocol (RTP) processing needs. This trend will continue due to long-term investments to sustain both
current operations and embrace more modernized ways of operating with new types of applications and
infrastructure. This difference in needs across telecom organizations has led to the use of a diverse and
complicated set of continuous integration and continuous delivery/deployment (CI/CD) tools and
infrastructure arrangements. Unfortunately, the tendency of increasing technical-tool diversity is reflected
by an increased division of organizations by technical expertise, which in turn can often-times prevent
widespread adoption of modern CI/CD technologies among these organizations [2].

In this paper, we propose an approach and a framework to expand GitOps-based deployment
orchestration automation into the virtualization stack, by leveraging customized Kubernetes Operators,
ArgoCD, and Argo Workflows, Open Container Initiative (OCI) Containers, and Packer [3-7]. We
demonstrate the feasibility and practicality of this approach on OpenStack with the help of an open
source, full-stack voice over internet protocol (VoIP) implementation and Traefik HTTP Load Balancer
[8]. The combination of these technologies enables several advanced deployment capabilities for
OpenStack such as canary deployments and scaled rollouts. This solution has the potential to converge
our industry toward a unified and modern CI/CD approach for DevOps teams and smoothen the transition
towards cloud-native platforms, while helping to prevent the disorganized “tool-sprawl” [9] required to
sustain both legacy and modern tech-stacks.

2. Introduction

While open-source software is “eating the world” [10] by increasing the capability of technology
organizations to improve their product-competitiveness, some estimates put the proportion of costs
attributed to software maintenance and sustainment at a whopping 60% of overall software project
expenditures [11]. From the first monolithic inventions of a burgeoning telecommunication industry to
today’s highly digital approach to scaling by means of distributed services, the burden of managing
increasing levels of complexity as a result of fast-changing technologies and needs continues to be a
significant cost-driver for telecom organizations [12].

DevOps professionals across our industry continue to struggle with a diverse set of organizational and
technical challenges in sustaining existing operations while also looking toward future development
platforms. This constant struggle to balance the two priorities can cause organizations to lose track of the
core issues that are initially involved in software delivery lifecycles (SDLCs) and to get distracted by day-
to-day problems. Thus, we have found that it is helpful to reframe the causes of this phenomena as a
narrow set of key challenges facing modern DevOps teams:
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Figure 1 - Six Key Challenges Facing Software/Systems Delivery Teams

These kinds of challenges have been denoted by organizational academics as “technical strategic
bottlenecks”, which drive increased reliance on a particular cross-section of expertise within a company
to solve [22]. While these bottlenecks can often be viewed as both opportunities and challenges within
organizations, there are certain problems that are inherently more difficult to solve than others, such as
Fig. 1(a) and Fig. 1(d). A common tactic in mitigating these issues for deployment teams is to outsource
these problems into separate systems, tools, and SMEs within an organization — all of which take a non-
trivial amount of productive engineering time [23]. It is thus our view that the goal of every DevOps team
should ideally be to manage the widest possible problem-set with the least and simplest possible tools.

Unfortunately, some analysts estimate that software-delivery teams interact with somewhere between 20-
50 different tools daily [24], which often causes the all-too-familiar “too many tabs” issue for everyday
engineers. The brain-drain of having to organize individuals or teams to manage this deployment tooling
complexity can cost organizations a significant amount of focus in order to silo teams by expertise and
can further hamper innovation due to lack of shared understanding of deployment platforms [25].

Multiple deployment platform availability can be a blessing in disguise -- Surveys of IT leaders
demonstrate that organizations tend to shy away from using multiple deployment systems due to
increased costs related to learning curves and lack of expertise. As of 2020, the percentage of
organizations leveraging multi-cloud technologies was nearly half of those that chose to stick with on-
premises solutions [26]. Even from a CI/CD software standpoint, most workloads as of 2020 run on older,
more proven tools such as Jenkins [27] and TravisCI [28], with a minority of organizations choosing
newer and more powerful open-source technologies [29].

As a strategic approach to the challenge of multi-platform management and the key challenges listed in
Fig. 1, this technical paper proposes a proof-of-concept system built upon OpenStack and a Kubernetes
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Administrative Cluster (KADC). The central goal of our approach is to share a helpful set of solutions
with engineering teams in our industry that are tasked with ubiquitously deploying, testing, and validating
changes across disparate, complex systems.

Using common industry use-cases, we demonstrate both web-scale workload and VolP workload
deployments on the OpenStack platform using Git as a declarative information store. We also leverage
custom Kubernetes Operators as service abstractions of core and auxiliary deployment logic. By
providing a framework for how engineers might abstract deployment details in two key telecom use-
cases, we demonstrate a possible solution for managing both legacy and newer forms of workloads using
a single set of tools.

Such a solution is even more important today considering the tremendous amount of investment going
toward infrastructure management in the telecom industry in tandem with decreased margins of
traditional telecom products [30]. In response to increased technological innovation from both entrenched
and burgeoning competitors, process automation is being touted as the top factor of cost effectiveness in
our industry because it drives increased organizational agility and responsiveness to telecommunication
customer needs [31]. With our proposed approach, we hope that we may help engineering teams deploy
software more quickly and reliably, which will in turn contribute to increased resource efficiency and
increased value within our larger industry.

3. A High-Level Deployment Architecture for Multiple Infrastructure
Platforms

While there are many CI/CD methodologies in the open-source community that could accomplish the
goals we have outlined in our introduction, the option we chose is the GitOps methodology [32]. As a
self-contained approach to infrastructure management, the GitOps methodology seeks to provide high
observability and re-useability of deployed state. The key initial considerations for choosing this approach
were its simplicity, popularity among the industry, and ability to tie into many different deployment
platforms.

3.1. GitOps Architecture

GitOps is an opinionated deployment framework with numerous valid setups used throughout our
industry, however there are a few key attributes that most GitOps implementations have in common.
These attributes are more clearly defined than a traditional DevOps setup that can result in a wide variety
of unintended side effects and outcomes for operations teams:
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Table 1 - Traditional DevOps vs GitOps Key Attributes

Deployment Question

Traditional DevOps Setup

GitOps Setup

Where is Deployment State

State is stored in databases and

State is implemented and stored

State Processes Trigger?

Stored? procedural deployment scripts. in a declarative fashion in Git.
How is Deployment State State may or may not be stored with its | State is stored in a way that
Stored? version history depending on the supports immutable versioning
implementation. and retains a complete history of
changes.
How Often do Deployment | A variety of custom-created, Software agents continuously

procedural deployment systems are
typically leveraged only once to
perform deployment process updates.

compare a system’s actual state
to its desired state in order to
enforce eventual consistency.

Who interacts with the
Deployment State?

DevOps Engineers will typically be the
primary Operators of a deployment
system due to its complexity.

Developers and Code Reviewers
interact with a Git interface (the
“Git” in GitOps) through pull
requests as a security measure to
approve and commit final
deployment state.

Based on our analysis, the benefits of using GitOps as opposed to traditional DevOps methods are

threefold:

1. Unification of Deployment State into a Single Location

Compared to many of the attributes of a traditional DevOps scheme, GitOps provides a much
more streamlined and unified store of application and infrastructure state. The benefits of using
the Git platform as opposed to others for this purpose is perhaps the most impactful reason why
the methodology is becoming increasingly popular today, with an estimated 84% of developers
considering themselves as active contributors to open-source tools [33] and 92% preferring Git as
their primary source control software [34]. As a single data-store of infrastructure state, the open-
source Git platform also serves the principal goal in this paper of reducing excessive DevOps

tooling management.

2. Declarative Deployment State

In addition to its unifying characteristics, GitOps also aids with separating minor, unimportant
procedural details from state using the framework’s declarative design. In contrast with
traditional DevOps methods, specifying a group of declarative file manifests as state aids
software engineers in organizing their deployments more effectively into logical units, and helps
in increasing observability of what is currently deployed across different parts of their

organizations.

3. Secure Deployment State

From a security standpoint, most Git repository providers enable enterprise-grade functionality to
log into repositories, pull down commits, and push new pull requests — just to name a few of the
potential scenarios. In our case, by requiring pull-requests for changes to both infrastructure and
application manifests, approvers can institute a code-review process that enforces certain
requirements to deploy to different platforms or environments.

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 6
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These three benefits serve to help mitigate many of the problems outlined in the introductory section’s
Fig. 1:

(a) System Component Complexity Problem:
e GitOps assists with reducing the number of components that store state in a deployment
system.
(¢) The Dynamic Security Problem:
e GitOps enables DevSecOps [35] via transparent declarative handling of secrets used in
deployments.
(¢) The Temporal Synchronicity Problem:
e GitOps can be used to aid in enforcing order of operations in deployments due to the
time-based nature of Git and specifically because timestamps are associated with Git

commits.
(f) The Observability Problem:
¢ GitOps enables high observability of deployment state in a Git repository using the Git

CLI and related tooling.

3.2. Multi-Platform Deployments with CI/CD and GitOps

Git-User Interface CI/CD GitOps Systems Infrastructure & Application Delivery Implementation

ot Application Builds Leveraged
Cl Builds & Stores Applications across Appllcatlon B
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Manifest Changes Processed
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Developer or
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7 ud-
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[36]
Figure 2 - CI/CD GitOps Multi-Platform Deployment Architecture
Combined with the popular Kubernetes Platform, GitOps provides consistent and highly observable
deployment arrangements. In our proposed architecture, we introduce the unifying concept of the KADC,

which is our continuous deployment orchestrator that leverages the following key components:

Git-based User Interface
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The Git Interface serves as the deployment data-store that controls who has access to various
repositories. Some examples of Git interfaces include on premise, cloud-hosted, and self-hosted
systems. In our proposed Git interface, we envision the best-practice of developers using pull
requests to commit infrastructure and application deployment changes after careful review from a
group of authorized reviewers.

Continuous Integration/Continuous Delivery

The CI/CD Listeners’ two responsibilities are to process application-builds within a storage
context and to commit back to Git for cronjob-based automated deployment changes. For
application builds, a CI/CD listener triggers build scripts upon commits to specific Git
repositories. The build process may trigger testing and validation steps to verify that it is ready
for deployment. Once ready, the listener pushes those built containers or images to an application
build storage location.

Continuous Deployment using GitOps

GitOps Listeners enable continuous, asynchronous changes to infrastructure within targeted
deployment environments based on Git repository commits. Engineers can program these systems
to listen for certain changes and take automated actions. In our case, we designed the GitOps
listeners system to deploy manifests (can be either YAML or JSON) into the KADC for further
processing. If the manifests are Kubernetes native resources, they will be deployed directly in the
target Kubernetes cluster; otherwise, these manifests describe resources deployed to non-
Kubernetes platforms such as OpenStack or public clouds, and in this case KADC is used as a

proxy.
Application Delivery Implementation

The Infrastructure and Application Delivery Implementation contains the core logic to deploy
manifests to various environments. This functionality is implemented with custom Kubernetes
Operators in the case of OpenStack or public cloud deployments, and the built-in standard
Operators in the case of Kubernetes. Depending on the #ype of manifest provided, either
Kubernetes standard Operators or custom third-party Operators will handle the submitted
manifest.

In all cases, Kubernetes resources hide the complexity of custom deployment logic with more
simplified, declarative manifests that are easier to read than traditional procedural scripts.

4. CI/CD Listeners Implementation

While there are numerous options available that enable multi-platform CI/CD, ConcourseCI [37] and
Tekton [38] were chosen for evaluation due to their maturity in the open-source ecosystem. In our
implementation, we have narrowed down our scope to a ConcourseClI instance. We installed an on-
premises instance of ConcourseCl inside our KADC, and also leveraged a shared instance installed on
AWS. This setup acted as the “CI/CD Listener” noted in Fig. 2, and it accomplishes a variety of common
application build, validation and integration tasks. The purpose of using this Kubernetes native tool is to
further unify deployment state on top of a single platform. By implementing three key application-build
types, as well as their corresponding testing and validation steps, we were able to integrate software build
processes across the platforms listed in Fig. 2. (Kubernetes, OpenStack, and Cloud-Native) using
industry-standard tooling:

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 8
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1. Open Container Image (OCI) Storage
e Utilizes Dockerfiles [39] to create/push OCI container images
2. VM Image Storage
o Utilizes Packer and Ansible Scripts [40] to create/push OpenStack VM images
3. Application Binary Storage
e Storage of Application-Specific binaries (i.e. “.jar” file for Java [41], “.1ib” for Golang
[38]) that can be used by either a container or an virtual machine

Behind the scenes, ConcourseCI pushes the built container images into the OCI storage and pulls the
necessary images from this storage to run each step of its pipeline. Therefore, there is a bidirectional link
between ConcourseCl and Open Container Image Storage.

5. GitOps Listeners Implementation

For the GitOps functionality abstractly mentioned in Fig. 2, two key opens-source DevOps components
were chosen: Argo Workflows [5] and ArgoCD [4].

Argo Workflows accomplishes the orchestration of a full stack deployment in which there can be
dependencies between stack components. For instance, the passing of information from one stack
component to the other so the latter can be configured properly is one example of this dependency. This
tool is also ideal for scheduled and repeatable deployment tasks that would otherwise burden teams with
manual steps, such as scheduling the scaling up of the stack in anticipation of peak hour traffic or scaling
down in the inverse case.

In comparison, ArgoCD was specifically chosen to perform the deployment of a single stack component
for continuous deployment integrations. Dependencies between deployment steps are handled in this case
by Kubernetes Operators that implement custom logic in a manner that is more complex than is practical
to implement in Argo Workflows.

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 9



000
eeeeese

SCTECABLE-TEC

EXPO22

SEPTEMBER 19-22 - PHILADELPHIA, PA

A
( 2022 Fall

Technical Forum
V SCTE® + CABLELABS® + NCTA

The settings for both software packages are stored and controlled by the KADC, and this design furthers
our overarching goal of deployment platform unification.

5.1. ArgoCD Implementation

Git-User Interface  CIICD GitOps Systems _Infrastructure & Application Delivery

Implementation
Custom Resource

New Commits to Feedback

Git Read by Reported back to < Tl Manifest Changes Processed by

ArgoCD and ArgoCD Kuberenetes Operators
implemented via
Helm/Kustomize T Openstack

| Kubernetes

Operator(s)

Cloud-Native
—| Kubernetes

° Argo Deployment
Manifest
0 gl —> ArgoCD Specification
Operator(s)

ArgoCD
Deployment
ArgoCD UI Status & Events Kubemetes-Native
Reported to Ul > Operator(s)

[36]

Figure 4 - ArgoCD High-Observability Architecture

ArgoCD Deployment Manifest Resource

An ArgoCD Application is a Kubernetes Custom Resource (CR) that reacts to changes within a
specific Git repository. Within an ArgoCD Application CR, the most important attributes are: 1)
the Kustomize/Helm directory to listen on, 2) the number of times to retry a CR change before
declaring failure, 3) whether to auto sync changes, and 4) which deployment customization
approach to use.

Kustomize [42] and Helm [43] are the two most popular open-source deployment customization
approaches to use within ArgoCD at the time of this writing. While Helm is a templating solution
for Kubernetes that allows for major deployment details to be highly-reusable, Kustomize is more

of a patching solution that allows you to replace specific fields without a template on a more
case-by-case basis.

The two CRs status fields for an ArgoCD Application are the sync and health attributes. Because
an ArgoCD Application refers to a Git repository for either a Helm or Kustomize deployment, its
health and sync status are “all or nothing”, meaning that for the Application to be considered fully
deployed and healthy, all resources need to be successfully deployed and fully up to date with
latest Git commit events. This information is propagated from the KADC into ArgoCD
components for observability purposes.

ArgoCD UI

ArgoCD UI is the main user interface typically used to interact with for DevOps continuous
delivery tasks. This interface provides a single place for both developers and DevOps engineers
to view the status of their deployments of Kubernetes CRs.

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 10
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The ArgoCD UI displays three key pieces of information that are useful to the end-user:
1. The health and status of each component of an ArgoCD Application
2. Kubernetes “Info” and “Warning” events associated with each component of an
ArgoCD Application
3. The health & status of the overall ArgoCD Application

ArgoCD Health Checks

ArgoCD Health Checks are either Kubernetes-native (supported by ArgoCD “out of the box™), or
custom-made with Lua [44] scripts for non-Kubernetes-native resources. For instance, we create
several custom health checks for resources managed by our proposed OpenStack Operator.

ArgoCD Kubernetes Event Reporting

Kubernetes events are propagated to the ArgoCD UI for each CR deployed within a single
ArgoCD Application. These events are published by a Kubernetes Operator and are meant to help
users troubleshoot deployment issues and give more visibility into error details logged by KADC
Operators.

5.2. Argo Workflows Implementation

Argo Workflows is an open-source container-native workflow engine for orchestrating tasks on
Kubernetes. It is implemented as a set of Kubernetes custom resource definitions (CRDs) and its own
custom Operator. The core primitive of Argo Workflows is the workflow resource, wherein each task of
the workflow is implemented by a container, and the workflow itself contains a sequence of tasks with
dependencies between tasks captured in a directed acyclic graph (DAG).

Argo Workflows was initially designed to run compute intensive jobs for machine learning or data
processing but has been adopted to orchestrate continuous delivery tasks as well. In our proposed GitOps
architecture, a workflow will be used to capture the steps required to deploy a stack of applications using
a DAG. Each step of the DAG can have one or multiple success conditions that make sure this step is
only considered as complete when its resources have been fully deployed and readily available. Each step
is also typically responsible for the deployment of one component of the full stack, or a subcomponent of
a complex component in the full stack.

Each workflow is captured as a Workflow CR in YAML format and can either be deployed to the KADC
using an ArgoCD Application or directly into the KADC using a Kubernetes interface. The first approach
is more appropriate when the component manifest requires much more information than is made available
during deployment time. The second approach is more appropriate when the component manifest is
relatively static and does not change often over time.

6. Custom Kubernetes Operators

KADC Custom Operators provide computational and logical separation of concerns for deployment to
various platforms. These Operators come in the form of third-party software, and in the case of this paper,
a set of custom Kubernetes Operators we developed that integrate with OpenStack. The “Operator design
pattern” as described by the CNCF Whitepaper, splits functionality of CRs into controllers, which
continuously reconcile changes from requested state to desired state in order to accomplish a deployment:

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 11
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Figure 5 - Custom Operator Reconciliation Components

Operators can contain one or more controllers, which in turn typically manage one CR per controller. The
controller is a code-bound component of a Kubernetes Operator and can be written in various languages
that are compatible with the Kubernetes runtime. In our case, we chose the open source OperatorSDK
Framework [45] and Golang Language [46], although any Kubernetes-compliant Operator
implementation will work as well.

The fundamental primitive of a controller is the control loop, which reacts to state-change events until
either the desired state is achieved (“reconcile” in Fig 3.) for a particular CR, or until it reaches a final
error state. As the runtime-manager of CRs, the control-loop within a controller act as a time-bound
polled reconciler of changes. It can also publish events that give a DevOps engineer further information
about deployment checkpoint status or error details:

Custom Resource Definition Specification (CRD)

A custom resource is a conceptual representation of an object within Kubernetes. Included in a
CRD specification are the structure of the object, the variables within the structure, and the
datatype of each variable. Thus, this CRD primitive is highly configurable, and much like object-
oriented programming, demands its own design considerations when developing custom
controllers to manage them.

Event Types
Within a Kubernetes controller, there are three major events that are reconciled for the current
state: 1) Create; 2) Update; and 3) Delete. The controller must have logic that handles each of

these cases in a graceful manner for both happy-path and error-path situations so that it is reliable
and feature-complete.

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 12
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Current State

The current state is the latest requested state committed into the KADC. For instance, when the
current state is updated, an update event is sent to the Kubernetes Operator along with the next
state to be reconciled.

There are two forms of state that can change in a CR: 1) The specification field, and 2) the status
field. The change of one of these fields will trigger the Reconcile Loop.

Reconcile Loop

The reconcile loop is a function that processes events in order to converge these events toward a
desired state. Within a reconcile function, there are three possible outcomes:

1. Successfully process state event and don’t requeue

2. Requeue the event to be processed again later in time due to an error scenario

3. Stop requeuing due to error scenario (with exponential backoff being an option for repeated
errors)

With these three options, programmers can code controllers to be resilient to faults that may occur
in the event of network issues or one-time errors, while also handling repeated errors gracefully
with an exponential backoff option.

Operator services are hosted within the Kubernetes runtime as Deployments, Replica Sets, and
Pods, and are easily configurable with the settings of these common Kubernetes resources. The
main idea of hosting these Operators within the KADC runtime is to utilize high availability (HA)
deployment capabilities inherent within the Kubernetes control plane that contributes to increased
reliability of deployments.

7. Openstack Deployment Orchestration Architecture

OpenStack is a complex virtualization platform with many possible arrangements and use-cases. For
deploying different kinds of workloads — namely VoIP and Web-Scale, it is important to first decide
which API integration we wanted our Kubernetes Operators to interact with within the OpenStack
Ecosystem. We could then decide how Operators should interface with this integration.

Upon careful exploration of available options, we decided to integrate with the popular Heat

Orchestration Template (HOT or HEAT) APIs [47] because they leverage declarative resource templates
that are more easily compatible with our chosen GitOps approach:

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 13
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Figure 6 — Example Kubernetes Resource Specifications with Heatstack CRD

There are two essential components within our custom resource specification for OpenStack: 1) An
orchestration template, and 2) An authentication template.

The resource scheme developed with the declarative specification listed in Fig. 6 allows for a high
amount of flexibility in deploying key OpenStack resources. For instance, rather than having a set schema
that declares which variables can be passed to a HEAT template, the “extra_vars” field in Fig. 6(a) can
have an arbitrary number of parameters that work with a wide variety of Heat templates. The Heat-
Template abstraction is then meant to be a highly flexible schema that serves a wide variety of use cases
on the OpenStack platform.

With the “OpenstackProvider” resource listed in Fig. 6(b), we can further configure the authentication
settings that we are using to interact with the HEAT APIs, which are needed for creation, update, and
deletion of Heatstack CRs. This template-based approach is also applicable to other platforms such as
cloud-native and other virtualized setups as well, as declarative API specifications have become popular
within the IT Industry in general.

KADC resource specifications can thus be used to convert very broad requirements into specific ones,
without a high amount of setup effort for simple deployments. In this example of a HEAT Template API
interface, the outputs of the Heatstack Template are returned by the API, and these fields are populated as
state in the Heatstack CR.

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 14
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7.1. Core Deployment Orchestration

In this section we propose an opinionated way of utilizing the primitives we have designed in Fig. 6 so
that we can create a base set of API interfaces with OpenStack for the HEAT Template primitive:

(d) Heatstack Controller
Reconcile Loop Invokes

OpenStack APlIs, and Loops on (e) Creates, Updates,
Time-Interval until Deploy t Deletes Openstack
Success or Error Condition: Resources using HOT Apis:

Reconcile ) Openstack § Openstack § Openstack
- omnsmck
Updated
Kustomize with H ck [ Heatstack CR
gl Kuveretes > Controller g Status
(f) Updates Heatstack CR Status and Node

| Replica Information (IP Address, Hostname,
(b) Creates, Updates, Deletes 3 Kubernetes ect)
Resources:

(a) Argo Pulls
Commits:

< (c) Heatstack Controllers
Listens for Changes to:

—>

Figure 7 - Kubernetes Resource Specifications for Heatstack Deployment

With Fig. 7(a) and Fig. 7(b), we utilize ArgoCD’s Kustomize interface (although Helm is also possible) to
submit updates to each of the three Kubernetes CRs listed in Fig. 6. The controller then listens for change
events for each of the custom resources and reacts to those changes in steps Fig. 7(c)-(e).

OpenStack API Control-Loop Logic

In the event of a bulk create event on resources, the Heatstack Controller reacts to the create
events in Fig. 7(c), which will create the Heatstack CR, the Heatstack Config Map, and the
OpenStack Provider CR as resources in Kubernetes. In step Fig. 7(d), the controller invokes an
initial API call with the OpenStack API, however finalization of this API integration takes time.
For example, a large-sized VM deployment can take a few minutes to a few hours to complete
depending on the magnitude of scale you are targeting. Thus, it was important for us to design the
Heatstack controller to poll the OpenStack resource it just created in order to validate the health
of the deployment over time and report its state to our GitOps Listeners.

Heatstack Controller Status Update Implications

This idea of polling the HEAT-API for details on deployment state is fundamental to the
implementation of resources that rely on the Heatstack, such as Load Balancers, TLS Certificates,
and DNS entries, because each of these features rely on an up-and-running deployment. Even
without these auxiliary features, reporting the status of the deployment back to ArgoCD via
health checks enables better visibility of the deployment logic within the ArgoUI interface
detailed in Section 5.
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The status field of the Heatstack resource serves as the fundamental way that health checks are
implemented, with a status field having to be “complete” for the Heatstack resource to be
considered healthy in ArgoUI. Other details in Fig. 7(f) are also updated within the status field, as
such:

1. deploymentStatus
- Can be either: IN. PROGRESS, CREATE COMPLETE, UPDATE COMPLETE, or
ERROR
2. deploymentStatusReason
a. A string field that indicates success or error reasons
3. outputs
- A list of key value pair objects that store critical data from HEAT deployments.

For each successful create, update and delete event, the deployment status gets updated with a
simple tag that aids us in tracking the deployment status. The “outputs” field is updated in Fig.
7(f) with multi-VM IP and Hostname attribute details following a completed change event, which
aids in health checks and further controller processing for auxiliary features.

Resilience Features in the Heatstack Controller Design

The control-loop approach for CR Status updates improves overall deployment resilience. Using
control-loops, controllers can continuously integrate the latest changes committed to Kubernetes
via ArgoCD while also validating previous changes or discarding them depending on the
situation. This level of runtime control within our deployment implementation also allows for
proper handling of errors. With exponential backoff capabilities within the control loop, we can
eventually stop processing changes that are causing repeated and sustained errors over time, while
also informing users through the “deploymentStatusReason” field of the underlying issue.

7.2. Auxiliary Deployment Orchestration

Operators leverage create, read, update, and delete (CRUD) APIs to orchestration HEAT-template
resources. In our case, we have chosen to use a single controller within our OpenStack Operator called the
“Heatstack-Controller” in order to manage these resources, while using other controllers as auxiliary
integrations around this fundamental controller to supports dependent features.

Overall, the 5 key areas of solutions we incorporated into our OpenStack integration design via various
APIs were:
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Table 2 - OpenStack Deployment Architecture Components

Resource Deployed API Used by Key Objective Leverages OpenStack
Operators Accomplished API?
Heatstack(VM, OpenStack HEAT, aka | Orchestrate / Deploy Yes
Storage, Network “Heatstack Template” VMs, Volumes, and
Management) APIs networks to OpenStack
using Images
Application OpenStack Image APIs | Managed Packer-Built | Yes
Management Images used by
OpenStack VMs
DNS Management VinylDNS API Manage DNS Records | No
in VinylDNS System
Certificate Certificate Manager Manage Certificates No
Management API tied to DNS Records
Load Balancer Route Traefik Kubernetes Manage Traefik-LB No
Management CRD API Routes Exposed on
various HOT VMs

At the core of the deployment is the VM, Storage, and Network resource management solution, while
several additional open-source ancillary components (VinylDNS, Certificate Manager, Traefik
Kubernetes CRD provider) were chosen to demonstrate additional functionality [48-50]. These additional
features were chosen because they are typically challenges that are faced by engineering teams in getting
their applications to production and in managing complexity of common deployment setups on
OpenStack. It is also important to note that these additional components may be replaced within this
design with other software that has similar API functionality to support interchangeable components.

(a) Pods in
Kubernetes that
handle
computationally-
separated
deployment logic

(b) Controllers
manage individual
resources via CRUD

Platform API
Interfaces.

communication).

OpenStack
Operator Pod
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Figure 8 - OpenStack Kubernetes-Operator Architecture Components
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There are two essential relationships between the resources listed in Table 2 and the Operator
Architecture listed in Fig. 8, which are the controller-resource relationship and the listener-resource
relationship.

In the controller-resource relationship, custom resources in Kubernetes are processed by various
Operators to create new platform-specific implementations via their various API endpoints. In our case,
the core resource being deployed is the Heatstack (described in Table 2) which supplies the declarative
specification of resources supported by OpenStack. In the case of a Heatstack CR, a single controller will
implement this relationship. In a similar way to the HeatStack Controller, the ancillary controllers -
VinylDNS, CertificateManager, and Traefik, enable the management of DNS, TLS Certificates, and Load
Balancing Routes.

In the controller-listener relationship, controllers listen to changes on controlled resources and react to
those changes based on additional information captured through Kubernetes CR annotations to implement
synchronous and orderly deployments. For example, the “Traefik-Heatstack-Listener” waits until a
Heatstack has been fully deployed before exposing it through a Traefik Load Balancer Route using
settings specified within the Heatstack CR annotations / metadata fields.

For each pod in Fig. 8(a), the controllers and listeners underneath match with the pod from a service
perspective. This architecture separates concerns on both the computational level and from a logical
standpoint. Using this clear separation of concerns, we built an architectural scheme with 4 pods that
interfaces with OpenStack, Traefik, VinylDNS, and Certificate Manager:
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Figure 9 - Traefik Http-Route Integration with Auxiliary OpenStack Operators

Our GitOps implementation supports the synchronous processing of core and auxiliary components of a
web-scale deployment as described in Fig. 9(a) and Fig. 9(b), and with all the components listed in Table
2. As mentioned earlier in this section, we leverage KADC Operators to ensure that core components are
created before auxiliary components are processed. The key example in Fig. 9 is that Fig. 9(c) and Fig.
9(d) are processed after Fig. 9(b)1-3. This ensures that infrastructure VMs, VinylDNS and Certificates
prerequisites are all created before services are exposed via the Traefik Load Balancer. After this initial
work is performed, step Fig. 9(e) triggers with the settings passed to the Traefik KubernetesCRD
provider-controller which exists on the Traefik Load Balancer instance itself, and this step processes the
Traefik Route custom resources created by the Traefik-Listener controller in the KADC in order to
expose groups of OpenStack VM services to load-balancer routes. The configurable settings within
Traefik are listed in the Fig 9(e), split into load balancer strategies and basic settings for our ease of
understanding. With a single exposed route, you can typically choose a single strategy to work with
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depending on your needs, however virtually unlimited routes can be exposed with a single manifest
specification in the KADC.

In addition to enforcing order in the bulk-create-case, in the case of a scalability update scenario the
design also ensures zero-downtime deployments. This is accomplished with careful coding of custom
KADC Operators for these common scaling cases:

1. Scale up VM nodes: Traefik listener will not process VM node scale-ups until the action is
complete. Scaling up with the OpenStack HOT API does not delete existing nodes or recreate
them, and thus this setup enables zero-downtime deployments.

2. Scale down VM nodes: Tracfik immediately removes the necessary VM(s) from exposure in the
event of a scale-down before the Heatstack-Controller deletes them. This also ensures zero-
downtime deployments as well.

8. Advanced Deployment Capabilities for Web-scale Workloads

A web-scale workload is a component in many telecom products that use REST, gRPC, and other popular
HTTP-based communication protocols. To demonstrate the augmentation of web-scale services with
advanced load balancer strategies, we propose leveraging the weighted-round-robin strategy (listed in Fig.
9) within Traefik to allows assignment of different integer weights to groups service nodes, such that
certain nodes can proportionally receive more traffic than others. Our aim in implementing this
functionality is to demonstrate that our design can take advantage of the following advanced deployment
capabilities not widely available in virtualization infrastructures and typically reserved for cloud-
native/Kubernetes platforms:

e Blue/Green Deployment [51]
e Canary Deployment [52]
e Scaled-Rollout Deployment [53]

The general process by which the weight changes are leveraged is using the previously mentioned

integration with Git in Fig. 2, which is accomplished with either manual Git commits, or with automated
Git commits using a service account triggered by Argo Workflows or ConcourseCl:
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EXPO22

SCTE" + CABLELABS® + NCTA
SEPTEMBER 19-22 - PHILADELPHIA, PA

A
2022 Fall
(‘ Technical Forum
4

Developer changes
LoadBalancer
weight value(s) in
Git

ConcourseCl Cron- S User or Automation
; Change Weight in :
Based Automation Traefik Specification Validates Argo
to Change weight P Application is Healthy

value(s) in Git Inleleiieiias Correctly after Change

Argo Workflows
Cron-Based

Automation to
Change weight
value(s) in Git

Figure 10 - A Simplified Advanced Deployment Process for Traefik Orchestration

Blue-Green Deployment

For a blue-green deployment, two separate weight changes for two groups of applications occur.
Within the Traefik Load Balancer specification, we can group applications under label “A” and
label “B” and give one group a weight of “1”, while the other gets a weight of “0”. This is
implemented as a Kubernetes annotation on two separate HeatStack CRs, which correspond to the
applications “A” and “B”. Using an atomic switch functionality implemented with our Heatstack
controllers, we can ensure that A and B switch weights via the Traefik configuration in a single
transaction, such that Traefik immediately switches over from A to B with zero downtime. Using
the Operator framework and a Config Map lock, we can successfully process both weight
changes via the Traefik Listener such that it is transactionally atomic, and thus accomplishes the
goal of integrating Heatstacks with Traefik on OpenStack, while keeping processing scaling of
each Heatstack independent of this functionality.

Canary Deployment

For a canary deployment, a similar technical scheme is used as the blue-green strategy in order to
change the proportion of traffic going to services. As opposed to blue-green deployment where
we perform an immediate switch-over from one application to another, in this case a new web
application is introduced and validated over time with increasing levels of traffic so as to reduce
risk of application issues in the event of a blue-green deployment.

As mentioned in Fig. 10, the process of committing weight changes to Git can be either
performed through manual Git commits by a developer or Git commits via planned automation.
In the case of canary deployments, it is preferrable to use a platform such as ConcourseClI or
Argo Workflows to perform the canary deployment changes so that incremental traffic changes
can be automatically applied over time without human intervention. This was demonstrated in
Fig. 10 with the “Automated Cron-Based CI Triggers”, which make it easier for planned changes
to be continuously integrated based on a pre-scheduled change.

Scaled-Rollout

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 21



EXPO22

SEPTEMBER 19-22 . PHILADELPHIA, PA

A
( 2022 Fall

Technical Forum
V SCTE® + CABLELABS® + NCTA

Scaling up / down actions can also be combined with load balancer weight changes to perform
even more complex and useful arrangements of deployment schemas such as scaled-rollout
strategies. As discussed earlier in Section 7, order is enforced in scale up and scale down
situations between core and auxiliary components in Fig 8. This augmented functionality enables
us to perform a scaled-rollout scenario with zero downtime, similar to how Kubernetes performs
this same action for Replica Sets and Deployments.

With many open-source tools available at our disposal that are alternatives to Traefik, there are a whole
host of different load balancers that could be very easily supported in similar ways. In fact, the popular
open-source load balancers Nginx [54] and HAProxy [55] also provide Kubernetes manifest interfaces
that would allow for similar scale up / down functionality, although the only caveat is that this support
would require significant investment in Operator development to expand your load balancer option.

9. VoIP Stack POC Deployment using ArgoCD/Argo Workflow

As we called out in the introduction of this paper, most telecom workloads are still deployed on private
on-premises cloud and running on virtualization solutions such as OpenStack. In this section, we will
introduce a representative VolP stack that is fully consisting of open-source implementations and
mirroring of what a typical telecom provider might have in their network, and explain how to use the
proposed CI/CD GitOps architecture to achieve end to end automation.

Jambonz CPaa$ API

FreeSWITCH Audio/
Video Conference
Server

FreeSWITCH FreeSWITCH
Voicemail Server Call Feature Server

Kamailio SIP Proxy Kamailio SIP Proxy
Load Balancer Load Balancer

t $

U Openstack VIP

Figure 11 - Freeswitch-Openstack High Level Architecture

This VolP stack consists of the following components: 1) FreeSWITCH SIP feature server [56]; 2)
Kamailio SIP Proxy [57]; 3) Jambonz CPaaS solution [58].

FreeSWITCH is an open-source modular SIP feature server that can be configured in different ways to

fulfill roles such as a call feature server, a voicemail server, a multi-party audio/video conference server, a
media server, a transcoding SBC, or a WebRTC gateway.
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Kamailio SIP Proxy is a very popular open-source SIP load balancer that can be used to front the
FreeSWITCH and perform different kind of SIP load balancing. It is often deployed in a HA setup to
allow for local redundancy.

Jambonz is an open source CPaaS platform that exposes Webhooks and RESTful APIs layer for invoking
communication network capabilities such as call control, digit collection, or voice interaction. Underneath
it is utilizing FreeSWITCH with additional modules to integrate with public cloud offering for text to
speech, speech to text, or even voice dialog solution such as Google DialogFlow.

Deploy Deploy Deploy Deploy
FreeSWITCHes Kamailio VMs Openstack VIP Kamailio HA

Deploy
Jambonz VM

Figure 12 - Freeswitch-Openstack Deployment Process

The above Argo Workflow describes a desired deployment sequence of the VoIP stack and the
dependencies between components.

1)

2)

3)

4)

The set of FreeSWITCHes will be the first group of components to be deloyed; Those
FreeSWITCHes will be created in Openstack using the same FreeSWITCH packer image we
generated in the application CI stage but will be instantiated with the proper configuration
depending on which role the VM install is going to play, for example, a voicemail server might
load a voicemail FreeSWITCH configuration for it to load the required modules and the correct
dialplans;

Once the IP addresses and SIP ports of FreeSWITCHes are known, we can deploy the two
Kamailio SIP Proxy VMs using the Kamailio SIP Proxy packer image, each with the proper
configuration to load balance SIP requests to the above FreeSWITCH instances.

Once the two Kamailio SIP proxy VM are created, the deployment process will need to acquire a
VIP resource from the underlying Openstack infrastructure and modify the Kamailio SIP VM
network port configuration so the VIP can be honored by those two network ports. The
interaction with Openstack is done through Openstack CLI client running within an Argo
Workflow container. This step is required before the next step HA configuration for Kamailio SIP
Proxy.

With the VIP generated from Step 3, the deployment process can install keepalived on those two
Kamailio SIP proxy VMs with the proper keepalived to monitor each other so they form a HA
pair. Only one VM will be claiming the ownership of the VIP at a time, the other will only take
over when the current one fails to respond to keepalive pings beyond a defined threshold.
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5) In parallel to step 2-4, a separate deployment task will be used to kick off the Jambonz CPaaS
API VM deployment using a Jambonz Packer image, and instantiated with the proper
configuration to point to the FreeSWITCH IPs and Ports.

10. Impact & Caveats of Unified Deployment Strategy

In this paper, we presented two key methods of tackling the “Temporal Synchronicity Problem” in Fig. 1:

1. The Operator Design Pattern
2. The Argo-Workflow Design Pattern

The primary outcome of our efforts with these two patterns was the compression of complexity into
manageable abstractions that help simplify the continuous deployment process.

10.1. Operator Design Pattern

With the Operator Design Pattern, we solve the “Temporal Synchronicity Problem” in Fig. 1 with
independent controllers separated across fault-tolerant pods within Kubernetes. Operator architecture
leverages clear separation of concerns as a key aspect of this solution, which was demonstrated in the
Traefik Load Balancer example in Section 8. Combined with the GitOps methodology, the Operator
Design Pattern also shines in its capability to continuously integrate with platform endpoints to ensure
that actual state converges with latest state in Git over time. This enables easier handling of complex
interactions between components, such as the interaction between OpenStack Infrastructure and DNS
allocation logic where one step is dependent on another.

While it is favorable from an engineering standpoint to compress deployment complexity into the
Operator Design Pattern to solve the issue in Fig. 1(a), there is admittedly a significant fixed cost in
setting up the Operator infrastructure to support a new platform. In addition to this fixed cost, there are
some variable costs to maintaining a deployment KADC platform Operator, however our evaluation is
that this cost is minimal compared to maintaining a diversity of different DevOps tooling. The general
rule of thumb we have discovered in designing and developing Kubernetes Operators for custom needs is
that if you need a highly complex and continuously validated API-based integration with a new platform,
Operators are probably your best option.

10.2. Argo Workflows Design Pattern

Whereas the Operator design pattern enforces deployment order through sub-patterns such as the
resource-listener architecture, the Argo Workflows Design Pattern does so via its native “direct acyclic
graph” compatibility, or DAG for short. DAGs provide a very powerful way to orchestrate both
synchronous and asynchronous actions based on containerized workloads so that order may be easily
implemented. Compared to the Operator Design Pattern, Argo Workflows does not require nearly as
much custom coding and setup, as it is a template-based solution.

As most notably demonstrated with the VoIP Stack deployment in Section 9, Argo Workflows is
leveraged in order to deploy various components within the proposed VolP Stack. Due to the simplicity
of this use-case where VM configuration needs to be updated, Argo Workflows shines with a short,
containerized script that accomplishes a small set of tasks.
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10.3. Resource Savings using Unified Platform Approach

Revisiting all the issues tackled in this paper listed in Fig. 1, the end-goal of solving these problems is to
aid engineers within telecom organizations in ultimately saving time and effort in performing complex
deployments. Having experimented with both manual and automated approaches in designing the
proposed systems outlined in this paper, we can comfortably report those automating deployments with
our proposed GitOps-based architecture speeds up our deployments significantly in the two examples we
explored:

1. Web-Scale Deployment on OpenStack with Traefik
a. Without GitOps Automation: 1 Work Day Average
b. With GitOps Automation: 2 Minutes Average

2. VolIP stack on OpenStack
a. Without GitOps Automation: 1~2 Week Average
b. With GitOps Automation: 30 Minutes Average

In addition to the quantitative resource time-savings, we were also able to unify and significantly augment
our current deployment capability from a qualitative standpoint. With improvements to the workflow of
deployments and increased observability via GitOps Operators such as Argo Workflows and ArgoCD, we
demonstrated a straightforward and streamlined method of deploying resources across platforms, while
also abstracting away key details of deployment procedures from the deployer.

The OpenStack Operators listed in this paper further allowed us to augment our currently available
deployment approaches with advanced methodologies such as blue-green, canary, and scaled-rollout
strategies. Our goal in augmenting the OpenStack platform with the Traefik Load Balancer is to
demonstrate that advanced capabilities are possible on virtualized platforms and can be reasonably
implemented with speed and efficiency in mind. On the other hand, by using Argo Workflows as a multi-
stack orchestrator, we demonstrated how resources could further be updated on a scheduled basis to
remove critical manual steps from routine deployment situations.

11. Conclusions

One of our industry’s most burdensome software-development trends is a diversity of application
requirements that will continue to cause major strategic bottlenecks in deploying new types of workloads,
while also driving increased long-term costs of sustaining older legacy apps of an assorted variety. In this
paper, we have proposed a proof-of-concept solution that seeks to solve these problems by enabling
increased platform deployment diversity and velocity by using a single administrative control-plane for
both web-scale and VolP workloads, as well as across different deployment use-cases.

With our proof-of-concept web-scale and VoIP Stack deployment approach for the OpenStack platform,
we demonstrate one possible implementation for a variety of common telecom industry-specific
scenarios. With a GitOps methodology for deploying OpenStack resources, we established that it is
possible to create opinionated deployment abstractions that compress complexity into fault-tolerant
Operator-pattern primitives, while allowing for extensibility and reusability of these primitive in an
object-oriented manner. With a scheme of custom-resource organization, we implemented recognizable
and easily understood constructs with general implementations of design-patterns to deploy compliant
infrastructure and software across multiple platforms. By extending this approach into the realm of cloud-
native and other more modern types of workloads, it is also easy to imagine adding similar ways to
deploy to newer and more experimental, cutting-edge platforms through similar designs and architectures.
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While the IT Industry moves toward GitOps as a popular methodology, we believe the key lesson for our
telecom organizations is that it may be difficult to onboard complex applications such as VolIP Stacks to
most platforms without better forms of deployment orchestration. While GitOps Operators such as
ArgoCD and Argo Workflows provide a good starting point for abstracting deployment listeners, most of
the DevOps work in our proposal resides with custom Operator development and sustainment for highly
complex scenarios, while Argo Workflows shines in simple DAG workflow cases. This methodology
provides a basis for future development with Kubernetes Operators or other chosen organizational
constructs that are practical for software teams to adopt over time.

The decision to move toward multi-platform deployments will no doubt require careful thought and
investment in compressing key implementation details of deployments into manageable abstractions.
Within the realm of web-scale and VoIP workloads, it is important to appreciate the complexity of
deployment logic, the tools available to solve common problems experienced by DevOps Teams, and the
proposed solution’s architectural tradeoffs. While the industry continues to move toward increased
complexity of newer, more modern and powerful platforms, we should consider from a resource
standpoint that managing all these systems can become unduly burdensome and subject to human error.
Our hope for future research in this area is that it continues to find increasingly efficient and simplified
ways to use GitOps, Kubernetes and similar tools that augment the overall DevOps experience.
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Abbreviations
API Application Programming Interface
CI/CD Continuous Integration & Continuous Delivery
CLI Command Line Interface
CR Custom Resource
CNCF Cloud Native Computing Foundation
CRD Custom Resource Definition
DAG Directed Acyclic Graph
HA High Availability
REST Representational State Transfer
RPC Remote Procedure Call
RTP Real-time Transport Protocol
SDLC Software Development Lifecycle
SIP Session Initiation Protocol
VolP Voice Over IP
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1. Introduction

Every brilliant network deserves a brilliant onramp, one which makes it simple and easy for customers to
get quick, ready- access to the services for which they are paying. This first interaction with services and
products will leave a lasting impression that will be difficult to change if it isn’t positive. At Comcast,
teams are intently focused on ensuring that this onboarding or first-time user experience (FTUE) is
frictionless and positive for our customers. We look to minimize customer interactions stemming from
difficulties with onboarding and to direct as many folks as possible into the nself-install installation route.
This paper examines how we are using cloud native such as workflow orchestrators and Functions as a
service (FaaS) to realize this goal. We will examine how previous paradigms employed for onboarding
provided a foundation for the new workflow orchestration architecture presented here and helped propel
us in that direction. From the perspective of software development, we wish to develop platform services
that are robust, highly observable, scalable, quick and easy to modify and deploy, while providing the best
customer experience.

2. Onboarding Process

The process of onboarding IP (Internet Protocol) gateway devices has evolved with changing
technologies and business opportunities. Customers used to rely heavily on technicians to help onboard
their equipment. Interactive Voice Response (IVR) systems were available to help customers who needed
it. There has long been a web interface used by both customers and technicians to facilitate the
onboarding process. With the advent of mobile applications, new business opportunities arose. Comcast
introduced mobile applications and recognized the potential of the superior user interface there to improve
the onboarding experience. This was also about the time when our advanced xFi gateways running the
Resource Development Kit — Broadband (RDK-B) firmware were introduced. These gateways would
necessitate changes to the existing onboarding process, as additional backend services were now
involved. Initially only IP gateway devices that were leased to customers ran the RDK-B firmware and
consequently our focus was solely on these devices. Onboarding functionality was implemented as part of
the single Application Programming Interface (API) supporting most of the functionality for what was
then called the xFi app. This paradigm served us well for a long time.

The success of the onboarding process in the xFi app encouraged the
business to seek additional opportunities. Soon discussions were

The decision was made

underway about how we could support customers who chose to bring to l.)llll(.l the COAM

their own device, so-called customer owned and managed (COAM) activation as a

devices, when subscribing to Comcast High Speed Data (HSD) service. collection of FaaS

A growing percentage of Comcast broadband customers opt for this route components that would
and ideally their onboarding experiences are as consistently positive as then be orchestrated by

those experienced by customers who lease gateways from Comecast.
Concurrently, software engineers began to recognize the drawbacks of
operating software as large applications performing many different

an external workflow
engine. Separating

functions and the era of microservice architectures dawned. As we concerns in this way
contemplated adding support for COAM devices to the xFi application, affords us a host of
we began examining how we could leverage the benefits of the emerging benefits which we shall

microservice architectures at the same time. examine in detail.
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Onboarding requires asynchronous execution of a series of tasks to activate service, update core device
configurations such as wireless fidelity (wi-fi) radio credentials, provision or update status of the device
in a central device repository, and conditionally apply other device configurations. All of these functions
could potentially be performed by

discrete functional units as suggested by microservice architectures. The decision was made to build the
COAM activation as a collection of FaaS components that would then be orchestrated by an external
workflow engine. Separating concerns in this way affords us a host of benefits which we shall examine in
detail.

The COAM onboarding workflow was successfully implemented in this fashion and introduced into the
xFi app. We were now able to provide the superior mobile application onboarding experience to both
leased and COAM customers, so when the business value of facilitating onboarding of gateways for
customers in Multi Dwelling Units (MDUs) via the mobile application became apparent we were well
positioned to tackle that work.

3. Leased Gateway Orchestration

The introduction of leased gateway orchestration to the xFi mobile application was a large success. We
were able to gain more insight into how the onboarding process was performing, identify opportunities to
improve the customer experience and the orchestration of all the requisite back-office processes. Most
significantly, customers could onboard their devices out-of-band, meaning without being connected to the
wi-fi network broadcast by the IP Gateway itself. This opened many opportunities for an improved user
experience in the xFi app and facilitated the increased use of Self-Install Kits (SIKs) for IP Gateway
onboarding. SIKs meant fewer technicians visiting homes to facilitate the onboarding process. The leased
gateway onboarding functionality was part and parcel of the platform API supporting the xFi mobile
application. This single large software application was in line with how most folks were building software
and made it easy to deploy and operate. Figure 1 illustrates this leased gateway workflow orchestration.

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 4
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Monolithic Software Artifact

Obligatory Tasks

Conditional Tasks Conditional Tasks Conditional Tasks

Figure 1 — Leased Gateway Workflow Orchestration

Our leased gateway onboarding implementation provided some great benefits as detailed here.

3.1. Observability

Because we were orchestrating the whole onboarding process from a single software workflow, we had
great visibility into the whole process. A home-grown system for distributed tracing, named Money,
which Comcast later open-sourced, allowed us to follow a request from the mobile application client
through our orchestration to the various back-office services involved in the onboarding process. As long
as the leased gateway flow was the only one supported this process worked well and gave us much insight
into the onboarding workflow. As we added additional workflows for COAM and MDU devices we
realized we had an opportunity to do better still and gain insight into how common tasks performed in
aggregate across all the onboarding workflows.

3.2. Orchestration Modification

Once established, the leased gateway onboarding workflow changed infrequently. Within the xFi platform
API, the code for the workflow was well encapsulated and could be modified when need be to support
evolution of the onboarding process. The addition of the COAM workflow provided the impetus to
extract the workflow definition from the code itself so that it could be managed and evolved
independently of the code that implemented the business logic described by the workflow definition.

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 5
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3.3. Workflow Testing and Deployment

While the leased gateway onboarding workflow was the only one we supported, testing and deployment
was straightforward. Changes would be made, and the workflow would tested via a mixture of automated
testing and manual testing using the client interface. As we began to consider COAM onboarding, we
looked for opportunities to manage the two workflows separately so they could be tested and deployed
independently and changes to one workflow would not necessitate any testing of the other if the changes
did not apply.

3.4. Workflow Composability

In the monolithic orchestration in Figure 1, the conditional tasks shown are responsible for additional
configurations that fall outside of the primary onboarding function as previously discussed. The gateway
device is onboarded and functional from the customer’s perspective after the primary tasks in the
orchestration have been successfully completed. The advent of microservices architecture and the
emerging architecture for COAM onboarding would provide the opportunity to treat these conditional
workflow tasks as independent workflows whose execution could be done independently of the primary
onboarding workflow. This separation would allow each of the workflow to be given the retry semantics
they required and provide greater clarity as metrics could be separated and tallied individually for each
workflow.

4. Workflow Orchestration Architecture

The introduction of COAM onboarding in the xFi mobile
application gave us the opportunity to implement the architecture
we’d been formulating, built upon an external workflow engine
and independently deployable FaaS components. This paradigm
decouples the workflow orchestration from the task

implementation. An externalized workflow engine handles
orchestrating tasks for which implementation isn’t coupled to the . .
workflow engine in any way. Tasks are implemented as discrete The intr (.)du?tlon of (;OAM
deployable units that are likewise free of dependency on each onboarding in the xFi mobile

other. application gave us the

The implementation of a common task only needs to be opportunity to implement the

completed once, and it joins a library of functionality from architecture we’d been
which engineers can draw as they build additional workflows. formulating, built upon an
These workflows are expressed in a domain specific language external workflow engine and

(DSL) wherein the interactions between the tasks are described ind dentlv deol ble FaaS
along with instructions about conditional execution of tasks, how Independently deployabie Faa
to handle error conditions, and when to retry task executions. components.

These workflow definitions are consulted by the workflow
engine and used to determine which tasks need to be executed
and in what order. This has allowed us to quickly support new
device classes or types as they are introduced, and to build
workflows that handle some ancillary concerns around gateway
device configuration that often accompany onboarding, such as

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 6
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the conditional enablement of gateway agents according to business and product requirements. This
paradigm also allows for greater visibility into workflow performance so that potential issues can be
identified and understood quickly and addressed with minimal disruption to our customers. Additionally,
it provides deeper insight into how each task of the workflow is performing, both in the context of a
single workflow and in aggregate across all the workflows in which it is used.

A high-level view of our new architecture looks like the image below, where service is used generically to
refer to independently deployable functional units. In our specific implementation we rely on FaaS:

Service A

(3]
— Service B
(s

Service C ’\ Upstream services

Workflow
Service

Client Application

Service D

Service E

0,

Service F

Figure 2 — Workflow Orchestration Architecture
4.1. Architectural Constructs

There are a few primary architectural constructs employed by our workflow orchestration architecture
which are described here. From these basic building blocks, we can compose and execute new workflows,
and reap other benefits, all of which we will examine in detail.

4.1.1. Task

A task is a discrete functional unit of work. In the onboarding domain this most often equates to a
Hypertext Transfer Protocol (HTTP) interaction with an external service used to fulfill some specific,
often repeated function. Examples include interactions to provision a gateway device in a centralized
device repository, or to associate a gateway device with a set of configurations in a cloud database. Tasks
should be generic enough to be reused by multiple workflows. If more than one workflow requires the
same piece of functionality, they will ideally use the same task implementation to accomplish this work.
The difficulty here lies in making tasks reusable without making them too large or generic. If tasks aren’t
granular enough, some of the benefits of the workflow orchestration architecture are lost, particularly the
observability and state management functions we will look at shortly. In our architecture, task

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 7
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implementations are typically done as
FaaS. Serverless FaaS functions are cost-efficient as they only consume the computing resources they
require. During periods of general inactivity, such as in the very early hours of morning when most
people opt for sleep over onboarding of their gateway devices, little to no compute resources will be
consumed. We’ve also done a good amount of work to standardize the request and response payloads

each task uses so that communication between tasks and with the workflow engine is facilitated.

4.1.2. Workflow Definition

Workflows are defined in a DSL wherein the set of tasks comprising the workflow, the order of their
execution, number of retries and retry semantics for each service, the inputs and output fields for the
entire workflow, and the input and outputs required by each task are specified. The workflow definition
may specify for each task, a fixed number of retries repeated at a fixed interval, an exponential back-off
strategy in which each subsequent retry is delayed by an order of magnitude more time than the last, or
even that no retries are warranted. The workflow can also specify that tasks be executed concurrently or
serially and provide conditions that must be met before a task is executed. Exit criteria for a workflow
may also be found in the definition. Certain task failures should result in termination of the workflow,
while in other cases workflows may be able to continue after failure of a task that is optional or not
essential to the overall workflow success. Our architecture uses a serverless cloud-based workflow engine
as described in the next section. Each workflow definition can be managed via the cloud console or
defined declaratively as JavaScript Object Notation (JSON) files and managed independently of the cloud
console. This allows for automated deployment of workflow modifications. They can also be visualized
using the tools provided in the cloud console.

4.1.3. Workflow Engine

Our architecture needs an engine to drive workflows. This engine reads workflow definitions to receive
its marching orders and then executes the instructions defined in the workflow definition. It is the engine
that orchestrates the task executions and applies the retry, concurrency, and conditional rules specified in
the workflow definition. The workflow engine manage failures, retries, and parallelization as described in

the workflow definition so developers needn’t be concerned with these ancillary functionalities and can
focus instead on where they can produce the most value, namely in implementing the business
functionality required by the onboarding process. All this functionality was provided by the initial leased
gateway onboarding, but now it is handled as a separate component that can orchestrate many workflows
and focus on its primary functionality without being bogged down with the details of task
implementations or the business logic embedded in the tasks. Since the tasks use standardized request and
response payloads the workflow engine simply feeds the output from one task to the next task in the
workflow.

4.1.4. Workflow Integrator

The workflow integrator is a component that provides a means for client interaction. It performs several
key functions that fall outside the purview of the workflow engine, the tasks, or the workflow definitions.
Chief among these is authorizing clients wishing to initiate workflows, mapping client requests to
workflow definitions, starting workflows via the workflow engine, and reporting status on currently

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 8
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executing workflows to clients who request it. The workflow integrator maintains a mapping of APIs to
workflow definitions. This mapping will also include data about what inputs are required for each
workflow. The client application makes a call to an API exposed by the workflow integrator which
consults its mapping, authorizes the client, verifies proper workflow inputs have been supplied, and starts
the Step Function State Machine that correlates to the client request.

Our specific implementation of the workflow orchestration architecture looks something like this:

Mobile Client

R Workflow Integrator

Workflow Engine
Upstream Service Upstream Service Upstream Service Upstream Service Upstream Service

Figure 3 - Workflow Orchestration Architecture Implementation

4.2. Benefits

The workflow orchestration architecture has delivered handily on its promise. It is currently in use for
both COAM and MDU onboarding workflows. Here we examine this benefits in detail.

4.2.1. Metrics and observability

With the modular units in our new architecture, logs are emitted to their own buckets in our log
aggregator, making it easy to aggregate logs for a given task, or get details of how a given task is
performing. Additionally, the workflow engine itself produces a wealth of data about the workflows it has
executed. These metrics have been collected and exposed via dashboards in various observability tools,
supplying great insight into workflow executions, and allowing us to find and address issues promptly.

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 9
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4.2.2. Reusability

Separating orchestration from business logic implementation in the services has helped us reuse the same
tasks for different onboarding experiences. For example, most onboarding experiences would involve
associating cloud-based configuration with a gateway device. Since each task is concerned only with its
specific business logic and does not have other dependent services, we can use the same configuration-to-
device-association task in multiple workflows without the need for duplicated efforts.

4.2.3. Development agility

Given that we can reuse tasks very efficiently, writing new workflows, in the best-case scenario, has been
reduced to writing a new definition file with references to the existing tasks that have already been
developed and deployed. This makes it easy to update an existing workflow. As an example, if an
existing workflow needs to change the order of the tasks it executes, the change is limited to changing a
workflow definition file and deploying it to production with no code change involved. Conversely, shared
tasks can be updated to implement some universal change, like a new endpoint or authentication
mechanism for an upstream service or a tweak in the business logic without having to modify the
workflow definition.

4.2.4. Ease of programmatic client integration

The clients who call our platform API which today include several back-office processes, and web
interfaces in addition to the original mobile application client, have an easy intuitive point of integration.
All workflows are initiated through API endpoints exposed by the workflow integrator and specified
using well understood open-sourced standards like OpenAPI. We are able to generate the client code
needed to interact with the platform API thereby eliminating a significant chunk of work the client
development organization would otherwise need to undertake. Additionally, since clients do not interact
with the workflow engine directly, workflows can evolve independently of and transparently to the clients
so long as the responses provided or inputs required don’t change. This allows for the tasks to add more
features and functionality without impacting clients. If the contract between the workflow integrator and
client application stays intact, there is no change needed on the client application and hence no updated
version of the app to be released. Mobile application evolution is complicated by the fact that customers
we wish to support may still be using older versions of the application. Being able to drive down new
features to customers without a client application update helps us provide a more frictionless experience.

4.2.5. State management

With the new workflow-based architecture, the workflow service tracks the state of the workflow as it
orchestrates the calls between multiple tasks. This allows clients to resume from the last successful task
execution in an earlier attempt; customers need not start the entire flow from the beginning and repeat
work they already completed. With the modular breakup in the new architecture, customers can resume
from the place they had left off in their previous attempt and not repeat the steps that they had already
done.

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 10
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5. Case Study: Mesh and Advanced Security Firmware Agent
Enablement

After a comprehensive discussion of the evolution of onboarding processes and the benefits of the
workflow orchestration architecture, we look at a specific example of how the move from one paradigm
to the other improved an important business process. The onboarding process involves the enablement of
firmware agents to support certain valuable features of our wi-fi product, specifically mesh networking
and advanced security. In our initial leased gateway onboarding, if conditions were met indicating the
need for agent enablement, this would be tried as an optional part of the onboarding orchestration. It was
optional in the sense that should these task executions fail, these failures weren’t reported as such to the
client, but rather as warning that these portions of the workflow had not completed successfully. Because
of the single orchestration, it was not possible to apply different retry semantics to this conditional agent
enablement or to allow customers to resume the workflow at these optional tasks so that any failures were
left to be dealt with by other external systems outside the context of onboarding. This was expedient in
that it allowed customers to accomplish their primary goal of getting access to their HSD service and
allowed any trouble in the ancillary configurations to be dealt with independently without requiring action
on the part of the customer or delaying their use of the HSD service. Figure 4 illustrates this process.

Onboarding
Orchestration

Obligatory Task —___ failure

success

failure Error termination, gateway is not
Obligatory Task e onboarded
success -
failure —

e

Obligatory Task

success

Continuation, gateway onboarding
failure complete but mesh agent isn’t enabled

success /

/ Successful termination, gateway

onboarding complete but advance security
agent isn’t enabled

Mesh Enablement Task

Advanced Security Enablement

Task failure

Figure 4 — Conditional Agent Enablement in the Monolithic Orchestration
The workflow orchestration architecture allows us to recognize the conditional enablement of agents as

independent workflows, with their own retry semantics and definitions of success or failure. This still
accomplishes the primary objective of avoiding a dependency on ancillary configuration before customers
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can use their HSD service. The workflow orchestration architecture however, allows us to intelligently
handle failures with the ancillary configurations and address them without reliance on external services.
When the primary onboarding workflow has successfully completed, it produces an event to a message
bus which is then used to trigger the subsequent workflows to
perform the agent enablement; the primary workflow is completely
decoupled from the subsequent workflows that perform the agent

Using the new workflow

orchestration enablement. Each can report success or failure on their own terms,
architecture for mesh and each can employ their own retry semantics. We can define
and advanced security appropriate retry semantics and ensure the enablement completes

successfully. Further decoupling is achieved by inserting a message
firmware agent bus between the primary workflow and the agent enablement
enablement has resulted workflows. The primary workflow does not initiate the subsequent
in better than 99.8% workflows directly. Each workflow has an initializer component that
success for each of these list'ens for events on the 'bus and'ini‘Fiates t.h§ workflow in response.

This allows for externalized retries in addition to the ones defined
Processes. for the workflow itself. This is particularly useful in a world where
gateway devices may be activated prior to shipment to customers,
but agent enablement requires the gateway device to be present on the network. The independence of
these agent enablement workflows has also allowed us to introduce incremental improvements to them
while leaving the primary workflow untouched. Figure 5 illustrates these improvements facilitated by the
workflow orchestration architecture. Using the new workflow orchestration architecture for mesh and
advanced security firmware agent enablement has resulted in better than 99.8% success for each of these
processes.

Workflow Engine
Leased Gateway Onboarding Workflow

v !
Workflow Initializer Workflow Initializer
Mesh Agent Enablement Advanced Security Agent
Workflow Enablement Workflow

Figure 5 — Agent Enablement with the Workflow Orchestration Architecture
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6. Unified Client Interface

As the onboarding process evolved, client interfaces needed to evolve along with them and means of
interaction with the platform in presenting the onboarding experience to customers varied. Because of the
nature of business process and software evolution, the differing onboarding processes discussed in this
paper have and will continue to live concurrently for some time. This diversity in client interfaces is
exacerbated by the independent evolution of business and product requirements for different channels,
such as mobile clients used by customers versus the web interface used by technicians, or the tools
employed by care agents to aid customers with onboarding trouble. Two disparate activation and
onboarding platforms have consequently emerged, with some level of interdependency. As new products
and devices are introduced, each channel needs to be modified to satisfy the latest requirements. While
this has allowed each channel to deliver the appropriate experience, the workflow orchestration
architecture gives us the chance to improve this situation. A single client interface for all activation and
onboarding needs across all products and devices would be preferable. Having different platforms also
increases the potential for customer experience inconsistencies and variance in how the different channels
achieve the onboarding process. Figure 6 depicts the crisscrossing interactions that result from the current
path.

Mobile App Web Client Care Platform Serlg’l':;:f:a"

Activation requests Acti{zation requests fof someUse cases )—\ct‘wation requests for other use cases
. . Service Activation on Network
Onboarding Orchestrations >
For Network / Infr Programing Infrastructure
Device configuration / setup Network / Infr Programing
Device
Management Network / Infr
Components Components

Figure 6 — Channel, Product Specific Client Onboarding Interfaces

To realize the opportunity that now presents itself, the teams responsible for these two platforms have
carefully crafted a plan to launch one onboarding hub for all products and devices that can be used by all
channels. While offering unified client interfaces, the hub will allow for channel-specific onboarding

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 13



EXPO22

SEPTEMBER 19-22 . PHILADELPHIA, PA

SCTE’ « CABLELABS® + NCTA

A
2022 Fall
(‘ Technical Forum
4

considerations while relying on single components for common functionality. Figure 7 illustrates how the
divergent platforms coalesce to provide the desired common client interface.

Mobile App Web Client Care Platform Service Repair
Platform

Activation ‘rgquests for all use cases

Activation & Onboarding Hub

Onboarding
Orchestrations

Device oana’iding / setup Network / infr. Programing

Device
Network / Infr
Management
Components
Components

Figure 7 — One Onboarding Hub for all Channels and Products

7. Conclusion

The workflow orchestration architecture we have introduced for onboarding processes has paid great
dividends. We have gained great insight into the functioning of workflows and the tasks of which they are
comprised. We have a library of discrete functional units that are used to compose new workflows as
required. We can quickly and easily modify these functional units apart from the workflow definition
itself and vice versa. Workflow specifications can be read and understood apart from the code. We can
implement different functional units in whatever programming language is most appropriate for the
specific functionality they provide. All of this is helping us to deliver the best possible FTUE to our
customers. We have seen steep improvements in onboarding success for COAM customers who can now
leverage the Xfiniy App for onboarding. The process is continually evolving but we have the proper tools
at our disposal to ensure the onramp to the network shines as brilliantly as possible.
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Abbreviations

API application programming interface
COAM customer owned and managed
DSL domain specific language

FTUE first-time user experience

HTTP Hypertext Transfer Protocol

1P Internet Protocol

IVR interactive voice response

JSON JavaScript Object Notation

MDU multi dwelling unit

Wi-Fi wireless-fidelity
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1. Introduction

This paper describes an effective agile process for teaching technical subjects in the workplace. For
example, data security, machine learning, cloud computing are technical subjects.

With the advent of Big Data and with today’s breakneck speed of technical innovation it is more
important than ever to provide the technical workforce with continuous education.

But many questions need answers: how frequently should a full-time employee be diverted from work
due to their education? What budget should be assigned to the continuous education of technical
employees? How can the teaching material be always kept up to date and relevant to the company?

As we were tasked to teach machine learning to a large portion of the software engineering workforce, we
had to ask ourselves these questions and more, and after a few iterations we reached our current process
which seems to “just work™: no extra budget and an average student’s NPS (net promoter score) nearing
100%. The process uses in-house technical experts to design and teach short lessons, and it uses past
graduates to act as mentors for new students. In addition, the process has the originally unplanned benefit
of favoring networking among employees from different parts of the company.

Encouraged by our successes we recently applied the same teaching process to new technical domains:
Data Science and Full Stack DevOps, again, it seems to just work. No extra budget and an average
student’s NPS in the 90s.

In this paper we answer the above questions and more, we detail our teaching process, and we share some
quantified results.

2. Dialectic of Teaching Alternatives

As we embarked on our task of teaching machine learning to a large fraction of the software engineering
workforce, we had to evaluate the then current legacy teaching structures. This evaluation led us to
attempt a somewhat formal description of teaching alternatives, with the purpose of identifying what
would work best for our task.

2.1. Legacy Teaching Structures
Two very distinct teaching programs existed when we started.

The first was akin to a university course but only for the selected, high-performing employees. Over the
span of nine months, a carefully selected few employees are gathered in a classroom with an external
adjunct teacher with a curriculum that is optimally designed to match Comcast needs. The rather trivial
problem with this program is that it is not scalable, not only on the “horizontal” view of fulfilling the
education of many employees, but also on the “vertical” view of the continuous education of one
employee. Nevertheless, this is a successful and coveted program, and it is being continued today.

The other was open to all employees: it is a selection of online teaching materials. The problem with this

totally async approach is that students that can learn on their own don’t necessarily need this pre-
selection, while students that would need some help do not get it.

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 3
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Table 1 — The two Legacy Programs

“Selected Employees” “Open to All”
program program

Instructor led Yes No
Duration 9 months Async
Budget Expensive Cheap
Scalability Low High
Effectiveness High Low
Resilience to Ok Chaotic
changing needs *

* The Al domain is rapidly evolving. How quickly can a program be updated to include the
teaching of new concepts or tools

The stark contrast between these two legacy programs incited us to attempt to formally describe teaching
alternatives.

2.1. Attempt at Formalizing the Alternatives

This section attempts to be somewhat formal in listing teaching possibilities. Having a clear view of the
pros and cons of all alternatives is helpful in designing the right teaching process.

- A priori simpler to execute
- Doesn’t divert in-house resources
- Possibly excellent external teachers A - (not a single pro for full-time employees)

Whole Course

External

- Teaching adjusted to student level
- Ask questions rather than being stuck

- Existing teaching material reused at

low cost
- Empowers student commitment - Easier time management
Sync > Async

Short Lessons

- Easier to commit to - Cheaper

- Fine-tuned to the company needs

- Easier to create and to adjust v .
- Dropouts less likely and less wasteful In-house i::z::ear:ﬁjlity‘g:f\:trx:risincghange
when they happen
- Oreani ”y P Spr r - Employee satisfaction A
ganically tavors reuse COMCAST

Figure 1 — Dialectic of Teaching Alternatives
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2.2. Sync/ Async dimension
Technical subjects are complex, and students will benefit from all the help they can get.

Sync means teacher and students are interacting in real time. Async means the student is consuming a
previously prepared material. The async version may include some domain expert helping the student, for
example by answering questions on a messaging app. We will call such an async helper a “soft mentor”,
or a mentor for short.

Note: in our use of sync/async the interaction between the teacher and the students is key. If the
information flows in only one direction (teacher to a large class that is not expected to interrupt) then it
practically matches async teaching.

Syne: the teacher can adjust what is being taught to the level of the students.
Sync: students do not get stuck because they can ask the teacher for clarification.
Sync: empowers student commitment.

Note: student commitment is key, otherwise continuous learning risks of being a farce, a mean for the
student to check some educational boxes. The teacher empowers student commitment by interacting with
every student in the class, by asking short, simple questions in some round-robin fashion.

Async: time-management is easier for full-time employees.
Async: existing teaching material can be reused without extra costs.

Conclusion: both sync and async have merits. Possibly both can be used for the successful continuous
education of full-time employees: a short sync class followed with a mentored async practice.

2.3. Short lessons / Whole course dimension

Throughout our younger lives we have all been educated with whole courses: long duration, well
designed material that teaches enough facets about a new subject for the learner to get a good logical
understanding of the whole. Yet, long duration courses are clearly not ideal (even incompatible) for full-
time employees. So, we explored the alternative: short duration lessons.

An example of a whole course would be “Machine Learning”. An example of a short lesson would be
“Random Forests”.

What is short? Our experiments showed that up to 8 hours spread over one week is favored by full-time
employees.

Short lesson: easier to commit to for full-time employees.
Short lesson: easier to create and to adjust.

Note: we mentioned earlier that the Al field changes at breakneck speed. For example, it is easier to
create a new lesson about Attention and Transformers rather than adjusting a well-designed coherent
whole course with the new content.

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 5
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Short lesson: student dropouts are less likely and are less wasteful when they happen.
Short lesson: organically favors reuse.

Note: a whole course about machine learning and a whole course about data science might both have a
section about Python. The content about Python could be almost identical, but there is no easy way to
reuse here. Instead, with a collection of short lessons, the Python lesson is already there and available:
organically favoring reuse.

Short lesson: scalable.

Note: spawning the same short lesson multiple times throughout the year to reach more students is doable
because it is short. Spawning a whole course multiple times is hard and limited because it is long
duration.

Conclusion: For full-time employees we did not find a single pro for the whole course alternative. In the
enterprise, short lessons are always to be favored instead of whole courses. The disconnected nature of a
long list of short lessons can be resolved by having the company’s educational website somehow link the
available short lessons into coherent wholes.

2.4. In-house / External dimension

The course material and its teaching can be developed in-house, or it can be selected from external
sources.

Note: The analysis and conclusions about this In-house/External dimension depend heavily on the prior
selection between short lesson and whole course (described in the previous section). Here we assume that
the teaching solely consists of short lessons. A few weeks per year an in-house domain expert will have to
spend up to 8 hours teaching. This is done without much impact on the employee’s regular activities. The
design of the short lesson is somewhat more involved, but it happens only once. Sometimes the domain
expert selects an existing online source material, in which case the design of the short lesson is even less
time consuming.

External: a priori simpler to execute.

In-house: cheaper.

External: doesn’t need to divert in-house resources.

In-house: fine-tuned to the company needs.

In-house: easy to adjust the teaching material when the needs change.

In-house: favors networking among employees from different parts of the company.
External: external adjunct teacher can be excellent at teaching.

In-house: sense of satisfaction for the domain expert employee thanks to being selected to teach to the
whole company.

Note: after running our agile teaching process for a while, we noticed this sense of pride forwards to the
employee’s leadership as well.

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 6
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Conclusion: while there are benefits to both, a company should favor the in-house alternative. For this to
be feasible the teaching material should be restricted to short lessons.

3. Student’s Practice

To be a practitioner of a new technical skill, a student learns the relevant technical material, but also
spends significant time practicing the new skill. Anything long duration that is imposed on full-time
workers is best implemented in async mode. Therefore, after completion of a short sync lesson, we do
encourage the employees to practice their new skills, but the frequency and total duration of the practice
is up to the employee.

Whenever possible, a short sync lesson should be accompanied with async practice exercises (sometimes
this can be a simple link to already existing online material).

3.1. Capstone projects

A Capstone project is a bigger, more significant mean of exercising a new skill. Each student decides
when and how frequently they will work on their Capstone project. There is no need for a time limit.

The completion of a Capstone project should be a formal event so that the employee rightfully feels a
sense of accomplishment. This can be done with a ceremony, grouping together multiple recently
completed projects, where each graduate describes their project to the group. At the end a diploma is
handed to each employee.

Capstone projects also give structure to an otherwise long list of disjointed short lessons.

NLP
Capstone
Project

Embeddings

Neural
Networks

Notebooks

Machine
Learning
Intro Cloud
Computing
at Comcast

Figure 2 — A Capstone Project and its Soft Prerequisites
Each oval is a short lesson. The arrows represent soft prerequisites. Soft means that an employee does not

have to enroll in a short lesson if they already know the subject. On the company’s educational website, a
Capstone project is roughly equivalent to a short lesson. The entry should list all the soft prerequisites.

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 7



e000
200000

SCTECABLE-TEC .~

EXPO22

SEPTEMBER 19-22 - PHILADELPHIA, PA

A
( 2022 Fall

Technical Forum
V SCTE® + CABLELABS® + NCTA

Students can enroll to the Capstone project and their duty is to complete the project and to create a
presentation of their work to be shared during the graduation ceremony.

While practicing, whether with a Capstone project or with simple exercises, the student can get help from
mentors.

3.1. Mentors

As with any new knowledge, students should practice what they learned if they want to become
proficient. Practicing alone can be hard, as the chance of getting stuck is high when dealing with
something new. Having mentors to help students practice is extremely useful. The word mentor here
should be understood as a soft mentor, or a learning assistant.

This is great in principle, but how is scalability resolved? With continuous learning there is a continual
flow of active students. Our solution to the scalability of mentors is to ask select graduates if they are
willing to mentor future students. Through time, as the number of students grow, the number of available
mentors grow as well, resolving the scalability issue.

A company-wide messaging app (Slack, MS Teams) is used to interact asynchronously between
practicing students and mentors. Domain experts (i.e., the teachers) sometimes join a conversation as
well.

This process has the originally unplanned benefit of favoring networking among employees from
different parts of the company, of building a community that is excited by the same technical domain
(machine learning in our case).

i have tried doing pca, the explained variance is so Ic

E‘ Tsung-hsiang Hsueh & 1055 AM
"N Yes, but you can see that some attributes have muct

these normalized?

yn Prasad Menon 10:56 AM

’ yes i used standardscalar before going with pca

“ Tsung-hsiang Hsueh & 11:03 Am
"N Some experiments you should try:
Do you get different results if you use for example t:

Figure 3 - Example Interaction between a Student and a Mentor
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4. The Agile Teaching Process

The Agile Teaching Process implements the best practices discovered in earlier sections:

Short lessons rather than long duration courses

Sync teaching followed with async practice

In-house domain experts encouraged to teach their expertise
Past graduates encouraged to mentor new students

The process is best explained by following the journey of all parties involved: administrator, leadership,
students, in-house domain experts, and mentors.

4.1. Administrator journey

The administrator typically belongs to the education side of the company. The administrator role is key to
ensure that the agile teaching process is successful. As such, the administrator, directly or indirectly, must
be in contact with all participants. Administrator responsibilities are highlighted in the subsequent
“journey” sections and are not being duplicated here.

4.2. Leadership journey

Leaders must be convinced that it is worthwhile for their expert employees to be sometime diverted from
their daily activities to teach their expertise to the rest of the company. This radical meshing of activities

across orgs with well-defined boundaries is best started by the administrator introducing the new process
as a long-term pilot.

The administrator should provide the leaders with a quarterly update.
4.3. Student journey

Employees are made aware of the available short lessons by browsing the company’s educational website.
The administrator ensures the website is kept up to date.

How frequently should a short lesson be instantiated? This depends on its popularity: the administrator
monitors the number of students that are registered to a class. To maximize the effectiveness of sync
teaching a class should be limited to a maximum of roughly 25 students. The administrator will increase
or decrease the frequency of a class based on the number of registered students. But, prior to this
adjustment, the administrator should verify that the number of registered students indeed reflects the
popularity of the class rather than being due to the students not noticing the class; this is particularly true
for new classes. The administrator should maintain a growing mailing list of potential students. When the
number of students being registered to a class is low, before reducing its frequency, the administrator will
email a reminder about the class. In our experience, this often results in many more students registering to
the class, proving that the lack of popularity was due to lack of employee awareness rather than a class
being instantiated too frequently. This description implies that the teachers must show some flexibility
with their calendar planning; this is an agile teaching process, and the administrator should from the start
make everyone aware that some agility is to be expected.

For full-time employees, to be able to benefit from sync teaching, the class duration must be short. From
our experience, a maximum duration of 8 hours spread over one week works well. Always favor
spreading the learning hours over multiple consecutive days. For example, teaching 2 hours during 4

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 9
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consecutive days is to be preferred to teaching 8 hours within a day. There is only so much a brain can
learn in a day.

Courses are recorded allowing students to play or replay the lessons in async mode.

To learn new skills, practice is key. Many short lessons should be accompanied with exercises for the
student to complete asynchronously after the class is over. The student is free to do it at any time. Jupyter
notebooks are perfect mediums for holding the exercises (and for holding the course as well). If they have
difficulties during the completion of the exercises, a student can ask mentors for help. A company-wide
messaging app is used for the interaction between students and mentors. The student asks a question and
asynchronously a mentor, or more, answers it.

Students can more thoroughly practice their newly learned skills by completing Capstone projects.
Capstone projects have their own entries in the company’s educational website. A student must register to
a Capstone project. There are no teachers for Capstone projects. Instead, the Capstone project’s entry in
the educational website describes the required knowledge by listing the relevant short lessons. These
lessons are only “soft” prerequisites, e.g., if an employee already knows Python, they do not have to
register to the Python prerequisite class. There is no time limit for the completion of the Capstone project,
it is up to the student. Students working on a Capstone project will frequently communicate with mentors
through the messaging app. In addition to completing the project, a student must also prepare a
presentation describing how this was done. Once enough Capstone projects are completed, the
administrator organizes a graduation ceremony where each student describes their project to the group
and at the end receives a diploma.

4.4. Teacher journey

In this agile teaching process, all teachers are in-house domain experts. It is the domain expert, in
coordination with their leaders, that decides what new lesson should be developed. They know what
knowledge is needed for the company technical employees. They are the first to notice the advancements
in the state-of-the-art or the emergence of new, better, tools. The administrator is responsible for
reminding domain experts and their leaders of the company’s technical educational needs and of their
duty within this agile teaching process. Our experience shows that most domain experts are excited about
the opportunity of teaching their art across the company and their leaders are honored by their group
being acknowledged as an important source of knowledge within the company. This motivation can be
boosted further by explicitly listing the teaching of one’s art in the yearly goals of all technical employees
above a certain level. We do believe that this process brings a sense of purpose, builds a community, and
ultimately strengthens retention of employees.

Once a new lesson has been agreed upon, the administrator helps the expert commit to the design of the
lesson and of the accompanying exercises by setting up a schedule to which the expert can comfortably
adhere to. The total duration of this schedule varies but it takes around 3 months on average from the
original idea down to its completion.

During the course design a specialist helps the expert with good education principles. Two of the most
important educational principles are 1) the teacher is not in the class to bombast his knowledge but rather
to adjust it to the current level of the students and 2) the teacher maintains students’ attention by
continuously forcing them to participate with short simple questions in some round-robin fashion.

In our experience failed teachers are rare, as proven by an average NPS from students that is above 90%.
When it happens, the administrator gently discards the failed expert teacher and finds a replacement.

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 10
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4.5. Mentor journey

When practicing new skills, it is crucial to have some assistance to help avoiding “being stuck”. Our use
of the term mentor in this paper means exactly this: a practice assistant.

The agile teaching process ensures that every student has helpful mentors during practice. How is that
scalable?

After graduating a student may be contacted by the administrator about the possibility of becoming a
mentor to future students. It is the administrator’s responsibility to notice which students have superior
skills, as poorly done mentorship could be counterproductive. The administrator will consult with
teachers to confirm the appropriateness of a student to mentorship.

Once selected, and willing, a past graduate is promoted to mentor. The duty of a mentor is simple:
monitor the company-wide messaging app for student questions and answer the question and be generally
helpful. Thus, the total number of mentors keep growing, resolving the scaling issue.

While not necessarily intuitive, this mentorship by past graduate, in our experience, is working very well.
A few star mentors are quickly answering most of the questions (even though the interaction is not
expected to be real time) and the students are very happy with the help they are receiving.

In our experience, most contacted graduates were excited to become mentors.

5. Pilot Results

The last 4 years were exciting as we kept fine-tuning the methodology for teaching machine learning at
Comcast. In this section we share some numerical results.

5.1. Ability of in-house domain experts to create teaching material.

The pilot switched to the current version (in-house experts preparing short lessons and teaching them) just
2 years ago.

Table 2 - Size of the Catalog of short Lessons

Number of Short Lessons in Average time to add a new
the Catalog (as of this Lesson
writing)
25 < 3 months

5.2. Ability of in-house domain experts to teach

The table below shows the average students’ net promoter score in the last 3 months. The score is quite
stable over time, between 90 and 94%.

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 11
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Table 3 — Student NPS

This Agile Legacy “Democratic” Legacy Education
Process “Best and Brightest” global
Student NPS 91% Not tracked. 85% 55%
Mainly constructive
feedback

5.3. Ability of the agile teaching process to scale to more students
Yearly course completion or students per year:

Table 4 — Students per Year

This Agile Process Legacy “Democratic” Legacy “Best and
Brightest”
Students per year 500+ 100+ 30

5.4. Retention

Anecdotally the fraction of mentors and teachers that leave the company is less than the average of all
employees.

6. Challenges
For convenience we gathered here the challenges to this agile teaching process.

Administering an in-house teaching process is demanding. The tasks include: consulting with business
leaders and experts about courses that should be developed. Finding an expert that is willing to design and
teach the course. Tracking the progress of the course design. Ensuring that employees are aware of the list
of available courses. Sharing results with business leaders.

In house expert resources are diverted from their regular duties. This is facilitated by leadership
agreeing that knowledge sharing is an official part of an expert’s duty.

Assumption that domain experts are apt at teaching. This was a major unknown at the beginning of
our pilot, but the results are positive. At least in technical fields, most experts can teach efficiently (based
on the student NPS scores for experts vs. external faculty classes). Still, we had to cancel about 10% of
experts due to their inability to teach.

A minority of employees prefer async training. An easy remedy is to record the classes and let each
employee decide whether they prefer to join a sync class or to listen to the async material.

What happens to their class when an expert leaves the company? It happens, and the administrator
must find a replacement expert to teach the same class. The replacement expert is made aware that the
course material is now theirs and that it is within their rights to adjust the material to their teaching style.

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 12
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7. Business Impact
For convenience we gathered here the impact to the business of this agile teaching process.

Mastering data driven decision making. Some parts of our big organization have business leaders that
push for more data-driven decision making. The progress toward that goal was slow and the reason might
have been due to the engineering workforce, on average, having a lacking knowledge in AI/ML. After
three years of applying this agile teaching process we have boosted the knowledge of machine learning to
more than 500 employees. Many of them are now genuinely excited by this technology, and now push for
data-driven decision making from the bottom-up as well. Compared to a few years ago, our company is
noticeably more agile in extracting knowledge from data. It is hard to quantify how much of it is due to
our application of this agile teaching process.

Low dollar cost. Not having to pay for external faculty is a cost saving. Even async teaching material can
be expensive. With this agile teaching process, the dollar cost is replaced with the in-house experts being
diverted from performing their regular duties. This “cost” is welcome if leadership agrees that knowledge
sharing is an official part of an expert’s duty.

Scalability with no cost increase. If it is in the business interest to spread some knowledge quickly, or
simply if a class is very successful, the expert will teach more frequently, say 8 hours per month instead
of 8 hours twice per year.

Expert employee retention. While anecdotal (this one pilot cannot be considered statistically significant)
it seems that designing and teaching a course has beneficial effects for expert employee retention. If true,
it is likely due to the combination of two psychological effects: the pride of being selected to design and
teach complex material to the rest of the company; as well as the significant increase in connections,
sometime even new friendships, between a teacher and their many students.

Significant gains in NPS performance. Based on the students’ NPS ratings, their least favorite method
of learning is asynchronous, where the company selects some async training material (sometime quite
expensive) and the student is left on their own. Next up, with a significant NPS jump, is external faculty
teaching. Lastly, the agile teaching process described in this document with its in-house expert-based
teaching, has the highest NPS scores.

8. Conclusion
In this paper we described an effective agile process for teaching technical subjects in the workplace.

This process is scalable, it closely tracks the educational needs of the business, it empowers the
continuous education of technical employees, it builds a community with the same passion, and it does
not require any additional budget.

How? By leveraging the expertise that already exists within the company.

In-house domain experts design and teach short lessons. Because the teaching material is being built by
the company’s employees, it is always fine-tuned to the company needs. Because each lesson is short, it
can easily be scaled up to more iterations for classes in high demand.

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 13
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Students are grateful because they have a sync teacher and can ask questions but also because the course
material is cut in small lessons and easier to fit within their busy schedule. But learning is only half of the
path toward proficiency. The other half is practice, and practicing new skills is hard. When to practice is
completely up to the student. Yet, the student can still get async help from mentors through a company-
wide messaging app. Select graduate students are asked in turn to become mentors, making the whole
process scalable. Student’s satisfaction is clear given that their average NPS is above 90% promoters.

Lastly, and this benefit was not originally planned, we found that this process forces the interaction
between experts, students, and mentors and organically builds a community with the same passion and
ultimately is likely to strengthen employee retention.

Abbreviations
SME Subject matter expert. For clarity, in this paper, we use “in-house
domain expert” instead
Mentor Learning assistant
Sync Teacher and students are interacting in real time
Async Student is consuming a previously prepared material
NPS Net Promoter Score:

Students rate a class from 1 to 10.

Total = number of student ratings

Promoters = number of ratings equal to 9 or 10
Detractors = number of ratings equal to 6 or below
NPS = (Promoters — Detractors) / Total

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 14
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1. Introduction

The proliferation of microservices as a dominant IT architecture has created opportunities as well
as challenges for operations teams responsible for maintaining software reliability. When
production systems deviate from service-level objectives, operations teams must detect failures
and discover their root causes to promptly resolve the issue. These teams are most often focused
on minimizing mean time to resolution (MTTR) or mean time between failures (MTBF). The
process of identifying, diagnosing, and resolving issues in cloud microservice architectures
largely falls into two phases: anomaly detection (AD) and root cause analysis (RCA).

AD is the process of identifying anomalies that correspond to system failures. RCA is the
process of determining the reason why an anomaly occurred and identifying the originating
service or system. Anomalies are typically detected by defining margins of normal operation on
key performance indicators (KPIs) and setting alerting thresholds that generate notifications.
RCA is then typically performed by inspecting the system that generated the alert and tracing the
problem back to its source. Operations teams use log, trace, or metric data sources, often
displayed in dashboards to diagnose and debug problems.

However, there are several problems with this and related existing approaches:

(1) Simplistic AD still dominates: State-of-the-art failure detection is still based on simple
thresholding, which is prone to drift, and fails to capture low-frequency events such as
weekends, holidays, or special events. Failure detection based on simple thresholding,
misses opportunities to preemptively diagnose problems, thereby increasing MTTR.

(2) Manual RCA still dominates: Root cause analysis is the most time-consuming step of
issue resolution, largely due to a reliance on a human in the loop. When an alert is
received, reliability engineers spend significant time identifying the root cause by looking
at numerous plots, traces, and logs. This work is repetitive, tedious, and ripe for
automation.

(3) Excessive alert volume: Operations teams often receive a large volume of alerts, many of
which are false or redundant. These are generated by rules that often remain unchanged
for the life of the application. Further, the volume of services in a microservice
application makes it difficult to know if a service has failed on its own or as part of a
cascade.

(4) New deployment challenges: When a new product or service is deployed, the operations
team keeps a closer eye on the alerts, metrics, and system performance. The decision to
move forward to 100% general availability (GA) or roll back to a previous version
usually takes unnecessary lead time, which may create negative customer impact.

(5) Institutional knowledge monopolies: Often the knowledge needed to quickly debug operational
problems is held by a small number of individuals on the team. Root cause analysis can be time-
inefficient except for the few individuals who hold a monopoly on that knowledge.

According to the report by Smartsheet [1], nearly 70% of employees say that automation reduces
the time wasted on repetitive work, and out of which nearly 60% believe that if repetitive jobs
were automated, they would save 6 or more hours (almost a full workday) each week. This
brings huge opportunities for AIOps.

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 4
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1.1. What is AlOps?

AlOps (Al for IT Operations) uses artificial intelligence and machine learning (AI/ML) and big
data analytics to identify or predict IT operations issues in a timely manner and help the DevOps
team quickly identify the root cause of the issues. A machine learning model can learn the
conditions that lead to an alert and can predict when an alert is about to occur. When an alert
does happen, ML based RCA is used to generate candidates of sources of failure to be diagnosed
by a human operator. Thus, it can reduce MTTR by automating repetitive jobs, present failure,
and provide better decision making.

AlOps has recently received extensive attention from industries and academia. According to a
survey by Reportlinker — “AlOps Platform Market Forecast to 2028 - COVID-19 Impact and
Global Analysis by Component, Deployment, Organization Size, and Vertical” [2] , the AIOps
platform market size is expected to grow from $ 2.8 billion in 2021 to $ 19.9 billion by 2028. It
is estimated to grow at a compound annual growth rate (CAGR) of 32.2% from 2021 to 2028.
Apart from the market growth, its impact can save much more than that by providing the
predictive abilities which will lead to efficient utilization of resources so that companies are able
to cut additional costs related to overprovisioning of their cloud and other resources. It will also
help in better application maintenance resulting in a better overall customer experience, thus
positively contributing to business revenues.

1.2. The Difference from MLOps

The terms “Al” and “ML” are interchangeable in many contexts. In this context, however, the
meaning of MLOps and AIOps are significantly different. MLOps refers to machine learning
model operations, from data acquisition to model development, testing, validation, and
deployment. MLOps seeks to increase automation and improve the quality of production ML
models, by focusing on the operation of ML models, and leveraging the continuous
integration/development (CI/CD) practice of DevOps in the software field.

The AIOps methodology is applicable to any IT operations, including MLOps. AIOps could
make ML model operations more reliable and cost effective. On the other hand, the MLOps
pipeline could be leveraged to make the operation of AIOps itself more efficient and reliable.

1.3. Why AlOps?

AlOps aggregates data from multiple sources and provides context and insights when problems
occur. It improves the visibility (observability), reliability, availability, and cost of IT operations.
In general, AIOps provides the following key business benefits:

(1) Improved system availability: A1Ops improves availability by reducing MTTR in several ways.
First, predictive AD can intelligently identify issues before they occur, automatically categorizing
issue criticality, and preventing unnecessary escalation of issues. Second, automated RCA
significantly narrows the scope of the problem on which a human operator must focus, greatly
reducing the amount of time needed to reach resolution. Third, capturing institutional knowledge
to a model means faster issue resolution, even if less experienced operators are on call.

(2) Reduced operational cost: There are multiple ways AIOps reduces operational cost. First, as
AlOps sends out fewer alerts and automates RCA, the resulting reduction in workload could
potentially reduce the headcount of operations teams. Second, as ML models can predict the
pattern of traffic from historical data, AIOps can help to orchestrate resources more intelligently
for cost savings. Third, AIOps helps to quickly identify any potential issues within limited

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 5



EXPO22

SEPTEMBER 19-22

)

000
8000 0%0

Technical Forum
V SCTE® + CABLELABS® + NCTA

A
( 2022 Fall

« PHILADELPHIA, PA

deployments and provides better insights and decision making before promotion to GA, reducing
unnecessary use of valuable human and computing resources.

Improved employee experience: The reduced number of false alarms creates more efficient
(noise free) work for reliability engineers while lowering the overall work volume. Online
learning models eliminate threshold drift and reduce manual effort. The AIOps system can act as
a partner in a pair-debugging strategy, that enhances the capabilities of the human operator. The
overall reduction in issue volume results in a happier, more productive operations team by
eliminating pager fatigue, allowing them to focus on more meaningful tasks.

Our AIOps team is striving to help address the operational challenges with AIOps. We have
explored and experimented on several use cases including:

(1) Intelligent Infrastructure Monitoring (IIM): We built the state-of-the-art anomaly
detection technology to alert the DevOps team with detected anomalies based on load and
resource utilization to prevent application failure as early as possible.

(2) Root Cause Analysis (RCA): When there is an anomaly or a failure in the operation,
we correlate the system and application log data with the detected anomaly and help the
team to quickly identify the root cause and recommend the correct actions to the team.

(3) Release Management (RM): We use ML to help manage the release by quickly
identifying when a gap occurs with a partial rollout.

In this paper, we will give an overview of AIOps use cases and summarize our findings from

several

practical case studies from IoT (Internet of Things), content discovery, and RDK

(Reference Design Kit) applications.

2. AlOps Platform Architecture

In this section, we describe the high-level AIOps platform architecture we built, as shown in
Figure 1.
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Figure 1 — AlOps High Level Architecture Diagram

AlOps architecture address end to end solution right from data ingestion to data transformation,
data storage, model training, real-time prediction, fine tuning of model and notifications.

The data layer is composed of the data from different tools (e.g., metrics and log data sources)
and systems, internal or external. This data may include a large scale of logs, events, traces, and
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metrics data from applications onboarded onto the AIOps platform. Data transformation layer
performs required transformation on the data and load to Feature Store. The data is ingested into
the backend, and further engineered (e.g., transformation, aggregation) to store in the feature
store (Object Storage or Time Series Database). AI/ML Service is the core of AIOps that enables
model training, model tuning and real time inference for any selected operational metric from the
feature store. Model training layer gives the ability to an operator to select, and tune required
model to trial run and fine tune until the operator satisfies with required precision, recall against
operational metrics and save the configuration for real time prediction. Model training can be
supervised, semi-supervised, or unsupervised. The real time prediction layer performs prediction
on the scheduled frequency against the scheduled time and stores the results. High level use
cases like Anomaly prediction, Root cause analysis, automatic log mining, release management
is performed. Notification layer alerts users on the configured channel like messenger , email etc.
The data can also be visualized via an operational dashboard. The dashboard also provides a
visualization of the output generated from the AI/ML engine and allows operators to provide
feedback which can be incorporated in the models for better AI/ML predictions. With some
business logic or high-level rules, we also allow generation of a report, which will alert the
operations team via e-mail, SMS, or messenger. The major challenges in building AIOps
architecture are listed in the following subsections.

2.1. Real-Time Data Processing

Real-time data processing is critical for AIOps, as timely prediction of application issues and
outages brings strong value to the operators. This involves designing suitable architecture that
can handle complex tasks including data ingestion, model prediction, and alerting in real time.

2.2. Scalable Architecture

Scalability is another key aspect in AIOps since the architecture must handle thousands of
metrics coming from different application services, ingesting real-time metrics every second, and
inferencing anomalies at seconds’ level. For example, for a scale of one thousand metrics that are
ingested every minute and inference also made at minute level, we are at looking at more than 1
million model inferences per day.

2.3. Data Storage and Retrieval

As data is the key for any ML tool, access to historical data will help the ML model train over a
longer duration which can lead to a better model fit and reduced bias. AIOps architecture
facilitates data storage and retrieval for longer durations with the ability to retrieve data with
minimum latency.

2.4. Real-Time model training and model packaging

With AIOps, operators can experiment with multiple machine learning models, train a model for
a specific metric with historical data, package the model for inference instantly, and schedule the
model for real-time inference on that metric. Operators can also provide feedback on the test
inference and fine tune the model in real time. So, real-time model training and packaging is one
of the core requirements fulfilled in our AIOps architecture.
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3. AlOps Use Cases

Through AIOps, we are aiming to empower DevOps teams to perform their tasks efficiently. The
following are the major use cases which we plan to incorporate in the AIOps platform for the
benefit of operators:

3.1. Proactive Monitoring

Operation teams have been using monitoring system and observability platforms to configure
alerts for their applications. The drawback of such an arrangement is that the alert threshold
remains static, whereas the applications, or their usage, evolve over time due to various reasons
requiring operations teams to regularly adjust their alert thresholds to avoid noise caused by false
alarms. Also, there can be cases where certain problems in the system go uncaptured.

For example, batch jobs happening at a specific time can create a spike in application metrics.
Spikes during that time would not be an anomaly since it’s an expected behavior but at other
times it could be an anomaly. Perhaps the batch job is taking a longer time than expected and if
s0, this is an anomaly to notify. In a traditional setup, this could be missed since thresholds are
static and don’t take into account such changes in data behavior.

AlOps learns from historical data. Especially in this case, the model would learn from the time-
series data pattern and seasonality trends to capture these abnormal behavior and notify
accordingly.

3.2. Smart Alerting

Alerting in conventional systems is based on static limits. In AIOps, we take advantage of Al to
have dynamic thresholds depending on the trend of data. Apart from the metric threshold rules,
we can also have rules based on model confidence. Confidence of model can be described as the
certainty or strength in prediction done by a model on certain data, whether it is anomalous or
not. This confidence is developed by the model learning from historical data over a period of
time. This can even surpass human performance since sometimes it’s not possible for the
operators to continuously monitor such high loads of data manually, whereas ML models can do
that easily.

This feature is useful in predicting potential system latency or downtime which normally
wouldn’t be captured using metric threshold-based rules. Thus, this feature helps DevOps with
such cases and in turn, improves the customer experience with our applications.

3.3. Topology Analytics and Root Cause Analysis (RCA)

Topology analytics is used to establish a dependency topological graph of application, network,
and infrastructure for a complex system, and to drill down to the root cause of the issue. Since
AlOps is ingesting live metric and log data, Al models can predict anomalies in real time. These
predictions are further used to correlate anomalies between various system metrics using
statistical techniques such as Pearson Correlation Coefficient [6] , and give a list of most
probable root causes. It will be a much faster process compared to the operator doing RCA
manually over thousands of metrics at a time. This feature will immensely help the DevOps team
in automatic identification of problems and help them reduce MTTR in general.
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3.4. Log and Trace Analytics

Each application may also have an immense volume of application-specific log and trace data.
By leveraging Natural Language Processing (NLP) tools, we can extract the log metrics and their
context from certain error/warning entities present in such data and perform anomaly detection
against it. Additionally, we can also do correlation analysis to correlate the log anomaly with
application metrics anomaly which can help the operations team to quickly identify the root
cause of the issue. Similar analysis can also be done for trace data.

3.5. Cohort Analysis

Building on top of RCA, cohort analysis can provide further insights into system performance. It
can point the team towards the probable issue in particular parts of their system even though they
haven’t received any specific alerts on them.

Multi-variate time-series analysis, i.e., time-series analysis done simultaneously on multiple
metrics and clustering on anomalies as well as error logs, can correlate and identify such groups
of metrics or systems that are causing problems, and can notify the team accordingly in advance
for better maintenance of their application, all leading to better customer experience.

3.6. Automated Remediation

Consider a case where an application is deployed in a Kubernetes cluster, a group of nodes used
in a Kubernetes deployment. Assume there is a ‘garbage collection’ system metric emitted from
the cluster pods indicating one of these: application might go to a bad state or there’s a problem
with the pod itself. In general, this metric count is ignored since it’s a normal behavior of the
application. In some cases, though, it could actually be a problem with the cluster pods. Time-
series models can detect such changes in data trend patterns and provide alerts to the team.
Going one step further, the system can automatically take some actions (e.g., auto-restart) for
remediation before it results in any application downtime or customer impact.

3.7. Smart Orchestration

Many teams use major cloud providers’ auto-scaling features or their own customized rule-based
scaling for their application resources. Through AIOps, we provide them with more intelligent
auto-scaling abilities. Since the model will be able to forecast demands by learning the pattern
and behavior through historical data, it will recommend the most efficient option available. This
will ease the load on DevOps in their capacity planning for their cloud and other such resources,
and provide significant cost-savings for the application team. In this manner, AIOps will be
useful for an organization to reduce their software operational costs.

3.8. Release Management

When new software or firmware is deployed, it is often done in a phased manner. After a small
portion of deployment occurs, AIOps can be used to analyze the difference between the new
deployment and the previous version using machine learning models. If there are some
significant changes, the model will identify which parameter or characteristic has changed. These
insights would help the operations team to make a decision on whether to continue with the
deployment or to roll back to a previous version.
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4. Anomaly Detection

Anomaly detection is the key for proactive monitoring. It can be used for data quality
monitoring, and fault detection of IT operations. Anomalies can be observed in tabular data,
timeseries, or temporal data, as well as in graphical images. However, when it comes to fault
detection in IT operations, data is typically in the form of time-series and so time-series anomaly
detection is performed in AIOps.

Anomaly detection refers to identifying any abnormal behavior or pattern of data from the
learned normal pattern from historical data. These anomalies may indicate a problem or an
interesting event. The learned model can be used to detect anomalies with varying degrees of
probability, and to predict future data with certain confidence.

4.1. Anomaly Detection Algorithms

When it comes to detecting anomalies in time-series data, the task can be performed either in a
supervised, a semi-supervised, or an unsupervised fashion depending upon the dataset.

(1) Supervised anomaly detection is possible when we have annotated data of anomalies available.
We can split the data with anomalies into train and test data, and train a machine learning model
as a binary classification problem, which means, training a model to predict whether a point is an
anomaly or not using the labels available as feedback to train the model. This method can be
performed using any machine learning model that can be used for binary classification such as
Deep Neural Networks (DNN), Support Vector Machines (SVM), Random Forest, Gradient
Boosted Tree (GBT), eXtreme Gradient Boosting (XGBoost), and others.

(2) Semi-supervised anomaly detection can be performed when we do not have labelled anomalies,
but we have a significant amount of data that is normal and do not have many anomalies that we
can use for training a model. This model is trained supervised using the normal data and it learns
the normal data behavior. It then detects anomalies when any deviations are observed. A DNN
model like Autoencoder, which is a kind of neural network that learns a pattern and tries to
replicate it, can be used for this. We can also use other DNN models like Long short-term
memory (LSTM) and Deep convolutional neural network (CNN) (e.g., DeepAnT [3]). One-class
SVM, Gaussian Mixture Model (GMM), Kernel Density Estimation (KDE), and others can also
be used for performing semi-supervised anomaly detection.

(3) When we do not have labelled data, as in most practical situations, we use unsupervised anomaly
detection techniques. In this, the train or test data may or may not have anomalies. The models in
this class generate an anomaly score for every data point and we can select a suitable threshold
depending upon the data to classify points as anomalies or not. This can be accomplished using
statistical methods like simple Moving Average model or complex ones like Prophet Forecasting
Model [4] (uses Fourier series) or SARIMAX (Seasonal Auto-Regressive Integrated Moving
Average with eXogenous factors, an extension of the ARIMA model - Auto-Regressive
Integrated Moving Average). These approaches learn the periodicity or seasonality and the trend
of the time-series data, and detect when the data deviates from the normal pattern. Density or
distance-based outlier detection algorithms like k-Nearest Neighbors (kNN), Isolation Forest, or
Local Outlier Factor can also be used to perform unsupervised anomaly detection.

With users’ feedback, the detected anomaly can be labelled as true or false detection, and stored
in the database. The historical annotations of ground-truth labels can be useful to evaluate the
performance of the anomaly detection model in terms of evaluation metrics like Precision,
Recall, and F1-Scores [7]. Also, they can be used to train a classification machine learning
model for performing supervised anomaly detection. By getting feedback from the user (an
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operator) for false positive detections, we can also adjust the threshold for anomaly detection,

which is particularly beneficial to improve the accuracy for semi-supervised and unsupervised
models.

4.2. Anomaly Detection Platform

We built an anomaly detection platform for proactive monitoring (Figure 2) with the following
functionalities.

(1) Algorithm selection: We allow the user to select among multiple algorithms, which run in real
time by learning the seasonality and trend from data. We have options to perform either
unsupervised, semi-supervised, or supervised anomaly detection depending on the use case.

(2) Special events: There can be cases when irregularity is expected on days like deployments,
holidays such as Christmas, or special events such as a key NFL game. Anomaly detection
algorithms, like Prophet or SARIMAX, will consider these as special events. We have the option
in our AlOps platform to provide such dates in advance to prevent false alarms as the model
treats such days differently than a normal day.

(3) User feedback: The tool can also take feedback from operator if they feel that certain prediction
points are false positives, i.e., false alarms or shouldn’t be anomalies from their subject
knowledge.

(4) Intelligent alerting: We provide three rules for the user to configure alerts. They are:

a. Everytime — To trigger alert notification everytime a model detects an anomaly.

b. Interval Threshold — To send alert notification only if the percentage of anomalies
detected by a model out of all the data points present over a certain time period (10
minutes, 1 hours, daily) specified by a user, exceeds a certain threshold (0% — 100%)
which is specified by the user as well.

c. Score Threshold — To send alert notification if a model predicts an anomaly score (based
on model confidence) greater than a specified score threshold which is greater than or
equal to the anomaly detection score threshold.

We allow the user to configure one or more such alerts for a single prediction model depending
upon their needs. We also let the user choose the severity of the alert (low / medium / high) which
they can configure accordingly.

(5) Messenger notification: We send alerts to the operations team via messenger with a snapshot of
the data (and potentially root cause analysis report) and a link to the data dashboard. We also
provide ‘Pause Alert’ buttons at different durations for the operator to pause alerting for a specific
metric prediction.

(6) Alert history: We store all the historical alerts for all metric predictions for the user to view from
the dashboard anytime. In addition, we also allow the operations team to collect the alerts as a
metric data into their metrics endpoint, if required.

© 2022, SCTE® CableLabs® and NCTA. All rights reserved. 11
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Figure 2 — Anomaly Detection Platform

5. AlOps — Operators’ Perspective

This section describes AIOps from an operator’s perspective as they will be the primary users of
our platform, interacting with it in their routine work. This includes things that they need to
know to onboard their application onto the AIOps platform, to configure anomaly thresholds, to
provide feedback while evaluating a machine learning model against a specific metric, and to
configure alerts for notification.
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5.1. Onboarding a tenant

To onboard an application or a tenant, the AIOps tool needs read-only access to metrics data and
log data sources. Log data is required if we are enabling automatic log mining to correlate with
anomaly metrics. Operators can view the list of available metrics from an end point and start
experimenting with specific metrics. After enabling the permission for AIOps to fetch data from
their application tools, they need to provide a config file stating which metrics to pull and the
endpoint configuration related details. Upon submission of this, the AIOps tool starts the data
ingestion in real time.

5.2. Training a metric with model

The next step for an operator after onboarding an application is to configure an Al model. For
that, they can choose the metric of interest and preview the metric trend over a selected time
period. They can then preprocess the data, like aggregations, over a period and experiment with
the choice of machine learning algorithms available in the AIOps platform.

The operator can perform model training live on the chosen data and preview the results on the
fly. They can provide feedback like false positives or negatives to fine tune the model. After this,
they can also validate the model with some test data on a certain duration of data. This process
can continue until the operator is confident with the results for the data selected. Finally, if
satisfied, the model can be packaged and deployed as it is ready for real-time inference.

5.3. Schedule a metric for real-time inference and prediction

With the AIOps platform, the operator can schedule one metric or a group of metrics for real-
time inference configuring the frequency in any duration. Once configured, the AIOps platform
will continue to run the selected model for metric anomaly analysis in real time.

5.4. Configure Alerts and RCA

Alerts can also be configured for the detected anomalies along with the severity and the
considered interval or a model score threshold. The corresponding alerts can be notified to
clients using messenger via their web APIs.

Root cause analysis can be performed automatically where the system performs correlation
calculations on multiple anomalies detected on the metrics around pre-selected specific periods.
This is performed by correlating the anomalies detected with the errors observed in log data in
order to identify the most probable source error logs that could have caused the anomalies
through a scoring mechanism which helps to rank the root cause errors. The AIOps tool
recommends a possible hypothesis that corresponds to the most probable root cause of the
problem which an operator can easily pick up for subsequent actions towards resolution. In this
way, MTTR can be reduced greatly by using our AIOps platform.

6. AlOps Case Study: Connected Living Object Detection Operation

For our Connected Living business, we have millions of cameras in customers’ homes. Our
customers would like to get notification when objects (e.g., person, vehicle, and pet) or events
(e.g., package delivery) of interest are detected from their cameras. The Al for Connected Living
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team built the state-of-the-art house object detection algorithm which is used to efficiently detect
person, vehicle, and pet.
The main challenge for the object detection operation are as follows.

(1) There are many metrics to keep track of such as load (request per second), latency (upstream,
downstream, and inference), CPU, and memory for each node.

(2) The load (request per second) changes dramatically between day and night. There is a greater
load in the daytime than in the night which is reasonable as generally human life is busier in
daytime. The previously used static threshold rule-based alerting is not adaptive to address this
issue.

(3) The application has lots of log data. It logs the interactions of the object-detection module with
the input metadata (from camera and the backend platform). Once there is an alert, the operations
team often needs to dig into this log data to identify the root cause.

We onboarded this application onto the AIOps platform to help the operations team by
addressing the above challenges. In that, we deployed time-series anomaly detection algorithm to
alert the operations team in messenger, and then correlated the detected anomaly with log
metrics anomaly to report what error messages are the probable root cause.

6.1. Connected Living Object Detection Operation

The metric data® of concern for this case study is the number of object detection model requests
per minute. This metric captures the information of the load and has a well-defined daily

seasonality pattern as we can see from the sample metric time-series plot shown below in Figure
3.

im 1w 1d 1h all

B Metric Data
@ User Annotated Anomalies

object_detection_model_request_total

Jan 16 Jan 23 Jan 30 Feb 6 Feb 13
2022 X
Timestamp

N U I | »

Figure 3 — Metric in Object Detection Operation

In the Figure 3, we can observe the metric time-series data plotted in blue. As we can observe,
there are situations that lead to some sudden dips or spikes in the metric values that are of
concern for the operations team to monitor. The points marked in red dots are the annotations

' We collect, store, and use all data in accordance with our privacy disclosures to users and applicable laws.
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provided by a user by using a lasso or box selection tool available in the plot in the dashboard.
By default, the metric data fetched from the metrics data endpoint will be unlabeled.

Since this metric data is unlabeled and it has a well-defined seasonality, we chose an
unsupervised anomaly detection algorithm for this case study. Prophet [4] is one algorithm that
can be used for univariate time-series forecasting as it fits on the historical data and forms an
additive model of the trend, daily, weekly, and yearly seasonality components, as well as holiday
effects, and additional regressors that are available and learned from the data. By fitting such a
model over this data for a training period of at least two weeks, we get an accurate model that
learns the seasonality and forecasts with anomaly scores that can be derived from the uncertainty
bounds generated by the model. The anomaly score is controlled by the interval width factor
(which represents the percentile values) and an additional multiplicative factor controlling the
width of the model prediction bounds. Since the model generates samples by Maximum A
Posteriori (MAP) or Markov Chain Monte Carlo (MCMC) sampling techniques, along with the
expected predicted value, we can also get the percentile values that are used for generating the
uncertainty bounds and in turn, the anomaly scores. We can observe the predictions made by the
model in the following time-series plot in Figure 4.
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Figure 4 — Anomaly Detection Predictions in Object Detection Operation

We can see the points that are marked in red, and they represent the anomaly detections made by
the model. Since the ground-truth labels are annotated in the metric plot, the sections of the time-
series data where labels are provided have been marked with red lines while the other sections
are in blue. These sections represent a tolerance interval to evaluate the model performance in
terms of Precision, Recall, and F1 Scores. Having a tolerance is generally followed for time-
series anomaly detection evaluation as forecasting anomaly in advance proactively, or after a
pre-defined delay, is generally acceptable [5]. So, predictions happening within such contiguous
tolerance intervals are all considered as precise predictions while evaluating a model’s
performance. Since this is followed in literature and by popular service providers, we have
followed a similar approach.

The model evaluation is subjective to the dataset and what the operator choses to mark as actual
anomalies. Therefore, we cannot have evaluation metrics for all the models at all data periods. In
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this section of the data shown in Figure 3 and Figure 4, however, the evaluation metrics are as
follows:

e Precision: 1.0

e Recall: 0.87

e FI Score: 0.93
Just as we can annotate labels in the metric plot shown in Figure 3, we can also annotate false
positive predictions in the plot shown in Figure 4. That feedback is used to adjust the anomaly
score thresholds to predict those points as normal. We fitted our model on this dataset and
adjusted the thresholds to have a good prediction model that can accurately detect anomalies and
alert the operations team for further investigation by setting an alert after the training and fine-
tuning activities of the model are completed. The alerts are sent to a messenger channel with the
information of the alert and the metric data and provides a snapshot of the metric and anomaly
scores. There is also a shortcut link provided to the operator for them to look at the data
dashboard directly from the message. As we can see from a sample snapshot of the messenger
alert shown in Figure 2, the operations team was notified of the alerts in real time by the
application and they were able to check why the object detection requests suddenly shot up. This
real-time data pulling, model inference, and smart alerting capabilities that are provided by the
application helped to ease the monitoring task performed by the operators for this case and
provided timely alerts for them simplifying their operations.

6.2. Log mining and Correlation Analysis

Beyond anomaly detection and timely smart alerting, one of the common situations faced by an
operations team when they encounter such alerts is finding the root cause for an anomaly. This
operation is not straightforward, and the DevOps team will have to manually look over the log
messages to identify the errors and warning messages in the logs within the period closer to the
timestamp when the alert occurred. This manual operation is usually time-consuming and may
also critically impact the businesses if the resolution or remediation cannot be taken within a
certain time. A sample of such an operation has been shown in Figure 5.
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Figure 5 — Manual Log RCA in Object Detection Operation

In this Figure 5, we can see that an alert has been sent to the operations team of an anomaly
detected in the object detection requests per minute metric. In order to find the root cause, the log
messages in the dashboard were scrutinized and the team was able to identify a unique error log
message that was logged near the timestamp when the anomaly was detected. As we can see that
the requests had suddenly dipped, we observed that it was due to a deployment that had taken
place at that time that was causing some errors from the Kubernetes pods running the object
detection model containers. To reduce this manual effort, for this case study, we worked with the
operations team to help them solve this problem using intelligent log mining and automatic root
cause error analysis, in addition to anomaly detection and alerting.

In our application, we added the feature to pull and store log messages in addition to pulling and
storing metrics data. We do not store every log message but only error and warning log messages
through smart keyword searches for such terms in the logs. Apart from pulling and storing the
logs, we also do intelligent text parsing to identify different kinds of log messages. With this
method of segregating the error logs and labeling each type uniquely, we create error log count
metrics for each error log message type, and store them as a separate metric.

So, the outcome of intelligent log mining provides us the error log metrics that can be used to
individually train anomaly detection models to predict and alert whenever a pattern changes or
an appearance of an error log message occurs. In addition to performing anomaly detection on
them, these metrics can also be used for root cause analysis when anomalies are detected in
metrics as we have a mechanism to correlate anomalies detected on a metric with other metrics
over a selected data period and provide a ranked list of correlated metrics as probable root
causes, as we’ll see in the next case study.
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Even though the error log metric creation gives us two potential use cases, the primary objective
of log mining is to perform intelligent instant root cause analysis directly from the log messages
when anomalies are detected in metrics, and to notify the operator of the alert along with the
probable root cause error log messages in the messenger notification. For this, we have some
scoring mechanism that is used to rank the error log messages that appear in the recent past
period from the time the alert was identified, by comparing the frequency and distribution of the
same over a much larger previous historical period. This helps us provide the operations team
with the limited set of the most probable root cause errors instantly that they can quickly identify
and perform remediation. The dashboard has the option to let the user select any alert that
occurred in the past and view a more detailed root cause analysis report by showing the error log
trends of each of the recently observed error logs as well the raw log messages as shown in
Figure 6. This implementation reduced the time taken for root cause analysis tremendously and
helped the operations team to be more productive.
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Figure 6 — Automatic Log RCA in Object Detection Operation
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7. AlOps Case Study: Rex Browse and Search Operation

We have a large number of customers using an Xfinity box for cable TV and video streaming purposes.
Here, the Rex platform is providing the video discovery features for X1 boxes. Specifically, Rex offers

Keyword Search and Menu Browse services to X1 video clients. The platform also provides support for
Video Recommendations, Personalization services and Video Metadata service.

Rex is deployed in several datacenters across the globe to cater to our business needs. Due to this, the
DevOps team can handle significant complexity between various system metrics flowing from several
sources. Their major pain point is performing RCA, especially in critical situations when there’s time-
constraint if the issue has a direct customer impact.

Let’s take a look at an example using the below Figure 7.
MS 0 MS 2

MS 6 MS 7

Figure 7 — Manual Flow of Issue Root Cause Diagnosis by Rex Operations Team

Figure 7 shows the investigative steps performed by the operations team after a long diagnosis of
an issue (dip in a system metric) affecting customers using Rex features. We can observe one of
the regular flows of issue triaging and diagnosis performed by the Rex operations team in case of
an issue. At each of those steps, the operator has to go through hundreds of metric graphs before
drilling down to the next level of the problem. This process involves significant delays and
inefficiencies. Because it is a customer facing application, time is of the utmost importance and
MTTR converts to business value; the lower the MTTR, the better the customer experience.
Through the AIOps tool, we provided features which greatly assisted the operations team in their
routine work as we’ll see in next sections.

7.1. Dependency Graph

The dependency graph of a system denotes the hierarchy in which different services inside the
system are interlinked with each other. The network calls go from the top layered service to
bottom layers according to the service dependencies. Let’s look at a structure of a graph we had
generated in a Rex case study. We have masked the names of the actual micro services used in
Rex and have provided the contextual details alone for confidentiality concerns.
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Figure 8 — Dependency Graph Created in Rex Case Study

In Figure 8, we can see the dependencies among different services (MS — Micro Service, used in
the general sense of software engineering literature) and also the error flow denoted by color
code (red — error, green — ok). This graph was constructed by our AIOps team using domain
expertise from Rex technical operations team. We aim to automate the process of generation of
such graphs in upcoming releases of the AIOps platform.

The benefits of having such dependency graphs for operations work are:

o This can be used by operations team to have a bird’s-eye view on the entire system.

Using such a hierarchical system topology i.e., hierarchy within system services, and applying
RCA at each level, will help in swift identification of root cause. Also, the error flow captured
will help the operator perform faster and detailed resolution.

o In this way, we are reducing the time and effort required by DevOps in their normal work,
thereby reducing MTTR.

e Also, this graph can be used for efficient scheduling of on-call rotations since we know from the
diagram what the affected systems are, and can estimate the efforts and expertise required to
address those cases.

In the next section, we will see how we leverage Al techniques in our platform to help the Rex
team with RCA.

7.2. Root Cause Analysis with Dependency Graph

As we observed in the earlier sections, manual RCA work required a great deal of time and effort
by the operations team, increasing the time taken for tracing and resolving the issue. We have a
feature for automating the RCA task in our AIOps platform. We performed anomaly detection on
all the relevant metrics that we ingested into the platform. These are the metrics used for
monitoring by the Rex operations team and are mostly custom configured metrics using queries.
We then correlated the anomalies detected in one metric over a time period with those of other
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metrics and generated a ranked list of probable root causes. Figure 9 shows the results of
performing automatic root cause analysis using the AIOps tool for Rex case:
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Figure 9 — AlOps Showing Automatic RCA Correlated Ranked List

As we can see from Figure 9, the tool showed the ranked list of metrics whose detected
anomalies correlated with the anomalies detected on the selected metric. If we take a metric from
one microservice, say MS0, when anomalies are detected and alerts are notified, the operations
team can check for all other metrics from other microservices like MS1, MS6, and others where
we observe correlated anomalies.

The AIOps tool shows the Pearson correlation coefficient score in the ranked list for the operator
to understand how well the metrics correlate. In addition to showing the ranked list, the tool also
shows the individual metric time-series plots of the correlated metrics in the same ranked order,
for the operations team to quickly verify the correlations and drill down further. We can see the
further list of correlated metrics in Figure 10.
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Figure 10 — AlOps Showing Probable Root Cause Metric Time-series

As per the manually identified dependency graph, we observed the root cause metrics to
correlate well with the parent metric. As automatic dependency graph generation from user input
is something we have in our pipeline, currently the correlations are shown across multiple levels
of the hierarchical topology. However, we plan to improve the application to perform this root
cause analysis at each level with only their dependent metrics (immediate child nodes) and after
identifying the most probable root cause(s) with some threshold, automatically drill down further
from that level and so on using dependency graph traversal as shown in Figure 8, instead of
performing a correlation over all the metrics across all levels of hierarchy. This way, the
operation will be optimized in the application when we have a smaller beam width for searching.

7.3. Failure Prevention and Auto Remediation

The Kubernetes pods run on Java Virtual Machine (JVM). They periodically collect garbage
when requests sent by clients back up and physical memory runs low. Excessive Garbage
Collection (GC) can also be a sign of the overall service going into a bad state.

One or two pods collecting garbage at one time is not problematic, however GC running for
hours unchecked in a self-reinforcing loop can infect other nodes. It is at this stage that drops in a
metric like availability become noticeable. Any pod doing abnormal GC should be restarted after
a preset period, but only if the outage is isolated to it.

To accomplish this goal, we maintained a count of nodes doing GC at any given time. A two-
pronged approach was used to highlight pods that can be restarted:
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o First, we ruled out a system level outage by looking at the percent of pods doing GC as shown in
Figure 11 . The normal threshold can vary by the microservice and data center. Some data centers
which are physical and running older, slower machines can be more failure-prone than others.
Some microservices may be more memory intensive. Checking every such combination manually
was not possible.

S 0% % of pods doing GC activity per 5-min period #Pods = 798

4.0%

f i

f
L

|
o )
o "JN ﬂj LMM fh T M : LJ Uﬁ WJU J'JJN
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0.0%

Figure 11 — Percentage of Pods Having GC activity per 5-min Period

e Second, assuming that there was no system level outage, we sought to find the pods with
anomalous GC activity. This is a user input, defaulted to x standard deviation multiples of normal
GC activity. The on-call messenger channel was alerted with the IP addresses of pods exceeding
this threshold with the suggestion to reboot. The kill signal was also sent automatically as part of
an auto remediation AIOps use case.

Instances showing abnormal GC count over time

Abnormal GC count

mum| || ! JJ“' Lol 1o ﬂw.. l

formatted_time

Figure 12 shows some of the malfunctioning pods. We had significantly narrowed down the list

of potentially malfunctioning pods to around 2% of all pods, saving precious time during
monitoring.
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8. AlOps Case Study: Release Management for RDK Firmware

When a new RDK firmware version is released for Camera (RDK-C), Broadband (RDK-B) or
video (RDK-V), we usually adopt a phased rollout. Usually, a small portion of customers with
random selection (1%, or 5%) will be first deployed with the new firmware, and the operations
team will closely monitor potential performance issues.

The challenges lie in several aspects:

(1) There are often increasing device-specific issues, such as performance or stability, and at the
same time there are hundreds of telemetries and parameters for the operations team to track.
Some key parameters to monitor for each firmware version include VOD (Video on Demand),
Linear, WHIX (Wi-Fi Happiness Index) [8] , SpeedTest, CPU (Central Processing Unit), and
Load among others.

(2) Identification of new release issues are heavily dependent on Call-In-Rate (CIR) and high-level
call movers/truck rolls, i.e., no-signal and no-block-sync. This results in long lead time for
another iteration.

(3) RCA and triaging need manual review of multiple boxes/examples. This is time consuming.

The RDK team deployed our release management Al component to drive release decisions in an
automated manner. We can evaluate the impact on sub-populations (e.g., targeted/control for the
specified segment such as region, CMTS (Cable Modem Termination System) version, HDCP
(High-bandwidth Digital Content Protection) version, or accounts with pods) and firmware
segments. Thus, the operations team can identify the anomalies with limited deployment,
identify the root cause, and respond to the events quickly.

8.1. Machine Learning Model

We built a non-linear classification model to classify gateways with two firmware versions using
one day’s data where a new firmware version was deployed into the field. We focused on
gateways with the same model to minimize hardware specific difference, and we additionally
balanced the dataset such that the quantity of gateways with old version was roughly the same as
those with new version.

The labels to the classifiers were the firmware versions. There are two major types of model
features: counts of RDK-B telemetry key occurrence and certain measures on gateway usages
(e.g., CPU usage, memory usage, Wi-Fi signal strength). Features were engineered from
telemetry aggregated within a time window of 24 hours. Specifically, for a gateway with new
version, features were collected within the 24 hours when the new version was deployed, and
during the same 24-hour period, features were also collected for gateways with the old version.
Our hypothesis was that if the version changes caused unexpected errors or performance change,
then the classifier using RDK telemetry would be able to accurately differentiate the two
firmware versions and indicate what telemetries were significantly impacted by the version
change, and possibly point to the root cause.

8.2. Model Results

We built the model on a sample of approximately 200K gateways of a specific type. Our model
was able to differentiate the two firmware versions with a high accuracy (Figure 13 Left). Based
on feature importance score from the model, we were able to rank the features based on their
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impact on the model performance. One of the top ranked features was the Wi-Fi signal strength
on 5G band (5GRSSI_split). We further investigated that feature and found that there was a

significant shift between overall signal strength distribution before and after the version change
(Figure 13 Right). Here the old firmware version is 3.3p19s1, and the new one is 3.4p3s1.
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Figure 13 — Precision Recall Curve for the model (Left Figure); 5G WiFi Signal
Distribution for Old Firmware Version and New Version (Right Figure)

We confirmed the change with RDK-B team and learned that the shift in distribution was due to a bug fix
on the reporting of Wi-Fi signal strength, i.e., old version tended to artificially report better signals with a
10 dB difference. The machine learning model we developed here not only helped us to gauge whether a
new firmware release might cause significant difference in gateway performance, but also helped RCA
for further investigations.

9. Conclusions

We presented an introduction to AIOps, and discussed our AIOps platform, which includes
anomaly detection, root cause analysis, and release management, among many other use cases.
We onboarded three applications using the AIOps platform and demonstrated the effectiveness
of the platform regarding improvement in the experience and productivity of operation teams,
and potential reduction in operational cost. As next steps, we would like to further evaluate the
impact of AIOps quantitively.
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Abbreviations
5G 5" Generation
AD Anomaly Detection
API Application Programming Interface
ARIMA Auto-Regressive Integrated Moving Average
Al Atrtificial Intelligence
AlOps Artificial Intelligence for Information Technology Operations
CAGR Compound Annual Growth Rate
CD Continuous Delivery
CI Continuous Integration
CIR Call-In-Rate
CMTS Cable Modem Termination System
CNN Convolutional Neural Network
COVID-19 Coronavirus Disease 2019
CPU Central Processing Unit
DeepAnT Deep Learning-based Anomaly Detection for Time-series
DevOps Software Development and Information Technology Operations
DNN Deep Neural Network
e-mail Electronic Mail
GMM Gaussian Mixture Model
GA General Availability
GBT Gradient Boosted Tree
GC Garbage Collection
HDCP High-bandwidth Digital Content Protection
1IM Intelligent Infrastructure Monitoring
IoT Internet of Things
P Internet Protocol
IT Information Technology
JVM Java Virtual Machine
KDE Kernel Density Estimation
kNN k-Nearest Neighbors
KPI Key Performance Indicators
LSTM Long Short-Term Memory
MAP Maximum A Posteriori
MCMC Markov Chain Monte Carlo
ML Machine Learning
MLOps Machine Learning Operations
MS Micro Service
MTBF Mean Time Before Failures
MTTR Mean Time To Resolution
NFL National Football League
NLP Natural Language Processing
RCA Root Cause Analysis
RDK Reference Design Kit
RDK-B Reference Design Kit for Broadband
RDK-C Reference Design Kit for Camera
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RDK-V Reference Design Kit for Voice

RM Release Management

RSSI Received Signal Strength Indicator

SARIMAX Seasonal Auto-Regressive Integrated Moving Average with eXogeneus factors
SCTE Society of Cable Telecommunications Engineers
SMS Short Messaging Service

SVM Support Vector Machine

TSDB Time Series Database

VOD Video On Demand

WHIX Wi-Fi Happiness Index

Wi-Fi Wireless Fidelity

XGBoost eXtreme Gradient Boosting
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1. Introduction

Folks already know that the speed limit in the Universe is the Speed of Light ... nothing is faster.
However, many will be surprised to know that light travels slower in an optical fiber than it does in free
space! Due to light-matter interaction, the speed of light, which is about 300 million m/s in free-space is
‘only’ 200 million m/s in glass. But in a world that prizes getting the latest information fast, this
fundamental additional latency can sometimes be limiting for many applications. This was dramatized
best in the Selma Hayek movie the “Humming-Bird Project”, where she builds a set of line-of-sight
microwave links to eliminate milliseconds worth of latency between the Chicago and New York bourses.

In this paper Comcast introduces Hollow Core Fibers and the cutting-edge work being done to reduce this
fundamental latency and enhance capacity all at the same time. New fiber technology creates a fiber
guiding mechanism that has a core that is hollow and consequently allows light to travel in the hollow of
the fiber as-if in free space, but along the fiber path!

We describe a system which is a hybrid of hollow core fibers and standard single-mode fibers. Keeping in
view that Comcast operates core and access networks this system has amplified and unamplified
bidirectional Coherent systems of 400G and 100G wavelengths along with direct detect systems of 40G,
25G and 10G wavelengths all simultaneously on a single strand of fiber, in what we believe to be the first
such system in the world.

In addition to describing our test system and initial results, we also analyze some of the benefits in
addition to latency reduction that are related to reduced optical non-linearities and other effects and the
wider spectrum and the consequent Capacity enhancements possible. Practical deployment strategy of
fibers is essential at Comcast, the ability to use a portfolio of fibers for some of the emerging low latency
market while also driving fiber technology deeper into the network is of the essence of our approach
towards the industry initi