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1. Introduction

Accessing another’s credentials has always been a major goal of hackers or pirates. Typically, pirates
would perform phishing or even spear phishing attacks on naive or unsuspecting targeted individuals. In
these attacks, the hacker would send a user a link to some embellished website mimicking a known
banking, credit card or other financial site. It would request the unsuspecting user to enter their personal
credentials. Once the credentials were entered and transferred to the pirate, the pirate could now perform
bank transfers, embezzle money or even take over the victim’s account. These attacks were very costly to
financial institutions and other highly secure websites, but not highly effective or scaleable. That’s
because in order to be successful, phishing sites required much intelligence to send the proper link to the
appropriate users and even so most users did not take the bait.

In the last five years however, a new more scaleable and effective method of accessing another’s
credentials has become increasingly popular. This form of piracy, known as credential stuffing, is based
on two historical realities:
1. In the past 10 years, thousands of identity databases belonging to large websites, have been
breached leading to the identity theft of tens of billions of credentials.
2. Most people reuse the same credentials (username and password) on multiple sites as a
convenient way of remembering them.

Given these two facts, new credential stuffing tools were created to enable a set of bots over proxies or
VPN to discover active breached credentials from a set of popular websites. The diagram below
illustrates how credential stuffing attacks are performed.

A pirate purchases millions of username/password combinations (combos) extracted from breached
websites, and configures a set of bots, proxies, desired websites and scripts describing login navigation
details of each of these desired sites. The pirate then inputs all these artifacts into credential stuffing tools.
The tool then assigns bots to try all of these combos on each of the popular websites, using navigation
instructions within scripts, and connect to them via separate proxies or VPNs. In order to go undetected,
different IP addresses are used for each malicious attempt! The tool returns a subset of the list of
credentials that are still active on each popular site. This attack is effective because most users tend to
employ the same username/password combination across most of their websites.

© 2020 SCTE-ISBE and NCTA. All rights reserved. 3
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Figure 1 - Credential Stuffing Attack

Once any login attempt succeeds, the stolen credentials become marketable and can enable access to
another’s account. The accounts which are typically accessed via credential stuffing are not only banking
sites but also streaming media sites, where the purpose of the attack is not to pilfer money, but to sell
access to someone else’s account and enable a buyer to enjoy content made available by another’s
monthly subscription. As a result of these credential stuffing attacks, access to media sites such as
streaming video, music, audio book, books etc. are sold over telegram groups, forums, websites on the
open Internet and especially the dark web.

Unlike phishing or spear phishing attacks, where the victim realizes the credential theft and resulting
fraud fairly early and immediately alerts authorities, credential stuffing attacks on media sites tend to go
undetected for a very long time. That’s because the pirate or purchaser of the credentials desires to receive
a free media service and hence does whatever it takes to remain unnoticed by the real owner.

2. The prevalence of fraudulent password usage in media services

Credential stuffing is growing dramatically, especially in media services. According to Forbes, 4.1 billion
credentials were breached in the beginning of 2019 alone. The HavelBeenPwned website has a database
of over 10 billion breached credentials. According to Shape Security, between 0.5 and 2% of these
credentials will be valid on any targeted website or mobile app.

Between the beginning of May and the end of June this year, Akamai collected data on 8.35 billion
credential stuffing attempts across the globe across all industries. They estimate that in Q1, credential
stuffing attacks increased by 1,450%, compared with about 200% in 2019 (compared with 2018). One
European broadcaster was even hit with peaks of malicious credential stuffing attempts that ranged into
the billions. However, as mentioned above, unlike phishing attacks which typically target financial
institutions, a good percentage of credential stuffing attacks are focused on media. The graph below by
Arkose Labs shows that over 20% of all online traffic to media sites are credential stuffing attacks.

© 2020 SCTE-ISBE and NCTA. All rights reserved. 4
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Figure 2 - Credential Stuffing Attack Rate by Industry

These attacks against media sites continue to grow significantly. The graph below by Akamai exhibits the
steep rise in malicious credential stuffing login attempts against media, exacerbated by the period of
COVID-19, where a 300% increase was observed.
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Q12020
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Figure 3 - Daily Malicious Login Attempts Against media
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But even before COVID-19, between 2018 and 2019 there was a 63% increase in credential stuffing
attacks against video media sites as shown by the Akamai graph below.

Monthly Malicious Login Attempts Against Video Media
2018 vs. 2019
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Figure 4 - Monthly Malicious Login Attemts Against Video Media

Akamai researchers watching the credential stuffing space in Q1 2020, noted that video media accounts
were trading for about $1 to $5 on the criminal market early on. Some packaged offers (those that include
multiple services per order) were even being sold for $10 to $45. Toward the end of Q1 2020, those prices
fell as the credential stuffing market became flush with new accounts and lists of recycled credentials.

Based on the statistics above, it is clear that the criminal economy is a chained instance, where everything
is somehow connected, and no piece of information is without worth. Criminals pre-package
compromised accounts, selling them based on interest, location, and volume, and people are willing to
pay. This only fuels the criminals’ actions and keeps them hyper-focused on evading detection and
mitigation.

3. Why credential fraud detection is so difficult: Sharing vs Fraud
As mentioned above, credential stuffing discovers marketable credentials that are active on various media
sites. These credentials are then typically sold on either the dark web, telegram groups, forums or open

Internet websites. Below is an example of a site selling various subscriptions to streaming services for one
time payments under $15.

© 2020 SCTE-ISBE and NCTA. All rights reserved. 6
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Figure 5 - Online Sales of Fraudulent Subscription Services

The motive of those purchasing these credentials is not malicious. They aren’t looking to takeover and
control the account. Nor are they looking to purchase goods on the account owner’s credit card. They
simply want to enjoy a popular streaming subscription service for a low one-time cost.

In other words, those who purchase another person’s credentials to a popular video media site is unable to
find another account owner who is willing to casually share their credentials with them. Hence they need
to rely on purchasing the credentials from a stranger in order to receive a free subscription to this media
service.

The goal of the user who purchases credentials from a credential stuffing fraudster is to enjoy this service
that he purchased for a low one-time fee for as long as possible without being noticed and without the
account owner changing his password out of suspicion. Hence, the behavior of the fraudster will by
definition mimic that of the sharer, one who benefits from casual sharing, or even the account owner.

Based on this new reality, it becomes challenging by scrutinizing the data alone to differentiate between
the account owner and the fraudster and even more difficult to differentiate between the fraudster and the
casual sharer. If you scrutinize which devices within any given account constantly view video from out-
of-home locations and IP addresses, you cannot distinguish between the fraudster, the person who
purchased the fraudulent credentials or the casual sharer.
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While most service providers are willing to tolerate some level of casual sharing, the same is not the case
when it comes to credential fraud. Given concerns over privacy and other liabilities, detecting the
fraudster and differentiating them from the sharer is critical to the well-being of a video service.

Which begs the question: How does one differentiate between casual credential sharing and credential
fraud?

4. Credential Fraud indicators and Solution Enablement

Synamedia has created a novel solution to detect credential fraud in media services resulting from
credential stuffing attacks based on machine learning. In this solution, credentials sold online to any
particular media service are purchased by our own intelligence group. The credentials are then used to
train a supervised machine learning model to detect a fraudulent account using various indicators.
Indicators of fraud in the model are based on some of the following principles:
1. Landscape of how credentials are sold on the various marketplaces and various trends on the
frequency of usage of a stolen credential once put up for sale
2. Assumption that there is less correlation between the viewing preferences, behaviors and habits of
the fraudster and the account owner versus those of the sharer and the account owner
3. Other anomalous, suspicious and unexpected activity in the account

Once this supervised model is built, it can be applied to locate other, as yet undiscovered fraudulent
accounts. Once all fraudulent accounts are classified, a second model is built which can differentiate
between the devices of the sharer and account owner and that of the fraudster within each classified

fraudulent account. This algorithm is semi-supervised but is based on many of the same indicators
described.

Finally, fraudulent devices are graded according to the likelihood that they will perform real malicious
activity, such as an online purchase of goods and/or new services in the name the account owner or even
an account takeover. The activity diagram describing this algorithm is shown below.

Dark Web,
Internet Market
Places

For each Fraudulent Account, build
unsupervised model to identify
fraudulent devices

Intelligence Collection/Purchasing of
Stolen Credentials and mapping to
actual accounts

Usage —— ——
Aol Validation of Fraud activity in each of

Emmmmme those accounts and Build Supervised

For each Fraudulent Device, Apply
algorithm to predict chance of
account takeover

Application of Supervised Model to Account Risk Score
identify other Fraudulent accounts — Device Risk Score
not identified by intelligence Account Takeover Risk Score

Figure 6 - Synamedia Anti-Fraud Algorithm
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5. Trusted Identity as a Service

By creating such an algorithm, Synamedia provides a service to validate the trusted identity of media
accounts and devices within each account. Upon receiving near real-time data streams from a media
provider, Synamedia supports an API where it can return:
1. Likelihood that a specific account is fraudulent
2. Likelihood of fraud in each device within that fraudulent account
3. Risk of account takeover or other malicious activity of each fraudulent device in that fraudulent
account

An example of this service is shown in the diagram below

D START — Triggering Event: Login, purchaseetc. — 3 (validation successful)

v

H'? (scores > Threshold) enact validation
Control Plane | ':
1
Alert mspi:l;;ui:;i:nomalmxs Verify Fraud ml.::r;t::t ssoc;r:,
Account Takeover Risk Score
Trusted Identity System: i
Calculate Account and
Device Ri;
4
T Fraud Policy Manager:
——— Periodic Data Result ® Selectvalidation

Procedure

Implement Fraud Policy
Figure 7 - Anti-Fraud Detection and Resulting Policy

This trusted identity service enables a media provider to both perform adaptive authentication and enforce
adaptive remediation policies, where the authentication and the resulting policy are compliant to the risk
of fraud of every device in every account. As a result, the service provider can create an adaptive policy
table as a function of the sensitivity of the trigger (login, TVOD purchase, change of address etc.) which
caused the trusted identity API to be called.

Many verification and remediation policies, such as password change and answering security questions,
are effective against fraudsters as opposed to sharers because we assume no social connection nor passing
of information between the account owner and the fraudster!

An example of an adaptive policy table is shown below.

© 2020 SCTE-ISBE and NCTA. All rights reserved. 9



Table 1 - Fraud Policy Table

Trigger Account Device Risk | Account Fraud Fraud Fraud
Sensitivity Risk Score Score Takeover Verification | Remediation Remediation
Score Risk Score Policy Policy if Policy if
verification Fails | verification
Succeeds
<30 All ALL All None N/A N/A
>30 <60 <50 <30 N/A None N/A N/A
>30 <60 >50 <30 N/A Provide Suspend Account | Change
Password Password
>30 <60 >50 >30 <20 Answer 1 Blacklist Device Change
or more Password
Security
Questions
>30 <60 >50 >30 >20 Biometric / | Suspend Account | Change
MFA Password
>60 <50 <30 N/A Provide Suspend Account | Change
Password Password
>60 >50 <30 N/A Answer 1 Blacklist Device Change
or more Password
Security
Questions
>60 >50 >30 <20 Answer 1 Suspend Account | Change
or more Password
Security
Questions
>60 >50 >30 >20 None Suspend Account | Change
and Blacklist Password
Device

6. Conclusion

Credential stuffing is a new piracy attack that has become prevalent in the past several years. This is due
to the vast increase in the quantity of breached credentials in the marketplace and also based on the fact
that few users change their credentials between accounts.

Credential stuffing, as opposed to other credential discovery techniques such as phishing, is prevalent not
only on financial sites but also on media sites where the primary objective of the fraudster is to benefit
from a low one-time payment to a subscription service. Hence, fraudulent use based on credential stuffing
is extremely difficult to detect and disrupt!
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Using advanced machine learning techniques, Synamedia has managed to build new fraud detection
algorithms that can detect fraudulent usage of devices within accounts based on credential stuffing
attacks. The results of this algorithm enable very effective adaptive authentication and remediation
techniques to combat those passwords that were stolen and purchased based on credential stuffing!

Abbreviations
API Application programmable Interface
CSA Credential Stuffing Attack
TVOD Transactional Video On Demand
VPN Virtual Private Network
SCTE Society of Cable Telecommunications Engineers
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1. Introduction

This paper is a joint effort by members of the SCTE Alternative Energy / Microgrid Working Group. The
SCTE Alternative Energy / Microgrid Standards Working Group’s (AE/MGWG) charter is to “educate and
inform the SCTE community on the applicability and use of alternative energy & microgrid technology in
cable operator facilities.” This includes: defining operational practices and standards; demonstrating the
technology is deployable and manageable for service providers; facilitate communication between service
providers, industry partners and other standards organizations; and creating a library of microgrid use cases
showing how resiliency can be improved, operational costs reduced, and deployment times decreased
through the appropriate application of these technologies.

A microgrid is an electrical system that connects multiple sources and loads that is controllable by the user
to allow independent operational choices. Currently, some basic alternative energy and microgrid
technology have been deployed throughout the cable industry. However, the industry has not yet taken full
advantage of existing, available, and relevant advanced powering technologies. Most existing power
systems are not ready to work like advanced microgrids. That said, cable operators can, and should, continue
to leverage already deployed technologies and test the new approaches to powering. This paper will attempt
to address how microgrid technology has continued to evolve, along with the issues facing the application
of future microgrid technologies, to illustrate the benefits of adopting a proactive rather than reactive
microgrid implementation strategy.

Today, traditional deployments of energy infrastructure in the cable industry includes Direct Current (DC)
power plants and Alternating Current (AC) uninterruptable power systems, long term battery storage,
transfer switches and switch gear. It also includes generator sets, renewables and other power sources that
have been combined in a traditional manner to provide resiliency and sustainability when grid power is lost.
While these are many of the basic elements of a microgrid, they often lack the topology and controls
required for full microgrid implementation and performance. However, existing deployments are capable
of providing a foundation for transition into a more resilient and functional microgrid architecture.

The fundamental premise behind the deployment of a true microgrid architecture by a cable operator is the
increasing opportunity to diversify sources of power and therefore enable a more resilient service offering
to customers. This would also allow new capital models and power system topology designs to reduce cost
of ownership.

© 2020 SCTE-ISBE and NCTA. All rights reserved. 15



2. 10G and the Aging Power Grid
2.1. 10G Defined

The cable industry is quickly moving the needle of network service offerings. The collective initiative was
announced as 10G at the 2019 CES show in Las Vegas. This collective push to offer a symmetrical 10 gigabit
network to subscribers will enable new ideas, businesses, and things not yet imagined coming to life. “The 10G
platform is a combination of technologies that will deliver internet speeds 10 times faster than today’s networks
and 100 times faster than what most consumers currently experience. Not only does 10G provide faster
symmetrical speeds, but also lowers latencies, enhanced reliability and better security in a scalable manner.”!"!
Powering will continue to be an important component to this developing program, and just like the network will
evolve, power strategies should evolve as well.

2.2. Aging Infrastructure and the Grid

The U.S. electric grid (“the grid”) constitutes a vital component of the nation’s critical infrastructure and serves as
an essential foundation for the American way of life.

America’s economy, national security and even the health and safety of our citizens depend on the reliable
delivery of electricity. The U.S. electric grid is an engineering marvel, with more than 9,200 electric generating
units having more than 1 million megawatts of generating capacity connected to more than 600,000 miles of
transmission lines, according to the U.S. Department of Energy, Office of Electricity.

This “grid” feeds consumers through an intricate network of transmission lines, substations, distribution lines, and
transformers, as shown in Figure 1.

N Y

Substatio

Figure 1 — Simplified Electrical Grid

It is generally understood in the industry that the electrical grid is aging. A good assessment is provided by the
American Society of Civil Engineer’s (ASCE) 2017 Infrastructure Report Card, which described most of the U.S.

© 2020 SCTE-ISBE and NCTA. All rights reserved.

16



energy system as predating the turn of the 20th century, with most transmission and distribution lines at full
capacity. These systems were constructed in the 1950s and 1960s with a 50-year life expectancy. The annual
number of power outages continue to increase, and the ASCE gave the system a D+, the same rating given to it in
the previous three 4-year report card cycles, indicating no changes other than the system continues to age.

As a significant portion of the grid was developed and built half a century ago, it did not include the present-day
demand for:

Higher quality power

Integration of clean, variable renewable, electric vehicles, and distributed energy technologies
Remote control and data gathering

Enabling consumer participation

Higher security and protection from vandalism, terrorism, and weather

The grid was built to simply deliver power with ease of operation, economically, efficiently, and reliable for the
age.

This grid connects numerous utilities which are individually focusing on replacement and upgrade as priority over
other issues such as aging workforce, regulatory models, and stagnant growth. Meanwhile, they are developing
and improving processes and models to manage their assets more efficiently such as:

e New and innovative testing methods, which help to identify and prioritize old equipment that is most in
need of repair and/or replacement

e (Cable injection and treatment programs

e Breaker refurbishment and upgrade programs

e  Wood pole and tower structure testing, treatment, and replacement

Unfortunately, these programs allow the basic infrastructure to continue to age.
2.3. Reliability & Resiliency (eg: Ca. Public Service Power Shutoff (PSPS Program!)

Cable operators are observing compound annual growth rates (CAGR) of 40 — 50% downstream and 20 — 30%
upstream driven by streaming video (including 4K content); newer, delay-sensitive gaming applications; and a
general increase in consumption. Over the next few years, cable operators will be faced with numerous decisions
in order to meet the exponentially growing needs of their customers.

The upcoming implementations of 10G networks, which promise 10X the bandwidth, assure that there will be an
increased need for reliable energy to drive these more powerful devices as they are deployed across the network.
This increased demand for powering cable plants and networks comes at a time when traditional utilities are
grappling with a myriad of issues, including the fact that they have failed to keep up with the increasing need for
truly resilient energy across their mostly centralized networks. This can pose another serious challenge that cable
operators will need to contend with.

What’s more, to contend with existing and up-and-coming competitors, cable operators are also increasing their
dependence on reliable and consistent power to service newer offerings that are being driven by the proliferation

of Internet of things (IoT) applications, including in-home security systems and other “smart devices.” This all
increases backhaul requirements and intensifies the demand for resilient and reliable power.
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These dynamics are forcing operators to reconsider their investment strategies and the soundness of making
longer term capital expenditures to reduce risk, reduce costs and remain competitive. Microgrids may provide a
viable strategy, by reducing the dependency on traditional power providers with the possible concurrent benefit of
reducing energy-related operating expenses over time. Fortunately, many cable operators have been quietly
engaged in building out what could be considered microgrids of sorts. By installing renewables and energy
storage systems, operators are adding resiliency and maintaining operations in the event of power failures
resulting from disruptions in the power grid. An additional benefit of these hybrid microgrids can also be realized
by reducing demand charges and possibly reselling power to utilities under power purchase agreements. Other
drivers of the trend to increase independence from traditional providers are the increased intensity, regularity, and
length of weather disruptions, and the inability of utilities to easily make enhancements to their generation and
distribution capabilities. Issues related to localities objecting to pipeline placement, new power line installations
and other regulatory challenges are adding to risks associated with dependency on traditional utility operators.
Operators in California have recognized the potential for such grid disruptions and have begun to respond by
promoting centers in areas less likely to be impacted. Figure 2 provides a list of electrical infrastructure hazards
and associated risks.

Natural Hazards Human Hazards Operational Hazards

lce, snow and extreme Geomagnetic and

cold weather Physical attacks electromagnetic pulses

()

Thunderstorms, m
tornados and -
hurricane-force winds [

= . Storm surge, flooding
@ and increased
precipitation

2
o é‘-o

Workforce turnover and
loss of institutional
knowledge

Capacity Constraints

Increasing temperature
and extreme hot
weather

Inherent instability
Earthquakes from renewable
resources

Wildfires

Dependencies and
supply chain
interruptions

Human Error

Cyber attacks Aging infrastructure
° ; ¢

)&

Adapred fram Argonne National Leboratary, 2016

Figure 2 — Growing Risks to the Electrical Infrastucture
Growing energy demand is also impacting the existing industry growing risk situation. Despite increased

efficiency, the US Energy Administration projects that world energy demand will increase by 28% by 2040.
Much of this demand is driven by the increasing digitization of society, data centers, telecommunications systems,
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and our households, that continue to require more energy to operate the devices we have become so dependent
upon.

World energy consumption by energy source (1990-2040)

quadrillion British thermal units 2015 cia
e history projection petroleum
and other
liquids
200
natural gas
150 coal
renewables
100
50
nuclear
1990 1995 2000 2005 2010 2015 2020 2025 2030 2035 2040
Source: U.5. Energy Information Administration, International Energy Qutlook 2017

Figure 3 — World Energy Consumption

Also compounding the problem is the increased intesnity and frequency of major storms, fires and other natural
disasters. Outages of more than 24 hours impact every citizen. Food supply, manufacturers, communications
networks, and simple changes to every day routine have consequences beyond financial. Also to be considered are
the financial and manpower resources required to respond to such events, the pressure on traditional utilities to
modernize generation and distribution networks, and the impact on our communities.

Power outages have risen sharply over the last decade
Major power disturbances in North America
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Figure 4 — North American Power Outages
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The demand for quality, dependable power is also extending beyond primary cable plant and includes the growing
demands of peripheral (edge) requirements for power as the technology evolves. Utility costs for these edge sites
is also increasing along with the risks of losing utility power. Power fundamentals such as native DC vs. AC
supply of energy also adds to the cost and complexity of supporting cable operations. With recent advances in
direct current technologies and deployment capabilities DC powered networks can increase system efficiency,
particularly as the industry integrates native dc powered renewables and energy storage devices into their power
networks.

3. Microgrid Defined and the role of alternative energy resources
3.1. What is a microgrid?

The SCTE Alternative Energy/Microgrid Standards Working Group (AE/MGWG) developed a definition for
microgrids as: “Microgrids may be defined as a localized group of interconnected and managed electricity
sources, storage and loads that can be connected with other local microgrids and/or the traditional electrical utility
grid (macro grid) but can seamlessly and selectively disconnect from them and function independently as
conditions, policies or economics dictate.”

3.2. Simplified Definition

A more simplified definition of a microgrid can be stated as: A microgrid is an electrical system that connects
multiple sources and loads that is controllable by the user to allow independent operational choices.

3.3. Distributed Energy Resources (DER)

The United States electric grid is comprised of bulk power generation, distribution, transmission, and consuming
entities. The infrastructure enabling just about everything in our modern daily lives has remained largely
consistent for close to one hundred years. AC power is generated, moved in higher voltage from generation to
substations, and voltage is reduced to feed transmission and then ultimately converted into the low voltage AC
power typically used at commercial and residential facilities.

With the advent of solar and what we refer to as “alternate energy” sources, the model of bulk power sources
begins to be challenged. The traditional grid model is one of stability, predictability, and regulation to uphold high
expectations of availability. To satisfy these expectations of high availability the current system is made up of
large central base-load fossil fueled power generation plants and supplemented by addition fossil fueled based
peaker plants when demand increases beyond base load capabilities or are needed to supplement when base load
system is unavailable. When we plug something into an electrical outlet here in north America, there is no
second-guessing power availability. Distributed energy resources can become a viable model to anyone wishing
to pursue alternatives to the traditional power grid.

The new challenge of incorporating solar photovoltaic (PV) systems, wind resources, storage (like batteries)
raises electrical engineering questions as well as financial market questions. DERs can be defined as: “Distributed
energy resources are small, modular, energy generation and storage technologies that provide electric capacity or
energy where you need it. DER systems may be either connected to the local electric power grid or isolated from
the grid in stand-alone applications. DER technologies include wind turbines, solar/photovoltaics (PV), fuel cells,
microturbines, reciprocating engines, combustion turbines, cogeneration, and energy storage systems.”?) Cable
operators are in a very good position to evaluate and deploy DERs due to hybrid fiber coax (HFC) communication
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network architectures. Critical facilities, people space and even outside plant can be considered for distributed
energy adaptation.

There are several use cases that can promote the deployment of a DER for cable operators. These primary cases
include lowering grid dependency, becoming less utility grid dependent, and enhancing availability of power. In
locations where peak demand charges become very high during seasonal changes (high air-conditioning or
heating needs), a local DER such as a grid-tied PV plant can help reduce excess charges. The PV plant can be
engineered to match the forecasted spikes in utility grid demands that associate with a higher billing to the cable
operator. In 2019, California power providers began to institute public safety power shutdown (PSPS) events.
Weather conditions supporting high fire risks have required grid providers to turn off supply in order to lower
risks of fire. Communication providers need to become less dependent on the grid to ensure service availability.
DERs can help address that need. This approach is naturally related to the third use case of enhancing power
availability. NREL conducted a backup power study for cable operators and that report can be found in Reference

13].

Distributed energy resources can play an important role in cable’s infrastructure. Determining the strategic
adoption can be done following a few steps. First, identify the electrical requirement and/or problem. Are the bills
too high? Is power availability becoming unacceptable? Are there renewable energy requirements needed for
positive marketing? Does run-time in the absence of grid or traditional generator backup need to be extended?
After the applicable question/s is/are identified and answered, the technology can be identified to address the
problem. PV has been a reliable go-to; however, each situation will dictate what power generation source would
fit best. Second, approach the local utility provider to discuss incentives. If the local power provider has a
mandate to lower loads or incorporate renewable power sources, there may be financial awards to help offset DER
deployment costs. Third, build out the project plan to commissioning. As with any change to day-to-day
operations, a DER implementation requires a solid project plan to ensure successful incorporation into existing
network topologies. Finally, document post commission needs, such as maintenance, system milestones and
support providers. Cable operator infrastructure requires working with a multi-vendor ecosystem and the DER
turn-up can introduce new providers of power service if the existing pool of resources do not specialize in
essential power source management. This relationship will be especially important as a DER investment can
extend beyond 20 years.

3.4. Alternative verses Renewable Energy Resources.

29 G

The differences between “alternative energy,” “renewable energy,” and “clean energy,” might not be obvious.
Each term is unique and has its own individual definition.

3.4.1. Alternative Energy

Alternative energy refers to sources of usable energy that can replace conventional energy sources (usually,
without undesirable side effects). The term “alternative energy” is typically used to refer to sources of energy
other than nuclear energy or fossil fuels.

Throughout the course of history, “alternative energy” has referred to different things. There was a time when
nuclear energy was considered an alternative to conventional energy and was thus called “alternative energy.”
The term is ever evolving,

Today, a form of “alternative energy” might also be renewable energy, or clean energy, or both. The terms are
often interchangeable, but not the same.
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3.4.2. Renewable Energy

Renewable energy is any type of energy which comes from renewable natural resources, such as wind, rain,
sunlight, geothermal heat, and tides. It is referred to as “renewable” because it does not run out.

People have begun to turn to this type of energy due to the rising oil prices, and the prospect that one day sources
of fossil fuels may be depleted. Also, concerns about the adverse effects that our conventional energy sources
have on the environment have played a big role in the advancement and adoption of renewable energy sources.

Among the different types of renewable energy, wind power is one which is growing in its use. The number of
users who have some form of wind power installed has increased, with the current worldwide capacity being
about 100 GW. In addition, the traditional power grid has leveraged commercial wind farms to diversify power
sources in environmental correct locations such as the mid-west and parts of Texas.

3.4.3. Clean Energy

“Clean energy” is simply any form of energy which is created with clean, harmless, and non-polluting methods.
Most renewable energy sources are also clean energy sources, but not all.

One such example is geothermal power. It may be a renewable energy source, but some geothermal energy
processes can be harmful to the environment. Therefore, this is not always a clean energy. However, there are
also other forms of geothermal energy which are harmless and clean.

Clean energy makes less impact on the environment than our current conventional energy sources do. It creates

an insignificant amount of carbon dioxide, and its use can reduce the speed of global warming — or global
ion 4
pollution.
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3.5. Bringing Alternative Energy Resources Together = Microgrid.

Typical cable industry critical infrastructures (Cls) are constructed with power systems that contain emergency
back-up systems, such as fossil fueled generators and lead acid battery-based DC power plants, to ensure system
reliability during utility power outage events. A typical system configuration example is shown below in Figure 5.
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| GEMERATOR
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Battary

Figure 5 — Typical System Configuration

The current state of this infrastructure is characterized with specific technologies characterized by the functions
and related adjacent operational functions as described in Table 1.

Table 1 - Infrastructure Operational Functions

Business Function Technology Technology Operational Considerations
Function
Primary/Secondary | Utility Service and | To power the e Site is dependent upon reliable
Power Source Generator critical load utility service
e Site operates on either utility
OR generator

e A brief outage is required for
generator start-up
e Most generators are fossil fuel

based
e Many sites with dual generators
Source Transfer Automatic Monitor utility e No parallel operation
Transfer Switch power and e No closed transition transfers

(ATS) controls
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transfer of
power source

Power Distribution o 48y Service High initial investment with
DC/battery | continuity stranded capacity costs
plant during Assorted power distribution
e Dual bulk | transition from configurations
feeds to utility to System changes and adds are
critical generator costly with specialized labor
loads and material which can
Inverter Critical AC influence time
loads through Power density varies widely
inverter but initial build investment
(eliminating needs to anticipate worse case
UPSs in loads
process) Inverters can allow for
elimination of UPS
Stable Operating HVAC Backed up by generator for
Environment power during commercial

power outages

Bringing a variety of power sources together to feed and support a load or multiple loads is a microgrid. The cable

industry, to some extent, has a head start in the progression path to microgrids that should be evident from the
above. Some examples of microgrid topologies are shown on the following page.

© 2020 SCTE-ISBE and NCTA. All rights reserved.

24



Common DC Bus

UTILITY

AC Out

T .

ITHER WIND

’ lhdependent Controls

Figure 6 — Microgrid Topology (1)

PV Array Emergency Wind Turbine Micro PV Array
I} Gen Set Turbine / EneIgy [}
£ F Storage LA
= Ny "y = = bc =
— o — = = Distribution L
Auto-Sync DC Bus system
I l [ amsmmm !
g | I I rddundancy ] I '
l:-\/ i = - ~, — /\./
|
AC Load panel - UPS FllllllllllLlllllllJlllllllllll IIIIIIIII
r ¥
To DES dev's DC Load panel  DCLoad panel e e AL tasd pane)
sy DERFLEX I I
- {limit kw)
charger] B / AC Load Panel - / AC Load Panel
backup
= _| Charge "
— controller Container 1 Container 2
- - @ e @ redundancy
Utility Grid 1 Utility Grid 2
[venice | < - (Source: EnTECH

Figure 7 — Microgrid Topology (2)
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The preceding configurations use a DC power collector bus topology. An example of an AC power configured
microgrid is shown in Figure 8 (Source: Schneider Electric).

|
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— LV Energy Control Center _ _ ié‘l.éL L

ES— ._u___},a___ul_u___,__l._.__,___._j

' |
I) I I |~ |
) ). )) ) |

UPS _
Essential loads Standard loads
[ Critical loads J

Figure 8 — Microgrid Topology (3)

3.6. What'’s In It for the Cable Industry/Cable Operators?

The DOE and other government agencies have been spearheading the definition of microgrids while documenting
their value. Now, with the active involvement of two predominant industry organizations - NREL (National
Renewable Energy Laboratory) and CableLabs - this should send a clear message that it is time for the cable industry
to grab the lead, creating microgrid standards specifically designed for cable operators.

As introduced earlier in the paper, microgrids are very important to the cable industry for several reasons:

1)
2)
3)

4)

They provide additional resiliency and reliability in times of unplanned power outages. During severe
weather, microgrids can provide the ability to continue providing power to critical facilities.

With competitively priced self-generation from renewable and other energy sources, microgrids can provide
a hedge to increasing costs of energy for cable operations.

Coincident with time-of-use electricity pricing, microgrids can allow cable operators to buy low and sell
high for their operational energy needs, as well as the energy needs of their customers.

Microgrids provide operational independence from local utilities allowing control and usage of dispatchable
power sources independent of local utility performance.

Operational cost containment is an important practice for cable operators, and power is no exception. The idea of
purchasing energy at low rates and selling high over a 24-hour period will become increasingly important. Time-
of-use rates become pervasive to effectively manage the supply and demand balance of the grid in the presence of
increasing renewable energy resources. This is evidenced by the increasing number of cities, states and countries

© 2020 SCTE-ISBE and NCTA. All rights reserved.

26



that have made 100% renewable generation commitments, most notably, the states of California, Hawaii and several
others by 2045.

While these economic drivers are valid, other areas of the country with lower electrical costs are justifying
microgrids by combining other value propositions with Time-of-use gains. Such benefits include added resiliency,
demand shaving, and the utilization and control benefits of higher voltage direct current in a DC-Coupled microgrid.

Basic microgrid technologies are currently deployed within the cable industry, but they are not positioned to best
leverage traditional microgrid techniques. The opportunity exists for the industry to take stock of what is changing
in their networks, followed by an exploration of how the industry should or can leverage new technologies
(including power). As the industry strives to enhance the customer experience, there needs to be a conscious review
of how energy use has evolved. Asnew cable technologies are deployed in the access networks, infrastructure costs
to accommodate these changes could end up being fiscally prohibitive in meeting business goals without proper
consideration of modular microgrid technology deployments.

The regionalized nature of the cable industry is conducive to microgrid developments. The cable industry could
develop microgrids and sell power to/within itself as well as sell power to outside partners. The steadily
improving return on investment (ROI) related to microgrid and alternative energy technologies, coupled with

regionalized opportunities that exist for the cable industry/cable operators, make a valid argument that there are
tangible benefits for microgrid development.

4. MicroGrid use cases and drivers for the Cable Industry

4.1. Edge Facilities and Outside Plant

It is well documented by SCTE, and as depicted in Figure 9, that the majority of the cable industry’s critical
infrastructure power footprint is housed within edge facilities and outside plant.

Market Data Centers

3-7%
National Distribution Centers
Backbone/Colocation Sites
Administrative Offices 10-21%
Access Network Power Supplies " \
Edge Facilies 73-83%

Figure 9 — Critical Infrastructure Facilities
Outside Plant Infrastructure: Unique to cable and telecom providers is the outside plant and especially the

hundreds of thousands of power supplies enabling the hybrid fiber coax network (HFC). Typically, power is
provided to the center conductor of the HFC plant via a local power supply. The power supply receives power
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from the utility provider typically on the very same pole the cable infrastructure resides. What kind of creative
approach could be taken to address the diverse nature of outside plant powering? Self-generation of power in
strategic places could be an opportunity for investigation. New innovative power supplies and infrastructure are
being investigated and new standards are in process to allow this innovation. New energy storage technologies
will also play an important role.

Edge Facility Infrastructure: According to ANSI SCTE 226 2015, Class B-D facilities are smaller in nature,
support, and design criteria than the larger Class A data center centric facilities. This does not mean that the
importance of these infrastructure rich points of presence are small. Evaluation of microgrid deployment options
are not easy to determine. Careful examination of each facility should be conducted, and a reusable model built to
evaluate the benefit and application of microgrid options at the smaller facilities. The model needs to consider
multiple data points such as downtime, cost of power, number of subscribers, and types of subscribers
(commercial vs. residential). Network architecture dependencies are important factors when determining
microgrid investment. All new infrastructure power solutions must be modular and scalable.

4.2. Electric Vehicles (EVs)

The cable industry maintains a fleet of nearly a quarter million vehicles worldwide. In recent years, the industry
often encourages technicians to overnight company vehicles at their homes. Continuing to do so will create
unique financial opportunities to leverage the industry’s broadband infrastructure to manage the charging of
cable's future fleet of EVs—and perhaps even private vehicles—across small and large geographic areas.!!

EVs and hybrid EVs will play an increasingly important role in cable operations. Due to technological advances
and continuing declines in battery costs, personal EVs provide fuel savings of nearly $1,000 per year and EVs
overall are cheaper than equivalent combustion-engine models for many applications. Deployment of EVs are
increasing every year and should be part of microgrid applications and growth. This will help fill the need for
increased power reliability and resiliency.

Global decarbonization is driving the further electrification of our world and this will result in increased
electricity consumption of 38% by 2050, Electricity is rising in popularity as it is easier to transport, deliver,
store, and use. Society's growing dependence on electric power is resulting in an exponential rise in consumption
in applications such as data centers and EVs. In and of themselves, EVs are likely to create 20%-30% additional
load on the electric grid!®), helping to make the case for the optimization of charging strategies. As such, Time-of-
use pricing of electricity is legislated in several states and, along with variable pricing is expected to be
pervasive.l”! The departure from fixed electricity rates raises crucial financial questions of 1) when to charge EVs
based on varying electricity cost, and 2) how to enable the cable industry to specify methods that monetize the
value stack created by managed fleet vehicle charging. As mentioned earlier, cost management of operations for
cable operators is important to the business.

4.3. Monetizing Optimum Load Shaping and other EV-Based Grid Support Services

Several technologies and market trends are at play that can both negatively and positively affect the cable industry
in terms of energy cost. With the increased deployment of EVs, the production, distribution, and use of electricity
is rapidly evolving for the charging infrastructure that will be needed, creating critical functionality gaps in
managing the grid. EV charging is already stressing grid capacity and affecting the cost of electric power. Yet,
when networked and managed in a coordinated fashion, batteries and EVs are proving their ability to provide grid
support services such as load shaping, peak reduction, and active power quality management via reactive power
and frequency support. Together, grid support services from EVs can create a value stack consisting of reductions
in operational costs, maintenance, and new construction of power plants, transmission, and distribution facilities.
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If cable operators can reap the rewards of selling power via a microgrid and leverage the collective energy storage
across a substantially large EV fleet, the benefits could be substantial. Communications and controls will play an
important role in such a scenario.

Since 1882, the grid has operated such that supply from power generators anticipates and follows the demand for
electricity. In recent years, the continuing decline in the levelized cost of energy from wind and solar power is
such that, in much of the world, construction and operation of new renewable energy sources are less costly than
the ongoing operation of existing fossil-fueled power plants. Yet, the demand for electricity is often not
coincident in time with the supply from renewables, which themselves are variable and not dispatchable (i.e., not
controllable). As such, widespread, pervasive coordination of demand will be valuable in orchestrating electric
loads, such as EV charging, to follow the least costly forms of fossil-based and renewable supply.

A growing body of research from several U.S. Department of Energy National Laboratories and throughout
industry indicates that load shaping will be increasingly important in reducing the cost of operations in the grid,
microgrids, and nanogrids.”®) What is missing are methods to optimally shape load based on the holistic
consideration of generation, distribution, and storage. Optimum Load Shaping (OLS) is a newly developed
software-based proprietary technology to minimize power generation costs and carbon dioxide emissions that
informs electrically powered devices of the forecast times of the lowest cost and cleanest supply. OLS uses an
end-to-end generation-to-load algorithm that jointly optimizes supply (part 1) and demand (part 2). Efforts are
underway in the SCTE Energy Management Subcommittee, Microgrid Working Group, to propose a standard that
will specify the creation of an OLS, its transmission across different networks, and the actions taken by a
receiving device, such as an EV or battery charger, that modifies its behavior to minimize differences over time
from the OLS.

Forecast Optimum Load Shapes (OLSs) can help monetize the cable industry's future fleet of electric vehicles and
facility batteries to provide the critically needed end-to-end, generation-to-load control of the electric power grid.
An OLS provides grid control and consists of a set of numbers (e.g. target load for hours 1-24) that forecasts the
most efficient electrical supply in grids, microgrids, and nanogrids, so that all stakeholders - generation entities,
utilities, distributors, retailers, and consumers—can reduce their electricity costs and carbon emissions.

5. The Developing Microgrid Technologies and Industry Trends

As microgrids are developed in greater and greater numbers, microgrid interconnections will also increase.
Interconnections will occur directly between adjacent microgrids, but in most cases will be interconnected
through the existing electric utility infrastructure. Microgrids and the interconnection of microgrids require new
ways to track energy use, power generation by distributed energy resources, and load control in a way that
transactions between microgrid owners and operators are being developed. These situations and ongoing
engineering developments are what make up the new “Transactive Energy” evolutions as described below.

5.1. New term: “Transactive Energy”
The increased use of renewable energy and distributed energy management technologies offers the potential for
significant efficiency improvements through market-based transactive exchanges between energy producers and

energy consumers.

To enable these sorts of exchanges, however, the modernized grid will require new economic tools and processes.
“Transactive energy” is the broad term used to describe this new approach and can be defined as “a system of
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economic and control mechanisms that allows the dynamic balance of supply and demand across the entire
electrical infrastructure using value as a key operational parameter.”

Source: EPRI

Figure 10 — Modernized Electrical Grid

5.2. Transactive Energy’s Potential Benefits to Consumers
The following list outlines the benefits of moving to a more transactive-based energy model:

e Better utilization of grid assets: Everything from transformers and switches, to vehicle-charging stations
and smart meters, can lower costs when optimized, especially during peak demand conditions.

e QGreater resilience and reliability: During large storms, a reduced length and frequency of outages

e Greater control over personal energy use: Empowerment of choice and information provided to
consumers

e Increased use of renewable energy resources: Gives individual consumers the satisfaction of contributing
to larger societal environmental sustainability goals

The growth of a cable operator’s business intelligence that is required for this evolution, including the
development of artificial intelligence (Al), will evolve into a big data management platform. This platform could

make for a new business opportunity for cable operators as well as provide market participation opportunities in
various regions of the country.
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5.3. The Natural Progression Towards Independent Energy Sourcing and Control

Originally driven by economics (cost savings) and social responsibility (energy management), the first step is the
installation and application of renewable energy technologies and systems. The next steps are the progression
paths to the future with a corporate version of self-actualization (maximizing potential) by participating in the
energy market as both a supplier and consumer, with the ability to self-determine the most appropriate energy
source based upon real-time availability and needs. The figure below describes the steps in the progression path
to the Transactive Energy future

Backup Power Critical Infrastructure Energy Market Participant
Utility Dependent Energy Management Independent Sourcing
| =
Low Voltage Renewable High Voltage Mi i Transactive
icrogrid
DC Power Energy DC Power || | Energy
* Historical = hubs run on + Saves Money + Efficientand Simplified * Auto-source the most + Provide on-site generated
48v DC Power - Socially Responsible DC Power Distribution to efficientenergy (or multiple energy to others — other
« A portion of load * Complicated - need to the racks (at rack energies) in real time facilities. campuses.
conversion to AC Power synchronize multiple conversion to AC if - Renewable (solariwind) customers, neighbors,
where needed phases of AC current needed) + Battery + Source energy from other
= Inefficient - multiple power = Efficientand cost = Utility producers (facilities,
conversions required effective Renewable * Generator customers, neighbors, etc.)
(DC to AC) Energy (plug Renewable * Fuel Cell + Utility becomes transport only
energy directly into + Cable topology (clustered
VoltServer HVYDC) regions) is ideal for Macrogrid
— =L — we can power ourselves!
T o
x"mx_‘__,.—-” = i e g
Utility Regulated “Behind the Meter” Market Regulated
“Beyond the Meter” “Beyond the Meter”

Figure 11 — Steps to Transactive Energy Market and Critical Infrastructure Resiliancy

6. Conclusion

As the cable industry looks to further standardize on strategic energy concepts like microgrids, opportunity awaits
for development, trial and ultimate deployment of microgrid technologies. It has been shown that microgrids are
being deployed within many industries and use cases globally. Economics, the rising cost of electricity and the
focus on a more sustainable future are the drives for the widescale deployment of solar, wind and other distributed
energy resources. New technology large scale energy storage is also becoming more cost effective and is playing
a bigger and bigger roll in the new energy future. This paper characterized why it’s a sound ideae to fully reap the
benefits of multi-source smart power grid scenarios, adhering to cable specific use cases mentioned in the early
sections of this paper. Finally, the consensus body represented in the active SCTE working group will pave the
way to help accelerate the deployment of robust microgrid solutions. These will enable a foundation of new
network ideas, as envisioned and embodied in the announcement of 10G, early in 2019. Microgrids will play a
big roll in powering 10G with a summary of use cases, use scenarios and values to the industry in figure below.
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Summary: Microgrid Use Cases, Scenarios and Values
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Figure 12 — Summary: Microgrid Use Cases, Scenarios & Value for the Cable Industy
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Abbreviations

10G 10 gigabits per second

AC alternating current

AE/MWG Alternative Energy / Microgrid Working Groups
Al artificial intelligence

ANSI American National Standards Institute

ASCE American Society of Civil Engineers

ATS automatic transfer switch

CAGR compound annual growth rate

CES Consumer Electronics Show

CI critical infrastructure

CO2 carbon dioxide

DC direct current

DER Distributed Energy Resource

DOCSIS Data Over Cable Service Interface Specification
DOE Department of Energy

EV electric vehicle

FEMP Federal Energy Management Program

GMLC Grid Moderization Laboratory Consortium
GW gigawatt

HFC hybrid fiber coax

HVAC heating, ventilation and air conditioning

IoT Internet of Things

ISBE International Society of Broadband Experts
NREL National Renewable Energy Laboratory

OLS optimum load shaping

PSPS public safety power shutdown

PV photovoltaic

ROI return on investment

SCTE Society of Cable Telecommunications Engineers
UPS uninterruptible power supply
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1. Introduction

With the introduction of DOCSIS® 3.1 technology, profiles and profile management became important to
operators who wish to get the most out of their network capacity. With the resiliency advantages of
DOCSIS 3.1 technology, network impairments impact service through a loss of capacity but not failure of
service until these impairments become severe. Therefore, there is an opportunity to use lost capacity as a
way to measure the severity of impairments, and to prioritize proactive network maintenance (PNM)
work as well. But with profiles being limited in number on many cable modem termination systems
(CMTSs), the theoretical maximum capacity can’t always be obtained. So, profiles need to be considered
to truly measure the impact of proactive maintenance operations.

In this paper, we present some competing methods for prioritizing PNM work in terms of optimal
possible profiles, as well as the measures involved in setting these profiles (RxXMER per subcarrier, and
bit load). Depending on the conditions of the operator’s network and PNM tool capabilities, some
solutions will be better than others. So, we will help operators decide an approach that works best for
them. The solutions we compare will be offered as workers in our Proactive Operations (ProOps)
platform as well, so that anyone interested can conveniently try them for themselves.

Identifying PNM opportunities is one challenge, but prioritizing them is another, and selecting the
important problems to work on is yet another. All these steps must be done right for PNM to be effective
because repair resources are limited.

Profile management is the practice of optimizing bitrates overall for the cable modems (CMs) on a
CMTS; Profile Management Application (PMA) is the name of the application that optimizes profiles,
say to maximize overall bit rate across all CMs subject to a limited number of profiles to share.

Operators express that they are reluctant to do proactive maintenance in part because they do not know
which problems to address, or which problems will impact service in the future. But the way DOCSIS
resiliency mechanisms work, bitrate is sacrificed for service reliability in the face of impairments. So,
while one impairment may not itself impact service, a future one will because the impacts pile up until the
customer notices. All impairments impact bitrate in some way, be that through codewords that need
correction, data that has to be re-sent, or subcarriers that have to be avoided, for examples. This suggests
that the impact to bitrate may be a good candidate for prioritizing and selecting important proactive
maintenance projects to tackle.

But how do you determine the bitrate impact of impairments? That is where a look at PMA can be
informative. For downstream PMA, downstream RxXMER per subcarrier is collected and used to
determine bit loading, which in turn informs bit load, which informs how the profiles are set. Therefore,
there are three potential candidates to consider: RXMER per subcarrier, bit loading, or the profiles
assigned.

Therefore, we investigate each of these approaches as methods for assigning PNM work. For some of
these methods to work, however, anomaly detection is all but necessary. We also look at possible
methods that include anomaly detection using a machine learning approach, and methods that avoid use
of an anomaly detector (AD) when possible, for cases where AD is not available. Statistical methods can
be used to detect impairments as well; for example, operators and vendors who are members of
CableLabs can obtain a copy of Spectra which detects anomalies in spectrum data, including methods that
were contributed back by Comcast.
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After outlining methods for consideration, we test these methods with an available data set, and compare
the merits of the approaches. While we don’t have access to operator networks to test the methods in
deployment, the comparisons we have made are informative enough to narrow the options down and
inform which may be tried first in various situations. We encoded some of the better options into the
ProOps platform so we can work with operators to test and tune the methods for their use. These solutions
are available to CableLabs member operators for free, and provided in some form to vendors as well.

2. Approaches Studied

Next, we introduce the approaches we defined and compared for prioritizing PNM work. Each of these
can be updated after information changes, such as the completion of maintenance.

2.1. Prioritize by worst profile group without anomaly detection

The target in this method is the worst performing CMs in the worst profile. If your PMA calculation uses
anomaly detection within it, then anomaly detection is used indirectly but its information is not directly
used in this case.

1. For each CM, calculate its profile from PMA based on the configured number of profiles in its
CMTS (Assigned Profile, as is typically done with PMA), and the best profile it could have been
assigned with unlimited profiles possible. (Possible Profile is a profile it would be assigned if it
were in a cluster of one). Note this is before consideration of impairments that can be removed.

2. Calculate the bit rates (bit loading) these CMs should achieve with these two profiles (BR_AP
and BR_PP). '

3. Cluster CMs by profile. Given the current PMA approach is to cluster before setting profiles, the
clustering comes essentially for free in step 1. Order the clusters by bit rate from lowest to highest
so that the worst profile group is selected for consideration first.

4. Start with the profile with the lowest BR_AP; find the CMs in this profile where BR_AP =
BR_PP. If none exists, find the CMs with the lowest absolute difference. Call this CM subset
CM_Cluster i for i=1. Assign to this CM subset CM_Cluster i a severity measure calculated as
the difference between BR_AP and the average BR_PP of all CMs sharing the profile but have a
higher BR_ PP than the group. So, we are assigning to each CM a cluster number and severity
number.

5. Remove this CM_Cluster 1 set of CMs from the set of CMs and recalculate the profiles using
PMA (returning to step 1 above).

6. Repeat the steps above to find CM_Cluster 2, and repeat again, until all CMs are clustered into
CM_Clusters_i for i =1 to n for an arbitrary n. Note that n will be larger than the number of
profiles. The severity will be used to assign importance for maintenance of the CMs in question,
and the CM clusters too.

The work is thus clustered. Sum the severities for the CMs in the cluster. The resulting severities are
the priorities to sort by for the work.

Note that the number of profiles has to be discovered from a trusted source such as the engineering team.
While the CMTS has a maximum number of profiles possible, operations engineering teams can decide to

" In a different version, one could calculate the bit rate for each CM if it could be assigned an optimal
profile (max bit rate achievable given how the CM was provisioned) (BP_OP). This could also be
defined as the target profile based on provisioning targets.
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use a smaller number of profiles when implementing. This setting, therefore, will need to be configured in
ProOps or your own PNM application environment for each CMTS.

Measuring the severity of CM clusters in this way presents a tradeoff. Clustering by CMs sharing a
profile may correlate with geography but maybe not enough to be efficient with truck rolls. And there is
not a guarantee that one cause leads to this CM cluster to share a profile. The theory behind this approach
is that one or a few related problems are leading to the lowest profile to bring down a group of CMs. If
one or two problems are impacting the group, then this approach should highlight the group of CMs
experiencing the problem. But if that is not the case, then the clustering may not work as intended.

Due to the nature of profiles, and the small number of profiles to share among all CMs, one change of a
CM’s performance can cause re-optimization of the mix of profiles; while some CMs get a better
performing profile, others can get a worse one. This makes comparison and prioritization difficult.

If a group of CMs is working fine at a low profile due to being at the end of a line, with low RxXMER
average values, a profile may be selected in this approach which has no addressable issues. Therefore,
human intervention will be needed, and perhaps additional rules or checking is needed to remove false
positives.

The need for information from experts to inform the profile management, as well as the fact that this
method may indicate false positives, suggests it will be difficult to manage.

This method can easily be augmented with anomaly detection. By adding anomaly detection to the
calculation, selecting the worst performing CMs, removing the anomalies, and recalculating the profiles
to see the impact, the profile information can be used to prioritize proactive work. Using anomaly
detection should reduce the expected false positive rate significantly, and make the method worth
considering.

2.2. Prioritize by worst profile modem without anomaly detection

This method is one which we encoded and will provide comparisons later in this document. This
procedure below aligns with our measurement labeled Severity(PMA).

The target in this method is the worst performing CMs over all profiles in terms of their impact on the
profile. If your PMA calculation uses anomaly detection within it, then anomaly detection is used
indirectly but its information is not directly used in this case.

1. For each CM, calculate its profile from PMA based on the number of profiles possible in its
CMTS (Assigned Profile, as is typically done with PMA), and the best profile it could have been
assigned with unlimited profiles possible (Possible Profile, a profile it would be assigned if it
were in a cluster of one). Note this is before consideration of impairments that can be removed.

2. Calculate the bit rates (bit loading) these CMs should achieve with these two profiles (BR_AP,
BR_PP).

3. Cluster CMs by profile. Given the current PMA approach is to cluster before setting profiles, the
clustering comes essentially for free in step 1. Order the clusters by bit rate from lowest to highest
so that the worst profile group is selected for consideration first.

4. Searching over all profiles, find the CMs where BR_AP = BR_PP (plus or minus a small delta).
Or, if none exist, find the CM(s) with the smallest difference in BR_PP-BR_AP. Call this CM
subset CM_ Cluster i for i=1. Assign to CM_Cluster i a severity measure calculated as the
difference between BR_AP and the average BR_PP of all CMs sharing the profile but have a
higher BR_ PP than the group. So, we are assigning to each CM a cluster number and severity
number.
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5. Remove this CM_Cluster 1 set of CMs from the set of CMs and recalculate the profiles using
PMA (returning to step 1 above).

6. Repeat the steps above to find CM_Cluster 2, and repeat again, until all CMs are clustered into
CM_Clusters_i for i = 1 to n for an arbitrary n. Note that n will be larger than the number of
profiles. The severity will be used to assign importance for maintenance of the CMs in question,
and the CM clusters too.

The work is thus clustered. Sum the severities for the CMs in the cluster. The resulting severities are
the priorities to sort by for the proactive work.

Just as in the previous approach, this approach has the same tradeoft due to the clustering utilizing
profiles, and using profile impact as the measure of severity.

Like the previous method, this method can easily be augmented with anomaly detection to allow selection
by anomaly that potentially would be removed.

2.3. Prioritize by profile bitrate impact using anomaly detection

This method is one which we did not encode for comparison as we expect it to be somewhat like the
previous one which we did. However, we think it may be one worth exploring with operators.

The target in this method is the anomalies in the signal, so anomaly detection is explicitly required. But
we still use profiles to determine which anomalies to dispatch for.

Assume we have a list of impairments generated for a set of CMs on a given node. Like impairments
across CMs, they need to be clustered so that each impairment is associated with a list of CMs that
show the impairment, and each CM could be associated with any non-negative number of
impairments.

1. For a set of CMs on the same node, and impairments found to appear on the set of CMs, order the
impairments found by severity on the CMs and create an association list for each impairment
containing the CMs that show the impairment.

2. Find the profiles for each CM on the node using PMA and call these profiles the Assigned
Profiles.

3. Take the most severe impairment on the ordered list of impairments, as measured by the amount
of impact to RXMER on the subcarriers that it impairs, using a method such as those that follow.
Adjust the RXMER per subcarrier for each CM impacted by the impairment as though the
impairment was removed (methods like LMS (Cole 1990)), sliding window average or median,
EWMA (bi-directional averaged), or FFT-smooth-IFFT methods may be useful here). One
reasonable approximation is to assign new RxXMER values over affected subcarriers such as the
statistical average of the non-affected subcarriers, or a target value for the subcarriers, or for
impairments like waves to assign the average of affected subcarriers. Find new profiles for the
new set of CMs on the node using the adjusted RXMER per subcarrier.

4. Take the difference in the capacity gains of the newfound profiles and the previously calculated
profiles, then assign the delta value as a score to the impairment. Depending on desired approach,
cluster the CMs by shared anomaly, profile, or not at all.

5. Update Assigned Profile with the newfound profiles, for all CMs on the node, and repeat the
process above (return to step 2) for the next impairment until no more impairments are on the list.
All impairments have a severity assigned now.
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The default is to cluster by impairment found, as that is given in the process. Alternately, we could
sum up severities by CM or profile and assign work based on the severities summed.

By using RxMER impact or bit load as the measure of performance, prioritization is straightforward.
There are impacts in these measures due to clustering, as profile changes can have the same impact as
discussed above, and removal of an impairment can impact more than one CM. But, the measures of
RxMER impact (dB or linear) or bit loading are closely linked to network capacity and service
bandwidth, so are excellent candidates for prioritizing work. With AD, a focus on the impairment, and
therefore the issue to address, reduces the need to cluster. The clustering only helps to measure the impact
of the impairment.

Note: A possible adjustment to this method is to take the square of the difference of RxMER values by
subcarrier for each CM and sum those square values so that deviations are measured as a squared loss
function instead of linear.

2.4. Prioritize by bit-loading or RXMER per subcarrier impact using anomaly
detection

This method is one which we encoded and will provide comparisons later in this document. We label the
measurements for this process as Severity(MER) and Severity(Bitload).

The target in this method is the anomalies in the signal again, so therefore anomaly detection is explicitly
required here too. But this time we just use RXMER per subcarrier or the bit loading possible, avoiding
explicit use of PMA.

Assume we have a list of impairments generated for a set of CMs on a given node. Like impairments
across CMs need to be clustered so that each impairment is associated with a list of CMs that show
the impairment, and each CM could be associated with any non-negative number of impairments.

1. For a set of CMs on the same node, and impairments found to appear on the set of CMs, order the
impairments found by severity on the CMs and create an association list for each impairment
containing the CMs that show the impairment.

2. Find the RxMER per subcarrier for each CM on the node and call these the real values.

3. Take the most severe impairment on the ordered list of impairments, as measured by the amount
of impact to RXMER on the subcarriers that it impairs, using a method such as those that follow.
Adjust the RXMER per subcarrier for each CM impacted by the impairment as though the
impairment was removed (methods like LMS, sliding window average or median, exponentially
weighted moving average (EWMA) (bi-directional averaged), or FFT-smooth-IFFT methods may
be useful here). Note this is a clustering step as well, resulting in CMs that are clustered around
an anomaly. One reasonable approximation is to assign new RxXMER values over affected
subcarriers that are the average of the non-affected subcarriers, or a target value for the
subcarriers, or for impairments like waves to assign the average of affected subcarriers. Call this
adjusted RxXMER per subcarrier the adjusted values. Apply this step to all impacted CMs in the
group.

4. Sum the improvement in bit rate (best possible bit loading) that is gained by removal of the
impairment, over all impacted CMs, and assign this result as a score to the impairment.
Alternately, one can use the improvement in RXMER per subcarrier values summed over
subcarriers.

5. Update the real RxMER values with the adjusted RxMER values for all subcarriers, for all CMs
on the node, and repeat the process above (return to step 3 with the updated RxMER per
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subcarrier values) for the next impairment until no more impairments are on the list. All
impairments have a severity assigned now.

The CMs are clustered by anomaly, so that can be used easily by default. Individual CMs can drive
the work too, depending on how the user wants to apply the severity and sort for work.

As this method uses AD and measures the impact of the removal of the anomaly, the advantages of the
previous method apply here as well.

Note: A possible adjustment to this method is to take the square of the difference of RxMER values by
subcarrier for each CM and sum those square values so that deviations are measured as a squared loss
function instead of linear.

2.5. Prioritize by bit-loading or RXMER per subcarrier without anomaly
detection

This method targets poor performing CMs without the use of AD or even PMA or profile information of
any kind. It instead goes to the source of profile information, the downstream RxMER per subcarrier
values for the CMs involved. We encoded this measurement for comparison later, indicating the
measurements as NormalScore(MER) and NormalScore(Bitload).

This simple approach is offered as a method to begin using and developing from. The PMA application is
shared in limited ways with vendors, and the CableLabs AD is shared with vendors as an executable only.
Not every operator will implement PMA. Such operators are able to make use of this method here too, but
some of the methods using PMA and AD are expected to perform better for many operator applications.

1. For a set of CMs on the same node, find the RXMER per subcarrier for each CM on the node, and
call these the real values.

2. For each CM, adjust the RxXMER per subcarrier for each CM through smoothing (methods like
LMS, sliding window average or median, EWMA (bi-directional averaged), or FFT-smooth-IFFT
methods may be useful here). One reasonable approximation is to assign new RxXMER values
over affected subcarriers that are average of the non-affected subcarriers, or a target value for the
subcarriers, or for impairments like waves to assign the average of affected subcarriers. Call this
adjusted RXMER per subcarrier the adjusted values.

3. Take the sum of the squares or absolute value of the differences in each subcarrier between the
real and adjusted RXMER values and call this the severity. A bit loading calculation can be done
here as well, and the overall bit loading may be used as the measure instead (inverse of bit load,
or difference in bit loading from the real and smoothed RxXMER per subcarrier results).

4. Prioritize and sort the CMs by their severities.

GIS information would be needed to cluster work without alternatives such as by anomaly. CM
performance may inform that clustering too, as experts have suggested.

3. Details, Discussion, and Evaluation

3.1. A note on using these results in a PNM framework
To use these approaches as workers in ProOps, and to have a solution that turns data into actionable
information, we need to have elements that collect data and calculate statistics (observe), assign priorities

and cluster work (orient), sort the clusters and choose which are opportunities (decide) on which to act
(act). The elements in these flows sometimes do not follow an order for OODA, but the elements are

© 2020 SCTE-ISBE and NCTA. All rights reserved. 43



represented. Some of the elements which may be separate workers when coded for ProOps, and the roles
they may provide, are described next.

o Observe
o RxMER per subcarrier
o AD
o Profile

e Orient

o RxMER improvement or severity
o AD severity
o Profile improvement
o Anomaly matching
e Decide
o Severity assignment
o Sorting results
o Act
o Dashboard
o Work list

For an initial configuration, here are the general configuration elements and steps.

e (Collect RXMER per subcarrier every 4 hours, and profiles if relevant, then immediately run
through any AD, or statistics calculators.
Calculate any severities or scores needed.
If the severity calculation did not require clustering yet, then execute on any clustering needed.
Execute next on any added data to collect for future AD or impairment detection training, etc.
Calculate any statistics needed based on the clustering, including calculating the cluster severities.
Sort the clusters or single entities by severity, and calculate any needed data for the dashboard
and prioritized work list, which may have a threshold value applied as criteria for inclusion in the
work list.
e Present results in a desired file format or data base, along with updating the dashboard.

3.2. A note on clustering work by anomalies

As we examine anomalies found in CMs, we will calculate their impact on RXMER per subcarrier or on
profiles and assign a value to the CMs where the impairment appears. But in doing this, we want to also
combine CMs by impairment in many cases. Combining by profile is done in some methods by default.
But working by anomalies may not result in clustered CMs unless the anomalies are compared. An
untested approach we suggest is as follows.
1. Cluster anomalies by their features:
a. For waves, match by cavity wall size first (distance between peaks or troughs), then
severity.
b. For slope, by slope value.
c. For other impairments, by subcarrier frequency or data ranges.
2. For each cluster, add the net severity scores of the MAC addresses in the clusters; call this the
cluster severity.

Several methods may be useful to consider here. For waves, normalize the slope to 0, then take an IFFT to
find the frequency values most prominent, and finally correlate the transformed data. Likewise, correlate
the untransformed data. Methods to correlate these data include k-means, difference tests like paired-t and
Chi-Squared, and some statistical parameter tests such as moment tests.
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There are several challenges with comparing anomalies to cluster work, and we leave this work for future
consideration. We may start with investigating the IFFT approach with checking for correlation of the
transformed and untransformed tests for waves, and use difference tests for frequency bound anomalies
(matched by anomaly type or not).

3.3. What to monitor

Several statistics may be worth monitoring including the following.

e Table of CMs by severity, ordered by severity
Table of CMs by hours in the top worst (configurable) by net severity
Plot of clusters by number of CMs in the cluster and severity
Plot of the top worst (configurable) CMs or clusters by severity, over time
Overall node health score by severity total

3.4. Training data for anomaly detection

Training on new data of the AD needs a human supervisor to be involved to label samples or make
corrections. Labeling samples means manually adding labels to the new samples. We can also use the AD
to perform detection on the new samples, and the human supervisor makes corrections to the localization
and classification results. Even if the prediction seems precise enough, small corrections are still
necessary to make the labels even more precise. This work is needed because the feed forward neural
networks are deterministic in terms of making predictions on the same input data. If we use the same data
with the label that’s generated by the AD itself for training, it’s only reinforcing the model to what it has
learned and not helping the model to learn from the new samples.

Each type of spectrum data will use a separate training process to train a separate model using labeled
datasets, because different spectrum data may reflect impairments differently. Also using separate models
can help stabilize the model and improve efficiency and accuracy.

3.5. Bit loading

Bit loading is handled differently depending on whether the solution is based on PMA or AD (including
non-AD RxMER calculations).

With PMA, the bit loading gain is represented by the J value. PMA calculates profiles, then calculates a
relative capacity gain by using dynamic profiles over 256-QAM flat profiles as the J value. The J value
can be used to find an overall channel capacity gain in bit load. By calculating a set of modulation
profiles, making an adjustment to the data, then calculating a new set of profiles, the differences in total
bit loading can be compared. But realize that by looking at profiles and making changes based on those,
the gain in bit loading depends on the other CMs on the impacted channels, so making a change to a CM
or one or more channels impacts multiple CMs, and potentially more than one profile, so an overall
impact has to be considered.

With AD, anomalies are first detected by the AD. As we know their type and frequency range from the
AD, we first calculate the average bit loading from the average MER value from all subcarriers, then
calculate the difference between subcarrier (within the anomaly range) bit loading values and the average
bit loading. So, for each anomaly we have a total bit loading loss calculated. These scores can be
weighted by anomaly types and added together. This is how we calculate the bit loading in these
approaches using AD; RxMER-based bit loading calculations are similar.
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3.6. Measuring performance

Because these methods have a few very different methods for measuring severity, it is difficult to
compare the performance of some of these approaches. Likewise, combining these methods is possible
but a weighting scheme for that might need to be developed. Further, there really are two ways to think
about the operational performance of these approaches: the alignment of severity to actual problems in
service and plant, and the alignment of severity to financially responsible repair work. The methods
informing these severity measures are separately comparable by their ability to collect valuable
information to support manual troubleshooting and repair. In addition, the calculation time required
(performance) of the methods is a consideration too.

For the methods we encoded, we can provide computational performance comparisons. But without field
studies to compare effectiveness, we can’t provide any useful guidance on the performance of one
approach over another in terms of the effectiveness of the work performed as a result. We can, however,
provide a comparison of the information that each approach provides to the technicians, and our risk
assessment of which methods should most closely align with effective work. We leave operational
performance comparisons to the operators, and we look forward to working with any operator willing to
work with us to optimize these methods.

3.7. Comparison of measurements

We applied several of our methods to a large data set of RXMER per subcarrier values and calculated the
output measurements of each. Where we could apply different measurements to the same CM, we did so;
the results are plotted in the figures that follow.

In these figures, when referring to bit load (labeled Bitload) and RxMER (labeled as MER), severity score
and normal score are different ways to calculate similar statistics, and thus potentially used in the same
way.
e Severity score is the sum of separate anomaly scores (calculated against the sample average in
this case), so these two severity scores are from the AD involved methods.
e Alternately, the normal score calculation doesn’t include AD. It only calculates the “area” below
the sliding median across the sample. These normal scores are therefore a measure of variability.
We can use them as a severity measure like severity score.

However, both severity and normal scores are from the perspective of the single CM.

Alternately, the channel score is the sum of all CM scores on the same channel; the optimal total capacity
of the channel with a certain number of profiles and other constraints can be estimated using profiles
generated by PMA, so is the important measure for PMA consideration. In the figures below, we refer to
channel score as Severity(PMA).

Note that Severity(Bitload) would be equivalent to Severity(PMA) if there were unlimited profiles (or as
many or more profiles as CMs, so that each CM can have its perfectly matched profile).

See Figure 1 for the relationship between Severity(MER) and NormalScore(MER). Note all scores are
positive, and we see a cone shape relationship. While the two approaches correlate, this graph does
suggest that one measure will prioritize work differently than the other. The top few for one measure are
different than the top few for the other.
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Severity(MER) vs NormalScore(MER)
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Figure 1 - Severity versus normal score from RxMER

Figure 2 shows the same comparison between severity and normal score, but for bit loading. Again, all
measurements are positive. But there are several observations that score differently on one measure with
little change in the other. Again, taking the top opportunities with one measure and the top for the other
measure may not have any overlap, or very few. The two approaches will suggest different work to
consider.
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Figure 2 - Severity versus normal score from bit load
Figure 3 compares the severity measures of MER and bit load. Notice a high degree of correlation. This

graph suggests that using either measurement is sufficient. And due to the way that bit loading is
calculated, this relationship is expected.
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Severity(MER) vs Severity(Bitload)
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Figure 3 - Severity from RxMER value versus severity from bit loading value

With profile management added to consideration, we can calculate the severity of the PMA measurement
and compare it to the other severity measurements. Figure 4 shows the MER severity compared to the
PMA severity. As expected, there are clusters where addressing the problem may have negative impact on
the overall profile, and those do have smaller MER severity. Certainly, if removing an impairment will
result in a net overall lower performance from PMA, that might not be work you want to prioritize (there

are other conditions that may change that decision, and there may be different approaches to PMA that
avoid the conflict, as we discuss later).

However, note that at least for this set of data, those with negative impact after considering profiles are
less severe. Therefore, if we use RXMER per subcarrier to prioritize PNM work, the risk may be low of
having a negative or small impact after considering profiles. It may be sufficient just to check the profile
impact when in doubt, if using RXMER per subcarrier as the basis for selecting proactive work.
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Severity (MER) vs Severity(PMA)
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Figure 4 - Severity from RxMER value versus severity from PMA value

Figure 5 compares severity of bit loading and PMA. Like Figure 4, we see the same relationship and the
conclusions are the same, as expected.
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Figure 5 - Severity from bit loading versus severity from PMA value

Figure 6 relates the normal scores of MER and bit loading. Like Figure 3, we see a strong correlation. But
this time there is a large number of high normal scores for bit loading that have small MER normal
scores. This suggests that, without the ability to find impairments in an automated fashion, there is good
reason to look at both measurements and perhaps look deeper to determine which is best. But this is also
another reason for using an AD.
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NormalScore(MER) vs NormalScore(Bitload)

900 »

700
600
500
400
300
200
100

NormalScore(Bitload)

0 500 1000 1500 2000 2500 3000
NormalScore(MER)

Figure 6 - Normal score from RxMER value versus normal score from bit loading value

Figure 4 and Figure 5 suggest looking at severity for MER and bit loading for only positive PMA
severity. Figure 7 shows the conditional relationship, and it strongly resembles Figure 3. This result
suggests that the dynamics of PMA cannot be well predicted by just looking at improvements in MER or
bit loading, so some consideration of profile impact is warranted for selecting PNM work.

Severity(MER) versus Severity(Bitload) for
positive Severity(PMA) only
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Figure 7 - Severity for RXMER value versus bit loading for CM that score a positive PMA
severity

Next, we want to look at individual anomaly types to see if some types of anomalies exhibit different
relationships. If we find that some anomaly types appear to score generally higher, or have different
relationships with profiles, then we may want to treat them differently. But as we see in the figures that
follow, there seems to be no difference in these relationships by anomaly type.
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Figure 8 through Figure 13 are repeats of Figure 1 through Figure 6 respectively, but for only LTE

anomalies. Note the patterns are respectively very similar, leading to the same conclusions for just LTE

anomalies.
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Figure 8 - Severity versus normal score from RxMER for LTE ingress impairments
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Figure 9 - Severity versus normal score from bit load for LTE ingress impairments
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Severity(MER) vs Severity(Bitload)
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Figure 10 - Severity from RxMER value versus severity from bit loading value for LTE

ingress impairments
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Figure 11 - Severity from RxMER value versus severity from PMA value for LTE ingress

impairments
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Severity(Bitload) vs Severity(PMA)
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Figure 12 - Severity from bit loading versus severity from PMA value for LTE ingress
impairments
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Figure 13 - Normal score from RxMER value versus normal score from bit loading value

for LTE ingress impairments

With five separate impairment types to identify, and several modems showing multiple impairment types,

showing all graph combinations would fill several pages with little value. Therefore, we are showing a
few sample graphs for other single impairments, and for those modems with multiple impairments in
Figure 14 through Figure 18, which follow.
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Severity(MER) vs Severity(Bitload)
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Figure 14 - Severity from RxMER value versus severity from bit loading value for wave
impairments
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Figure 15 - Severity from RxMER value versus severity from bit loading value for rolloff
impairments
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Severity(MER) vs Severity(Bitload)
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Figure 16 - Severity from RxMER value versus severity from bit loading value for suckout
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Figure 17 - Severity from RxMER value versus severity from bit loading value for spike
impairments
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Figure 18 - Severity from RxMER value versus severity from bit loading value for
modems reporting multiple impairment types

These plots suggest a few important results which inform maintenance decisions.

A reliable method for identifying anomalies in an automated way is important. Without analyzing the
tradeoffs between statistical methods and machine learning techniques for this problem, we only suggest
operators use anomalies to identify the opportunities to address because they are indications of cable plant
problems.

Further, we suggest using either RXMER per subcarrier or bit loading as a measurement basis, with a
measurement of the difference in either as a way to prioritize work. Equally, a plant quality measurement
could be used if it is a comparison between the actual performance and intended performance.

Profile management must be considered when selecting proactive maintenance work. Looking at the
provided figures, it is conceivable that only the most impactful impairments are addressed, and those
appear to have positive impact on overall profiles. But not all PNM activities will yield positive net
profile impact, so some consideration should be given here. We explore this issue a bit more next.

3.8. Manual simulation of proactive maintenance impacts

As an exercise to further demonstrate these relationships, we next conduct a manual simulation of
maintenance performed on a set of modems. We select a sample of modem data from the larger data set
which generated the figures previously discussed. We then select the most significant impairment on a
measure of performance, remove the identified impairment from the RXMER per subcarrier data of all
modems where it appears by a mathematical adjustment, recalculate profiles and measurements, then
repeat a few times. We then report the results of this experiment in a few forms.

While many of the methods we outline in this paper are CM or CM cluster centric, this approach
demonstrates using two of the methods as a measurement but in an impairment centric maintenance
approach, which we believe is an operationally effective way to perform PNM. The impact on profiles
however is examined here too, as we can already see it should be considered for an overall network
service impact perspective.
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In the comparison done here, the method of section 2.2 is augmented to be an anomaly driven version of
using Severity(Profile) as the measure, and this is compared to the method of section 2.4 where we
prioritize by bit load impact from correcting the impairment (Severity(Bitload)). Therefore, looking at the
difference should show something about the impact of profiles on the simulations.

We make one large assumption in this analysis worth mentioning: we are identifying anomalies in
multiple CMs and correlating anomalies so that we presumably remove one anomaly from multiple CMs
where it appears. Therefore, the assumption is that the anomaly is indeed one anomaly appearing in
multiple CMs, whereas it may not be the same anomaly but rather more than one that coincidentally
appear the same in the RXMER per subcarrier data. While the strength of this assumption is related to our
ability to accurately cluster by anomaly, the use is comparative in this simulation so should not bias the
results greatly. The intent is to see the impact of profiles on PNM selection, and it should still show that
impact.

For this simulation comparison, we selected a set of 526 CMs on the same section of plant. Figure 19
shows the RXMER per subcarrier data of all these CMs overlaid on the same plot. Notice related
impairments are indicated.
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Figure 19 - 526 CMs on a common channel, many experiencing impairments that appear
related

The simulation results are shown in Figure 20 and Figure 21, as well as Table 1 and Table 2. Figure 20 is
a graph of the total bit load for the set of CMs at each iteration, where an iteration is the mathematical
removal of an impairment from the RxMER values, with the impairment selected by the two compared
methods: Severity(Bitload) and Severity(Profile). Note that for the first few impairments, there is little
difference in the methods. In fact, seeing the detailed results in the two tables, the first three impairments
selected by the two methods are the same. After about seven iterations, there is little difference in the two
approaches. These results suggest that either approach may be sufficient for selecting PNM work. But
more data and simulations would be needed to prove this hypothesis.
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Looking at Figure 21, we see that the profile management results, as indicated by J value, vary more.
Thus, at least for the selected PMA used here, there is impact on PNM selection and the impact of PNM
on service. Of course, this impact is not likely detectable by customers or even applications in many
cases, but it may be in extreme cases.

This result suggests that the profile management approach implemented should be made robust to PNM
activities. Fortunately, this is easy: if each CM’s RxMER is the same or improved after PNM, and a
recalculation of profiles yields a solution that is further from the objective, then keep the existing profile
solution set, and consider recalculating until a better solution is found. As many PMA are heuristics, you
can always change the order of inputs and get a different answer. As profile calculation is fast, and
profiles are often kept for long periods of time, there is little reason not to calculate several solutions and
select the best according to operations and business objectives.

Cumulative Capacity Improvements
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Figure 20 - Cumulative bit load improvements over multiple rounds of impairment
removal for both methods
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Figure 21 - Cumulative J value (PMA) improvements over multiple rounds of impairment
removal for both methods
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Table 1- Results prioritized by bit load (Severity(Bitload))

Round | Anomaly Location | Num CMs | Severity Severity | Num CMs | Num CMs
(Subcarrier (Profile) | (Bitload) (Better (Worse
ID) Profile) Profile)
0 LTE start: 1128, 39/526 0.696 3356 352 174
end: 1281
1 LTE start: 1010, 90/526 0.156 3157 193 333
end: 1097
2 WAVE start: 0, end: [40/526 0.536 2828 178 323
1399
3 LTE start: 1346, [23/526 -0.013 951 229 272
end: 1376
4 ROLLOFF (start: 0, end: |9/526 -0.001 923 357 163
138
5 SUCKOUT [start: 992, 27/526 0.564 814 433 77
end: 1114
6 ROLLOFF (start: 1330, 3/526 -0.192 182 220 109
end: 1399
7 SUCKOUT [start: 1082, 8/526 0.158 142 90 219
end: 1318
8 LTE start: 1001, 31/526 -0.138 75 241 127
end: 1028
9 LTE start: 1259, [2/526 -0.130 33 98 78
end: 1288
10 SPIKE start: 16, end: [2/526 0.000 2 0 0
23
11 SPIKE start: 1348, [2/526 0.000 0 0 0
end: 1354
12 SPIKE start: 1108, 3/526 0.000 0 0 0
end: 1114
13 SPIKE start: 1227, |2/526 0.003 0 2 51
end: 1234
14 SPIKE start: 712, 2/526 0.000 0 0 0
end: 718
Table 2 - Results prioritized by J value (equivalent to Severity(PMA).
Round Anomaly Location Num Severity Severity | Num CMs | Num CMs
(Subcarrier CMs (Profile) | (Bitload) (Better (Worse
ID) Profile) Profile)
0 LTE start: 1128, [39/526 [0.696 3356 352 174
end: 1281
1 LTE start: 1010, [90/526 [0.156 3157 193 333
end: 1097
2 WAVE start: 0, end: [40/526 [0.536 2828 178 323
1399
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Round Anomaly Location Num Severity Severity | Num CMs | Num CMs
(Subcarrier CMs (Profile) | (Bitload) (Better (Worse
ID) Profile) Profile)
3 SUCKOUT  |start: 1082, [8/526 0.062 146 79 250
end: 1318
4 SUCKOUT [start: 992, 27/526  10.159 810 335 178
end: 1114
5 ROLLOFF start: 0, end: [9/526 0.193 923 128 125
138
6 LTE start: 1259, [2/526 0.053 33 106 23
end: 1288
7 LTE start: 1346, [23/526 [0.122 951 47 305
end: 1376
8 SPIKE start: 712, 2/526 0.000 0 0 0
end: 718
9 SPIKE start: 16, end: [2/526 0.000 2 0 0
23
10 SPIKE start: 1227, [2/526 0.000 0 0 0
end: 1234
11 SPIKE start: 1108, [3/526 0.000 0 0 0
end: 1114
12 SPIKE start: 1348, [2/526 0.000 0 0 0
end: 1354
13 ROLLOFF start: 1330, [3/526 -0.005 182 147 40
end: 1399
14 LTE start: 1001, [31/526 [-0.332 75 160 154
end: 1028

4. Conclusion and Future Work

Profile management has a clear influence on the impact to service that results from PNM. Therefore,
some consideration of profiles is important when selecting proactive work to do. It is advisable that

operators at least look at the impact on profiles when determining whether to conduct PNM, and it is
likely a factor in prioritizing proactive work.

Anomaly-driven PNM, finding and eliminating anomalies, appears to be the most popular approach that
operators take for their PNM; but modem-driven PNM is an option to consider for some, as the data that
most informs PNM comes from the CMs. Likewise, profile-driven PNM is an option to consider as well.
But ultimately, each of these factors needs to be considered in some way in deciding which PNM work to

take on.

Though this paper does not compare all options, an examination of the options presented here does
suggest that impairment-driven identification of maintenance opportunities is a very good approach, that
problem severity can be measured by impact on CMs, and that it is necessary and complimentary to PNM
decision making to consider the impact on profiles when determining the capacity impact on the network
for selecting maintenance. Said differently—find anomalies, investigate their impact on customers’
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service, estimate the impact due to profiles and on network impact expected from the work, and use these
pieces of information to prioritize and select PNM opportunities. It may at times be best to let profiles
drive PNM maintenance decisions, in fact.

Seeing that some network repairs can have negative impact on profiles, it suggests more work on profiles
is warranted too. It may be simple enough to set a rule that says, if all CMs improve, then the
recalculation of profiles can only result in a net benefit, or a benefit to each CM, or another appropriate
rule, before consideration of replacing profiles. In other words, do not harm first. Alternately, it may be
useful to develop algorithms that set profiles to be robust against these changes. Likewise, it may be
worth investigating different objectives when setting profiles altogether.

Further computer simulations of various PNM selection criteria are warranted by this work. The two
limited simulations we ran suggest that very significant PNM opportunities can have significant impact
on network capacity, whereas smaller ones may not. Further, there are several measures that can be used
to select PNM opportunities, and they may all be sufficient for many operations, though that should be
checked with further simulation and field experiments. The limited simulations we ran also suggest that
profiles recalculated after plant improvements may not always improve capacity for everyone or overall,
but that can be easily addressed in software or in operations decisions.

At least, consider this work as a roadmap for analyzing PNM strategies for operations. The graphical
comparisons are simple to do with your own data, and running simulations of various approaches can be
very informative. Extending this work into cost analysis may be the necessary step to procure funding for
operational improvements.

Our best hope is to work with operators to test some of these approaches and determine which are the
most cost effective to operations and impactful to service overall. Selecting proactive work requires
identifying the opportunity, measuring it, estimating the benefit of addressing it, and then executing on
those opportunities with the most promise. Therefore, the best measure of success is to determine the cost
and benefit of the work being done, then adjust the opportunity selection process to optimize the program
on those measures. The field work that has to be done is to determine which of the approaches outlined in
this paper, or alternative approaches, are best suited to optimize the maintenance program. Looking at the
conclusions that follow, we already have a good idea where to start. Fortunately, for well-equipped or
unequipped operators alike, CableLabs has ProOps encoded and ready to assist.

Certainly, there remains a lot of confirmation work with operators before all this can be applied optimally
to operations. While identifying the anomalies and measuring their significance to service are important
steps, the PNM work to remove the anomalies has to be done to measure cost and impact, so that both can
be modeled better for more accurate and operator-specific decision making.

Abbreviations

AD anomaly detection

CM cable modem

CMTS cable modem termination system

dB decibels

DOCSIS data over cable service interface specification
IFFT inverse fast Fourier transform

ISBE International Society of Broadband Experts
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LMS least mean square

LTE long term evolution

MER modulation error ratio

OODA observe, orient, decide, act

PMA profile management application

PNM proactive network maintenance

ProOps proactive operations (platform)

QAM quadrature amplitude modulation

RxMER receive modulation error ratio

SCTE Society of Cable Telecommunications Engineers
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1. Introduction

In the last decade, home network architectures have become more complicated due to advances in wireless
technology, and the explosion of different types of wirelessly connected devices such as Internet-of-Thing
(IoT) devices, cell phones, tablets, laptops, gaming devices, etc. In fact, the U.S. smart home market is
expected to show a compound annual growth rate of 16.9%, reaching 46.6B by 2024 [1]. In this home
network architecture, some cable Multiple System Operators (MSOs) deploy a two-box solution for both
residential and Small and Medium-size Business (SMB) customers where one box is an access CPE device
(i.e., cable modem or an ONU), and the second box is a wireless router. Cable operators typically have
limited information about the access CPE device’s health status, and no information about the customer’s
home network, including what type of clients are connected to the home network, and their bandwidth
usage vs. time. Such home network health and traffic information would be very useful to the Cable
operators in order to enhance their customers’ experience by optimizing the customer’s home network
traffic, prevent potential field issues, and be able to introduce new services such as customer’s home
network management and security. Furthermore, some Cable operators have already begun the transition
towards cloud-based management of wireless routers and other devices, which is not supported by the
currently field-deployed access CPE devices.

In this paper, the challenges with the current home network architecture are first explained. Then, the
proposed home network architecture with an agile software stack on the access CPE device is discussed.
This includes the agile software stack and components with the cloud-based management of the access CPE
device to enable streaming of all the telemetry data. Third, the streaming telemetry data path, including the
components and operation of the cable MSO’s Streaming and Analytics platform are explained. Fourth, the
organized hierarchical Grafana dashboard design with all of the different types of streamed data telemetry,
including home network traffic metrics, D3.1 eMTA health metrics, DOCSIS RF info, event alarm and
notifications is explained. A comparison between the OpenWrt-based streaming telemetry method in the
paper and other streaming telemetry methods is then reviewed. Finally, the benefits to Cable operators using
the OpenWrt-based streaming data telemetry method for access CPE devices are summarized.

2. Home Network Architecture

Cable MSOs’ common customer home network is a two-box solution, consisting of a D3.1 eMTA device,
which is connected to an HFC network via a coaxial cable on the WAN port, and connected to a Wi-Fi
router on the LAN port via an Ethernet cable as shown in Figure 1 configuration A. For a Fiber-To-The-
Home (FTTH) deployment, the access CPE device is an Optical Network Unit (ONU) connected to a
Passive Optical Network (PON). A Wi-Fi router with a number of Wi-Fi APs or multiple Wi-Fi routers are
typically used in larger homes for wireless mesh connectivity, resulting in improved data throughputs for
all of the wirelessly connected devices in the home network. The software stack on the D3.1 eMTA device
is monolithic, customized for each Silicon and OEM vendor, and does not provide any metrics about the
health of the access CPE device and the wirelessly connected clients. The D3.1 eMTA monolithic software
stack results in long and costly validation testing cycles before the new firmware that meets the Cable
operator’s requirements can be deployed. Furthermore, Cable operators are moving toward a cloud-based
infrastructure for both command/control and streaming telemetry, which the current access CPE device’s
monolithic software architecture does not accommodate.
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Figure 1: Current and Proposed Home Network Architecture Diagrams (Configurations A
and B)

3. Access CPE OpenWrt Software Architecture

OpenWrt is an open-source project for embedded Operating System (OS) based on Linux. It was selected
since it is highly-flexible open-source OS with a large ecosystem of vendors and developers that enable
cable MSOs to rapidly develop new features and plugins that can also be containerized [2]. One of the key
built-in benefits of OpenWrt OS is a full carrier-gradeIPv4/IPv6 routing functionality on the access CPE
device with no need to redesign the hardware. Moving the routing functionality from the connected Wi-Fi
router to the access CPE device enables cost optimization by using a generic Wi-Fi AP as the second box,
and focusing the AP performance on the wireless connectivity in the home network.

To address the challenge explained above, an agile OpenWrt-based software stack was developed as a Proof
of Concept (PoC) using D3.1 eMTA device operating in a home network architecture as shown in Figure 1
configuration B. The agile OpenWrt software stack is integrated with an OpenSync™ layer, a Silicon
vendor Software Development Kit (SDK), and the Message Queue Telemetry Transport (MQTT) server
architecture as shown in Figure 2. In addition, the CM and voice firmware was loaded on the access CPE
device.

MQTT is a lightweight Machine to-Machine (M2M) transport communications protocol [3]. The D3.1
eMTA streams the telemetry data statistics to the Grafana dashboard via the MQTT server that is hosted in
the OpenSync™ cloud, which forwards the data to the cable MSO’s Streaming and Analytics platform.
MQTT supports various authentications and data security mechanisms (using a script to generate security
certificates). The Grafana tool was selected since it is a multi-platform open-source analytics and interactive
visualization web application that users can customize to create complex monitoring dashboards [4].

The OpenSync™ cloud is composed of a Network Operations Center (NOC) and OpenSync™ controller
for managing a network of OpenSync™-enabled devices. Cable operators can establish their own
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OpenSync™ cloud by obtaining an OpenSync™ source-code license. The OpenSync™ cloud provides
operator-friendly services, including:

Device and firmware management

Inventory and billing system

Network performance control

Onboarding and provisioning of field-deployed devices
Telemetry reporting and data analytics

Network operations, and customer support.

The NOC in the OpenSync™ cloud translates and communicates management commands in a single Wi-
Fi AP network and in mesh multi-AP Wi-Fi network via Open vSwitch Database (OVSDB) distributed
database commands. The OpenSync™ controller utilizes the OVS implementation and OpenFlow protocol
for networking, and MQTT protocol for receiving state and telemetry data from OpenSync™-enabled
devices. Specifically, the OpenSync™ controller provides the necessary command and control services
such as:

e Network Status
e [P Address (displayed)
e Network Mask
e DHCEP Status
e Parental Control
e Speed Test initiation and results
e Reset and Reboot device
OpenSync Cloud Command/Control
S g MQTT Server — sfmcé’i';
g o + Provide Network status
o 2 N:1 Analytics + Display IP address
H * Network mask
E ey AL « DNS server address
« DCHP status
+ Parental controls
+ Speed Test initiation and results

Command/Control + Telemetry Data + Speed Test Initiation

OpenWrt Collectd

v

w @ m OpenSyc

Layer
Nmap | wrtbwmon endor Spe Analyze

Si Vendor SDK ]
OpenWrt Kernel

iPerf Speed
Test

I OpenWrtplugins - New

D OpenWrt Plugin - Existing

[[] OpenSync Target Layer

Figure 2: OpenWrt Integrated with OpenSync™ Software Architecture
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In this software architecture a smart remote agent based on an OpenWrt data collector open-source software
component called collectd was used as shown in Figure 2 [5]. The collectd component gathers metrics from
various sources, e.g. the operating system, applications, log-files and external devices, and stores this
information or makes it available over the network. Those statistics can be used to monitor systems, find
performance bottlenecks (i.e. performance analysis) and predict future system load (i.e. capacity planning).
The collectd component, which offers a variety of Plugins (software programs), is used to collect different
types of telemetry data from a few Wi-Fi routers. The collectd component’s default reporting time interval
is 30 seconds, but other configurable time intervals can be selected. New capabilities and functionality
(green-colored boxes in Figure 2) were added to the collectd software components. For example, the smart
remote agent can be used to run a specific test such as measure the [Pv4/IPv6 DOCSIS round-trip latency
as explained below using the eMTALAat plugin, read the collected measurement data, and streamed the data
to the service operator’s streaming and analytics platform. The blue-colored boxes are existing supported
OpenWrt Collectd plugins that are utilized in this architecture. The collectd software components are
integrated with the Silicon vendor’s SDK and with the supported OpenWrt OS. It should be pointed out
that other custom plugins and shell scripts can be developed, and the listed plugins below are just a sample
framework.

Green-coded collectd plugins descriptions:

1. usCeMTA: Software plugin to pull all the DOCSIS upstream channel information used by the D3.1
eMTA (RF level, channel frequency, etc.).

2. dsCeMTA: Software plugin to pull all the DOCSIS downstream channel information used by the
D3.1 eMTA (RF level, channel frequency, etc.).

3. latClient: Software plugin that measures and reports the round-trip latency from the D3.1 eMTA to
each of the wirelessly connected devices in the home network based on their IP address or MAC
address as shown in Figure 1.

4. connClient: Software plugin that measures and reports the number of transmitted and received
packets from each of the wirelessly connected devices in the home network.

5. specAnalyzer: Software plugin to obtain the RF downstream and upstream spectrum of the Access
CPE device.

6. eMTALat: Software plugin that measures and reports the minimum, maximum, and average round-
trip DOCSIS latency between the D3.1 eMTA and the connected CMTS. First, it initiates a trace-route
command to get CMTS IPv4 and IPv6 addresses. Then, it starts ICMP request and reply commands to
measure the DOCSIS latency between CM and CMTS and stores the test results in separate files for
[Pv4 andIPv6. The eMTALat plugin reads results from these files and send them to write ctm plugin,
which in turn sends the measured DOCSIS latency results to the OpenSync™ layer’s SM (not shown
in Figure 1).

Wrtbwmon:

wrtbwmon is a small and basic shell script designed to run on Linux powered routers (OpenWRT, DD-
WRT, Tomato, and other routers where shell access is available). It provides per user bandwidth monitoring
capabilities and generates usage reports [6].

Nmap:

Network Mapper or Nmap is a free and open source utility for network discovery and security auditing [7].
Many systems and network administrators also find it useful for tasks such as network inventory, managing
service upgrade schedules, and monitoring host or service uptime. Nmap uses raw IP packets in novel ways
to determine what hosts are available on the network, what services (application name and version) those
hosts are offering, what operating systems (and OS versions) they are running, what type of packet
filters/firewalls are in use, and dozens of other characteristics (nmap.org).
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write_ctm collectd Plugin:

The collectd service calls its collection plugins over a configurable time period. The collectd daemon
collects various statistics from the device for aggregation and forwarding to a desired destination. The
write_ctm plugin aggregates the stats, converts them to Protobuf format, and sends the collected telemetry
data to the OpenSync™ STATS Manager (SM), which in turns forwards the collected telemetry data to the
OpenSync™ Queue Manager (QM). The OpenSync™ QM sends the collected telemetry data to the cable
MSO’s Streaming and Analytics platform via the MQTT server. It should be pointed out that collectd
plugin can also send string-formatted event notification based on system defined threshold levels. The
write_ctm plugin registers its write API to collectd, and fetches data from the existing plugins on the
expiration of every time period. No changes are needed to the existing plugins.

The blue-coded collectd plugins (Thermal, CPU, Load, Memory) are standard open-source collectd
plugins that were added to the list of collectd plugins as shown in Figure 2.

4. Access CPE OpenSync™ Software Architecture

Figure 3 shows the key OpenSync™ software architecture components integrated with OpenWrt software,
and the connectivity to the OpenSync™ cloud [8]. OpenSync™ is a cloud-agnostic open-source software
that consists of many managers running as separate processes and performing their specific set of tasks.
The software code of the Diagnostics Manager (DM) and STATS Manager (SM) was updated for streaming
the collected telemetry data and other test results such as the iPerf speed test results via the OpenSync™
cloud. Table 1 summarizes the OpenSync™ manager functionality and their status. Some of the managers
listed are required for basic operation, while the other listed managers are optional, depending on the desired
functionality.

Table 1: Summary of OpenSync™ Managers’ Functionality and Status

Manager Manager Functionality Manager Status
Name
Diagnostics Responsible for spawning the rest of the OpenSync™ | Required for basic

Manager (DM) | managers and optionally monitoring them. It controls starting, | operation
stopping, restarting of the OpenSync™ managers, and
monitoring the reboot status of the OVSDB. The iPerf speed
test software was developed and integrated into the DM such
that the speed test can be initiated from the OpenSync™ NOC,
and the DS/US speed test results are sent to Grafana

dashboard.
Connection Responsible for establishing the backhaul connection and | Required for basic
Manager (CM) | keeping connectivity to the cloud. operation
Network Responsible for managing all network related configuration Required for basic
Manager (NM) | and network status reporting. system network

configuration
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Wireless Not applicable to access CPE devices. Used in Wi-Fi routers | Required for basic
Manager to read and updated their configuration and state tables. system network
configuration

Queue Manager | Responsible for aggregating reports from different | Optional
(QM) OpenSync™ Managers

Statistics Responsible for processing all requested wired and wireless | Optional
Manager (SM) | statistics and sending results to the cloud. The configuration is
done through OVSDB while MQTT is used for the data plane.
All the telemetry health metrics mentioned below are collected
by write ctm component as shown in Figure 2, and are
transmitted to the SM, which forwards all the collected
telemetry data to the QM as shown in Figure 3.

OpenFlow If the OpenVSwitch is used on the device, then the OM is Optional
Manager (OM) | responsible for managing packet flow rules.

Log Manager | Responsible for collecting and uploading logs and system Optional
(LM) information upon the Cloud request (log pull) and for

handling log severity setting for running modules.

Platform Responsible for covering specific platform features which Optional
Manager (PM) | can’t be covered by other managers such as synchronization
between device GUI and cloud, and cloud-managed device
parental control.

4.1. iPerf Speed Test

The iPerf speed test is initiated from the OpenSync™ Network Operations Center (NOC). Submitting a
speed test request from the NOC sends a message via Openflow to the access CPE device, and the speed
test request is detected on the device by the speed test handler in the OpenSync™ DM. The speed test
handler calls a script on the device that in turn invokes an iPerf3 speed test with a pre-defined set of
arguments. The speed test is run once to collect the upstream test results, and once again to collect the
downstream results. The speed test results from each test are saved to files on the Access CPE device. The
STeMTA collectd plugin processes the speed test results from the files and delivers them to the MQTT
server, as described in the STeMTA Plugin section. The ability to initiate the iPerf speed test from the
OpenSync™ NOC and review the collected speed test results would be very helpful to the Cable operators’
call center to quickly address customers’ issues.

4.1.1. STeMTA Plugin:

A new speed test plugin, which is called STeMTA, was added to collectd. The STeMTA plugin calls an
iPerf speedtest script to initiate the iPerf speed test on WAN port of the D3.1 eMTA. Once an iPerf speed
test is completed, then the script writes the downstream and upstream speed test results to iPerf download
and upload result files. The STeMTA plugin reads results from these two files and sends them to the
write_ctm plugin, which in turn sends the measured speed test results to the OpenSync™ SM.
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4.1.2. STLANeMTA Plugin:

A new Speed Test plugin, which is called STLANeMTA, was added to collectd. The STLANeMTA plugin
calls iPerf LAN speedtest script to initiate the iPerf speed-test on LAN port of the D3.1 eMTA. Once iPerf
speed-test is completed, the script writes the downstream and upstream speed test results to an output file.
The STLANeMTA plugin reads results from this file and sends to them to the write_ctm plugin, which in
turn sends the measured speed test results to OpenSync™ SM.

4.1.3. Cloud Security

The software architecture also includes several cloud-connectivity security features. The D3.1 eMTA uses
OpenSync™ device certificates to authenticate and connect to the OpenSync™ cloud, and to connect to the
MQTT server in order to stream the collected telemetry data to the Cable operator’s Streaming and
Analytics platform. In addition, a shell script in the device is used to monitor all Secure Shell (SSH) and
TELNET connections to the D3.1 eMTA, which are reported to the Grafana dashboard.
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Figure 3: OpenSync™ Software Architecture with the Connectivity to the OpenSync™
Cloud

5. Streaming Telemetry Data Path

Figure 4 shows the telemetry data path (current implementation) from the OpenWrt D3.1 eMTA to the
Grafana dashboard via the cable MSO’s Streaming and Analytics platform. The collected telemetry data is
streamed in Protobuf format to the MQTT server hosted on the OpenSync™ cloud, and then to the cable
MSO’s Streaming and Analytics platform.

Cable MSO’s future network architecture separates the control plane and the data plane as intelligence is
no longer resident on hardware devices but rather on the network’s software driven controllers where
network analytic models can act on traffic behaviors, services flows, and configuration state to predict and
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respond in near real-time to the networks changing demands. The network architecture’s data plane includes
the Cog platform, Data Distribution Bus (DDB), and Data Governance platform. The Cog platform is a data
engineering platform that builds enriched data sets called Analytics Data Sets (ADSs), which is represented
by the First Normal Form (I1NF). These ADSs are distributed across the operator’s network, and are used
for data modeling and Machine Learning (ML). The DDB, which is shown in Figure 4, is the initial point
of data ingestion driven by Apache Kafka [9]. The DDB is also the initial system, where all data is classified
as a data asset. The Data Governance platform provides the framework for decisions and accountabilities
within the corporate structures to manage and protect the data assets [10]. Any raw data that is not governed
as dictated by the data governance standards is transformed for compliance with the standards. As the Cable
operators are moving their network’s control plane to the cloud, their data plane is maintained in various
edge locations deeper into the network, or in this case, the customer’s home.

The D3.1 eMTA telemetry data in Protobuf format is ingested by the Kafka Connector source for MQTT,
which is part of the data plane of the cable MSO’s Streaming and Analytics platform as shown in Figure 4.
The Kafka Brokers received the converted telemetry data from Protobuf to Apache Avro™ format, and
transmit the telemetry data to the Kafka Connector Sinks [11]. The telemetry data is ingested by different
data analytic tools, depending on the type of data. For example, Elasticsearch (ELK) tool ingests time-series
data, while MySQL tool ingests relational data before the telemetry data is displayed on the customized
Grafana dashboard.

Telemetry Data Streaming and Analytics Platform
(Protobuf format)

MQTT Server ~ em====mmmmmmmmmmmmme

penSync Kafka Connector
ClOUd Source for MQTT
Protobuf to Avro
—_— format conversion
D3.1eMTA i U
OpenWrt/ Telemetry Data Brokers
OpenSync (Protobuf format)

Kafka Connector
Sinks

____________________

Grafana Dashboard

Figure 4: Telemetry Data Path from the Access CPE Device to the Grafana Dashboard
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6. Grafana Dashboard Design

The design goal for the customized Grafana dashboard is to concisely present all the different types of
telemetry data to the Cable operator’s care agent, and to focus the agent attention to any reported failures
and unhealthy device metrics. Figure 5 shows, for example, the organized hierarchical color-coded Grafana
dashboard with the key components, level 1 health metrics, and their operational status based on pre-
determined threshold levels. In addition, the geographical map of the customer location is shown along with
reported data telemetry results. The organized Grafana dashboard includes the following information:

A. D3.1 eMTA Router system information such as:

o CPU utilization (%) in a given time period
Free system memory (%) in a given time period
System load (%) in a given time period
Networking information such as IP address, network mask, DHCP status, etc.
Instantaneous and average system temperature in a given time period
Average, minimum, and maximum round-trip [Pv4 and IPv6 latency in a selected period
of time to the CMTS
B. Home network traffic from all the wirelessly connected devices via the Pods or Access Points:

o IPv4/IPv6 of the wirelessly connected client in home network

o Number of transmitted and received packets for each device

o [Pv4/IPv6 round-trip latency between the D3.1 eMTA and each of the connected clients
C. Cable modem Downstream/Upstream channel information, including:

o Downstream channel information (i.e., channel ID, channel type, lock status, channel

bonding status, received power level, SNR/MER, channel center frequency, channel width,

o O O O O

modulation profile, etc.) — see Figure 9.

o Upstream channel information (i.e., channel ID, Transmit power level, channel center
frequency, channel width, channel bonding status, etc.)

D. RF downstream and upstream spectrum information — downstream/upstream RF signal power
(dBmV) vs. frequency (MHz).

E. Downstream/Upstream speed test results on the WAN port (i.e., iPerf server in the cable MSO’s
cloud) and the LAN port (i.e., between iPerf server running on D3.1 eMTA and the connected home
network’s client).

F. Security notifications and alarms information, including:

o Security notifications: for example, if someone is trying to temper with the Access CPE
via unauthorized access to the device’s management and control GUI via SSH. In this case,
the color-coded green status of the security notifications and alarms dashboard component
would change to either a color-coded orange or red, indicating an increased security risk.

o Collected metrics alarms where one or more red thresholds were violated. For example, if
the temperature of the device is significantly elevated, and the device is about shut-down
or go into energy saving mode.

G. Customer location map, providing the cable MSO’s care agent information where the customer is
located within the cable MSO’s service area footprint.

H. Voice health metrics, including:

o  Phone line number

o phone status (on/off hook)

o phone line IPv4 and IPv6 addresses
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o Voice call start time, end time, call duration, call failed
o phone line registration status
I. External Battery Backup Unit (EBBU) metrics, including:
o Manufacturer identity, HW model number, software agent version, battery status
o EBBU output voltage, and estimated remaining charge capacity,
o Alarm description (On battery, Low battery, Depleted battery, EBBU shutdown in pending,
EBBU shutdown is eminent)
J. Access CPE device information, including:
o Cable modem (CM) HW version, SW version, MAC address, serial number
o IPv4 address and IPv6 address
o CM system uptime
o CM security status/type
o CM connectivity state status/type
K. Access CPE device reboot information, including:
o Last device reboot event time, date, and count
o Last device reboot description
L. IPv4/IPv6 DOCSIS round-trip latency, including:
o IPv4 and IPv6 minimum, average, and maximum round-trip latency to the connected
CMTS in a given period of time
M. Device event logs, including any device configuration events, DHCP warnings, DOCSIS events,
etc.

Data Telemetry Data Telemstry

Home Network Traffic Metrics

D3.1 eMTA Metrics: CPU, Load,

o ;
Temperature, Memory DOCSIS Channel Info DS/US RF Spectrum

sed Teest on LAN port Ress Spee =t on pRof CM Geagraphie Location

-

OpenWrt tx OpenWrt rx OpenWrt tx

Data Telematry Data Talemetry

Security Notifications and Alarms EBBU Metrics

CM -> CMTS Latency

Figure 5:Hierarchical Color-Coded Grafana Dashboard with the Key Telemetry
Components

Level 2 telemetry data shows the status of each of the reported health metrics in a given period of time.
Figure 6, for example, shows the reported status of the D3.1 system parameter, including system load (%),
CPU utilization (%), system temperature (°C), and free memory in the last hour. Each of these reported
metrics has a different set of threshold levels to indicate its healthy status. For example, a healthy CPU
utilization is below 75%, and it is color-coded green, while unhealthy CPU utilization is above 85%, and it
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is color-coded red. CPU utilization between 75% up to 85% is color-coded orange. If all the level 2 D3.1
system parameters are healthy, then the D3.1 eMTA system component (level 1) turns green.

CPU Utilzation

Figure 6: Reported Status Level 2 Access CPE Metrics in the Last Hour

Level 3 telemetry data shows the time behavior of each of the selected metrics in any given time frame.
This type of telemetry reporting can be important when deeper insight into the reported metrics is needed
to diagnose an issue or abnormal behavior of the D3.1 eMTA device. Figure 6 shows, for example, the
reported level 3 telemetry data the time behavior of the CPU utilization reported in the last hour. The CPU
utilization data is collected based on a selected time interval, which is 5 seconds in this example. The CPU
utilization in this example is low, and varied between about 2.5% to 22.5%. Note that the average system
load and CPU utilization are two different things. The system load is a measurement of how many tasks are
waiting in a kernel run queue (not just CPU time but also disk activity) over the selected time period. The
CPU utilization is a measure of how busy the CPU is during the selected time period.

This type of telemetry data is particularly useful since ML models can be executed on the selected customer
data based on the collected historical data to determine if the current reported issue previously occurred,
when it occurred, and provide suggested guidelines to the cable MSQO’s care agent how to mitigate this
issue, particularly if this issue previously observed with other customers.

Figure 7: CPU Utilization of Access CPE vs. Time (Level 3) Reported in the Last Hour
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One of the challenges for the operator’s care agent is to gain visibility into the customer’s home network
(Figure 1) for network optimization and debugging field issues. This challenge is met by having the access
CPE device function as a router, and connected to a Wi-Fi AP via Ethernet cable. Figure 8 shows, for
example, the home network traffic parameters (level 2), including the number of transmitted and received
packets by each wirelessly connected client in the home network based on their IP address or MAC address
reported in the last hour. Instead of using the connected client’s IP address or MAC address, the actual
client’s identification can be displayed on the Grafana dashboard with the integration of a device
fingerprinting agent such as a Cujo Artificial Intelligence (Al) agent [12]. The client identification includes
device name, device vendor, device model number, device type, device OS, etc. This can be a very useful
feature for customers trying to diagnose their home network traffic. For example, customers can identify if
there is a specific client that consumes most of the bandwidth in the home network, and/or make changes
to their home network configuration.

In addition, the average round-trip latency between the D3.1 eMTA and each of the wirelessly connected
client in the last hour is reported. Level 3 home network traffic data can be obtained by selecting a specific
client in the home network based on their IP address. For example, the number of transmitted and/or
received packets vs. time by the selected client over the selected time interval can be displayed on the
Grafana dashboard.

Figure 8: Home Network Traffic Parameters for All the Wirelessly Connected Client in the
Home Network

Monitoring the DOCSIS channel information is also important to ensure robust operation of the CM at the
customer location. Figure 9 shows, for example, the downstream DOCSIS channel information status,
including the channel lock status, channel type, channel bonding status, channel center frequency, channel
width, SNR threshold, and received power level, unerrored codewords, number of corrected codewords and
uncorrectable codewords. Having access to such monitored historical data with ML models can
significantly help to identify troubled CMs in the field compared with other CMs connected to the same
CMTS.
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Downstream Channel Status

Channel Channel Lock  Channel Bonding  Center Width SNRMER  Receive  ModulationProfile  Unerrored Codewords  Corrected  Uncomectable
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Figure 9: Downstream DOCSIS Channel Information Status

7. Comparison with Other Streaming Telemetry Methods

There are other streaming telemetry data methods for access CPE devices. One of the streaming methods
is based on the Internet Protocol Detail Record Streaming Protocol (IPDR/SP). The Cable Modem
Termination System (CMTS) is using the IPDR/SP via CableLabs-defined schemas to collect customer
data usage via billing records from specific service flows used by the CMs and export them to IPDR
Collectors [13]. IPDR/SP utilizes the concept of templates in order to eliminate the transmission of
redundant information such as field identifiers and typing information on a per data record basis.

Specifically, IPDR/SP Subscriber Account Management Interface Specification (SAMIS) Type 1 schema
is probably the most common IPDR schema in use by the cable MSOs. SAMIS Type 1 uniquely identifies
the specific CM attributes and service flow’s attributes serviced by the CM. Currently, these billing records
are collected every 15 minutes by the CMTS, which forward the collected records to the IPDR Collectors
hosted in the regional data centers before the data is ingested by the cable MSQO’s Streaming and Analytics
platform. Expanding the CMTS usage of the IPDR/SP to collect all of the various performance and health
metrics, alarms, and notifications from each field-deployed CM would overburden each CMTS with huge
amounts of data. To estimate the magnitude of this issue, it is assumed that each CM streams =~ 62.5MB
telemetry data every 24 hours based on the current implementation, and each CMTS is connected to = 20k
CMs. Consequently, each CMTS would receive about 1.25TB of telemetry data every 24 hours. Thus, this
approach is burdensome since the CMTS do not process or make decisions on the enormous amount of
collected telemetry data. Furthermore, new IPDR schemas for non-DOCSIS parameters such as voice
metrics would need to be defined, standardized, and integrated with the access CPE firmware.

Model-Driven Telemetry (MDT) is another modern method for continuously streaming operational data
from network devices such as the access CPE using a push model. Applications need to subscribe to a set
of the access CPE device’s Yet Another Next Generation (YANG) data models over standard protocols,
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and push the collected telemetry data from the device when a change has occurred. MDT is not new to the
cable industry as several Cable operators have already implemented and deployed MDT data collection and
monitoring systems in their network [14]. Implementing MDT on access CPE devices requires the
development a new software layer and components for YANG data models. In addition, a common set of
standard Application Programming Interfaces (APIs) need to be defined for integration with an OpenWrt-
based access CPE software stack. Furthermore, no detailed telemetry comparison analysis of performance
vs. cost has been done to justify such an MDT-based development effort by the Cable operators.

In contrast, the OpenWrt and OpenSync™-based streaming telemetry method uses an agile lightweight and
efficient smart agent based on an open-source code with customized plugins using the Silicon vendor’s
APIs. The proposed approach is to segregate the telemetry data such that all customer’s billing records
continue to be provided using the [IPDR/SP, while all of the other access CPE device’s performance and
health metrics are directly transmitted to the cable MSQO’s Streaming and Analytics platform via the
OpenSync™ cloud. Consequently, the CMTSs are not overburdened with huge amounts telemetry data.

8. Conclusion

In this paper, an agile OpenWrt software stack integrated with OpenSync™ layer and Silicon vendor SDK
with carrier-grade IPv4/IPv6 routing functionality was developed on a common existing access CPE
hardware. The connectivity of this access CPE device to the OpenSync™ cloud provides a standardized
command and control method for networking services as well as operator-friendly services such as
onboarding and provisioning on field-deployed devices, device firmware management, network operations
and customer support, billing and inventory support. A smart remote agent was developed and integrated
with the OpenWrt software stack that enables the access CPE device to stream various types of telemetry
data to the cable MSO’s Streaming and Analytics platform via the MQTT server hosted on the OpenSync™
cloud for analysis, and displays the collected data on a hierarchical color-coded Grafana dashboard. The
streaming telemetry data consists of a wide variety of information, including:

e Access CPE system information
CM device information
Home network traffic information from all the wirelessly connected clients
DS/US DOCSIS channel information
DS/US RF spectrum output
Event and alarms information for the collected metrics
Speed test results on both the WAN and LAN ports
Voice metrics information
EBBU status information

Comparison with other streaming telemetry methods such as IPDR/SP and MDT reveal various challenges
with the implementation of these methods. For example, expanding the IPDR/SP usage by the CMTS to
collect all of the various performance and health metrics, alarms, and notifications would overburden each
CMTS with huge amounts of data that it does not process or make decisions on is not an attractive approach.
Implementing MDT on access CPE devices requires the development a new software layer and components
for YANG data models without clear benefits.

Finally, as shown in this paper, the adoption of an OpenWrt-based streaming telemetry offers clear benefits
to Cable operators. First, it enables cloud-based management of the access CPE devices and direct
streaming of the telemetry data to the cable MSO’s Streaming and Analytics platform via the OpenSync™
cloud without overburdening the CMTS. Second, the availability of the telemetry data to the operator’s
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care agent is likely to enhance customer satisfaction by reducing the number of truck rolls as field issues
are resolved more quickly. Third, collaborations among different Cable operators will enable the industry
to standardize the OpenWrt-based software architecture with the streaming telemetry across different types
of CPE hardware platforms. Furthermore, the standardized agile software stack is expected to accelerate
the development and deployment of new revenue-generating services.
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Abbreviations

Table 2: Abbreviations Table
Acronym Stand For
AP Access Point
API Application Programming Interface
CM Cable Modem
CPE Customer Premise Equipment
CPU Central Processing Unit
CMTS Cable Modem Termination System
DDB Data Distribution Bus
DOCSIS Data over Cable System Interface Specification
EBBU External Battery Backup Unit
eMTA Embedded Media Terminal Adapter
FTTH Fiber To The Home
ICMP Internet Control Message Protocol
IPDR Internet Protocol Detail Record
LAN Local Area Network
MDT Model Driven Telemetry
MER Modulation Error Ratio
ML Machine Learning
MQTT Message Queue Telemetry Transport
MSO Multiple System Operator
NOC Network Operations Center
OEM Original Equipment Manufacturer
ONU Optical Network Unit
(ON] Operating System
OVSDB Open vSwitch Data Base
QM Queue Manager
RF Radio Frequency
SAMIS Subscriber Account Management Interface Specification
SDK Software Development Kit
SM STATS Manager
SNR Signal to Noise Ratio
WAN Wide Area Network
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1. Introduction

The plethora of new technologies and alternatives has made the task of HFC network migration more
challenging than ever! The MSOs are faced with difficult decisions as their strategy executives and HFC
network architects try to navigate the future of their HFC networks. The difficulty comes from
identifying potential market challenges and addressing those challenges using the right technology in a
timely and cost-effective manner.

DOCSIS 4.0 offers various technologies that will enable the delivery of 10 Gbps DS peak rates and 5
Gbps US peak rates. Utilizing the right technology at the right time will be instrumental for the success of
the MSOs. This paper attempts to provide the list of available tools in the network migration toolkit and
proposes a time-aware methodology for using these tools to yield a cost-effective migration strategy that
meets customers traffic demand and addresses competition.

This paper is organized as follows: Section 2 introduces the latest traffic engineering trends and potential
COVID-19 impact. Various network migration tools are described in Section 3. Section 4 discusses the
decision interactions between some of the migration tools like traditional FDD, FDX & dynamic soft-
FDD, and ESD. Time-aware decision process is discussed in Section 5. Section 6 provides an example
migration strategy that uses various migration tools. Finally, the paper is concluded in Section 7.

2. Latest Traffic Engineering Trends & Potential COVID-19 Effect

Figure 1 and Figure 2 show the latest busy-hour average subscriber consumption rate (Tavg) for the DS &
US directions, respectively, collected from multiple MSOs. These trends, which were captured in the
beginning of 2020 and before the COVID-19 pandemic effect has spread, show that Tavg averaged across
various MSOs yielded 2.36 Mbps for the DS and 164 kbps for the US. Additionally, the 2020 statistics
show that the 3-year DS Tavg CAGR had dropped from 34% to 30% and the US Tavg CAGR had
slightly dropped from 22% to 21%.
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Figure 1 - DS Tavg latest statistics before COVID-19
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Figure 2 - US Tavg latest statistics before COVID-19

At the outset of the COVID-19 pandemic, the DS and US consumption increased significantly as
countries, states, and cities enforced a lockdown to control the disease. With many people at home and the

© 2020 SCTE-ISBE and NCTA. All rights reserved. 85



lack of outside activities, increased network consumption was in the form of video streaming, working-
from-home, virtual video gatherings, gaming, etc. The increase in the US utilization was about 35% and
the increase in the DS utilization was 20%. As some countries, states, and cities started to reduce the
limits of the lockdown, the consumption (relative to pre-COVID numbers) has decreased recently (as of
July 4, 2020) and currently shows an increase of about 22% for the US and 14% for the DS [NCTA-
COVID-19-Tracker-2020]. The US & DS will not likely go back to the original levels because of the
“new normal” after COVID-19, where many people will likely continue to work from home. It is
probably reasonable to assume that the US will settle to 18% (half of 35%) and the DS will settle to 10%
(half of 20%). Therefore, our traffic engineering assumptions for the analyses provided later in this paper
assume an US Tavg of 190 kbps (instead of 164 kbps) for 2020 and a DS Tavg of 2.6 Mbps (instead of
2.36 Mbps) for 2020. Note that these percentages represent one-time jump in Tavg due to COVID-19 and
are independent from the CAGR percentages discussed in the beginning of this section ,which represent
the annual growth in Tavg.

3. Network Migration Tools

This section briefly describes the available tools in the network migration toolbox. These tools can be
used to gradually and concurrently migrate along an optimal migration path that extends the useful life-
span of today’ HFC network while gradually transforming it into the desired end goal as a FTTH
network.

3.1. Selective Subscriber Migration

Selective subscriber migration refers to the concept of performing HFC surgical operations, whereby
customers demanding very high peak rates are moved to a different platform, such as an overlay FTTH
network running a specific flavor of PON. This concept, which was explained in detail in [Spring-Forum-
Migration-2016], avoids the need to upgrade the whole network in order to meet the abnormal service
levels associated with very small penetration rates. For instance, if only a select number of residential or
business customers request symmetrical 10 Gbps service, while the rest of customers are happy with sub
1 Gbps service, then it makes sense to move those few customers to 10G PON (e.g., XGS-PON or 10G-
EPON) as opposed to overhauling the whole HFC network. This tool can be used to constrain the goal of
HFC network migration to address rates offered by EPON or GPON but not with 10G PON competition.
Using this constraint in the decision process will yield an optimal cost-effective competitive migration
strategy.

3.2. Node Splits and Node Segmentations

Node splits and node segmentations provide another powerful tool within the HFC network migration
toolkit. They can help reduce the number of subscribers per SG, which will lead to less congestion and
therefore the ability to support higher peak service rates for a longer time. Recall that the total capacity
required by a SG that has Nsub subscribers, each consuming an average busy hour rate of Tavg, and
requesting a peak rate service of Tmax, is given by the following formula, where K is a QoE coefficient
that is recommended to be between 1-1.2 to provide good QoE:

Required SG Capacity = Nsub*Tavg + K*Tmax
Note that with fixed available capacity, reducing the number of subscribers using a node split will reduce

the first term of the above equation, which will enable supporting higher Tmax (within the second term)
using the fixed available capacity.
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3.3. Digital Video, Switched Digital Video & IPTV

The use of analog video channels comes at a price because they do not use the spectrum very
inefficiently. Moving video from analog to digital channels will enable better utilization of the scarce
spectrum via more efficient encoding schemes of the digital content. Adding SDV capabilities that only
transmit video streams when being viewed can also help reduce spectrum utilization for video services.
As time goes on, reducing the number of digital video channels and migrating to IPTV video (which uses
more spectrally-efficient DOCSIS 3.1 channels) will provide yet another level of efficient usage of
spectrum.

3.4. Split Upgrade

There are multiple US split options supported by the DOCSIS3.1 specifications: sub-split (5-42 MHz in
NA and 5-65 MHz in Europe), Mid-split (5-85 MHz), and High-split (5-204 MHz). Supporting US peak
rates up to 400 Mbps will require moving from sub-split to mid-split. On the other hand, supporting US
peak rates in excess of 1 Gbps will require a move to a high-split architecture.

DOCSIS 4.0 specifications add other ultra-split options with US limits up to 300 MHz, 396 MHz, 492
MHz, and 684 MHz. These splits can be used in a fixed or dynamic manner as will be explained later in
this paper.

3.5. Full Duplex DOCSIS

FDX is a technology that is designed to allow the US & DS traffic to share the same spectrum
simultaneously. The FDX technology was thoroughly explained in [SCTE-Tec-Soft-FDD-2019]. It is
optimized for DAA N+0 network architecture. MSOs who find it expensive to migrate their networks to
N+0 will likely need other alternatives. One of those alternatives is to use FDX amplifiers. However,
those amplifiers will cause the problem of Interference Group elongation [SCTE-Tec-Soft-FDD-2019],
where most of the subscribers become a member of the same interference group (i.e., interfering with
each other); therefore true FDX operation in N+x networks may not be feasible.

3.6. Dynamic Soft-FDD

In the previous section, the challenge of running FDX in N+x (x>0) networks was described. A potential
solution for that problem is to run the system in Dynamic Soft-FDD mode [SCTE-Tec-Soft-FDD-2019],
where the split is changed dynamically to match the traffic demand and hence offering the same benefits
as FDX, but with typically larger Interference Groups. In a nutshell, Dynamic Soft-FDD is viewed as the
tool that enables FDX operation in cascaded networks. Dynamic Soft-FDD is based on the same modem
silicon as FDX and can help avoid replacing taps and passives beyond 1.2 GHz. However, more complex
amplifiers will be needed, which may put a limit on the maximum cascade depth that can be supported
with Dynamic Soft-FDD. Additionally, operating the Dynamic Soft-FDD plant could be challenging for
some MSOs.
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3.7. Extended Spectrum DOCSIS

Another tool in the network migration toolbox is ESD, where the DS spectrum is allowed to go beyond
1.2 GHz. DOCSIS 4.0 introduced requirements for 1.8 GHz operation in equipment whose housing
supports 3 GHz spectrum. The ESD technology was described in detail in [SCTE-Tec-Soft-FDD-2019]
[Spring-Forum-ESD-2016]. While the ESD technology requires changing taps and amplifiers, it works in
an FDD mode just like today’s networks. The ESD amplifier design can also be challenging due to the
high gain requirements needed for operation at high frequencies, where attenuation is significant.
Additionally, it should be noted that the limited TCP can be a potential issue with very long plants but not
so much with short or medium plants, which make the majority of current HFC networks. Those
challenges and potential solutions were discussed in [SCTE-Tec-Soft-FDD-2019].

3.8. Active Taps

As the networks get deeper in fiber deployment, they may eventually get to N+0. Before pulling fiber
any deeper, the concept of active taps could be beneficial as taps are transformed into small active devices
that support relatively small gain values. This enables continued use of the hardlines with higher
modulation orders at higher frequencies, which will yield additional capacities [ANGA-Cable-Migration-
2019] [SCTE-Tec-Soft-FDD-2019].

3.9. Fiber To The Tap

FTTT is a natural late-stage step to take before pulling fiber to the home, whether active taps were used or
not as an intermediate step. FTTT enables the use of existing drop cables that can support frequencies up
to 25+ GHz, which translates to data rates of more than 200 Gbps [Spring-Forum-ESD-2016]. In fact,
when FTTT is used, the coaxial cable network becomes a point-to-point network which will enable ESD
operation to be used in combination with FDX operation (without undergoing the current complexities of
FDX that are faced with the current multi-point-to-single-point HFC networks).

4. Interactions of Traditional FDD, FDX & Dynamic Soft-FDD, and ESD

It can be confusing to think of multiple interrelated tools at the same time. In order to address this
challenge, a decision tree was developed for N+x networks as shown in Figure 3. Observe that the
decision tree considers multiple interrelated network migration tools including traditional FDD with
DOCSIS 3.0 splits, DOCSIS 3.1/DOCSIS4.0 split change, Dynamic Soft-FDD, and ESD. In this context,
recall that Dynamic Soft-FDD is the FDX flavor for N+x networks.

© 2020 SCTE-ISBE and NCTA. All rights reserved. 88



42 MHz & 750/870 MHz: 65 Mbps US Tmax & 1.6/2.5 Gbps DS Tmax
65 MHz & 750/870 MHz: 250 Mbps US Tmax & 1.3/2.3 Gbps DS Tmax
DS Tmax values assume video channels

Today
42/65 MHz US
750/870 MHz DS

No Is next desired Yes
lanned US Tmax >

p
400 Mbps?

85 MHz US

400 Mbps US Tmax

Is next desired
planned US Tmax >
1.3 Gbps?

Yes

UHS US

300 MHz: 2 Gbps US Tmax
396 MHz: 2.7 Gbps US Tmax
492 MHz: 3.5 Gbps US Tmax
684 MHz: ~5 Gbps US Tmax

is desired/ 1.3 Gbps US Tmax 204 MHz US
Planned DS Tmax >

3.1 Gbps?

IsOOB an
issue?

is desired/
Planned DS Tmax >
4.7 Gbps?

Solve OOB
issue (DSG,
IPTV, O0B
support)

DS

Dedision Point 3 See text for details

1.2GHz DS )«

(e

Reclaim DS Spectrum

No

Dynamic
Soft-FDD?

Reclaim more DS
Spectrum if Applicable
& go DS ESD

Use Dynamic Soft-FDD
1.2 GHz Nodes/Amps

Branch 2 Use Exiting Tap

Housing?

Branch 1 Branch 5

1.8 GHz Tap with
3 GHz Housing

1.65GHzTap
Faceplate Upgrade

Branch 3

Branch 4

!

> End <
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The ‘DS Decision Point 3’ in Figure 3 contains a list of decision questions, depending on the chosen US
split, as follows:

Case (Split)

Case A: 204 MHz Split

is desired/Planned DS Tmax > 3.6 Gbps?
Case B: 300 MHz Split

is desired/Planned DS Tmax > 2.7 Gbps?
Case C: 396 MHz Split

is desired/Planned DS Tmax > 1.7 Gbps?
Case D: 492 MHz Split

is desired/Planned DS Tmax > 900 Mbps?
Case E: 684 MHz Split

is desired/Planned DS Tmax > 0 Gbps?

It can be observed from the above decision point case statement that 1.2 GHz systems cannot support DS
Tmax values more than 900 Mbps if the US split is 492 MHz or higher. Note that the 1.65 GHz Tap
faceplate upgrade option refers to reusing existing taps housings by only replacing the faceplate with a
new faceplate that supports higher frequencies, which can help in reducing the labor costs.

The assumptions that were used to calculate the Tmax numbers in the decision tree are as follows:
* Traffic Engineering
+ K=1
*  Nsub =250
* US Tavg =0.19 Mbps (0.164 Mbps with added step increase of 18% due to COVID-19)
* DS Tavg =2.6 Mbps (2.36 Mbps with added step increase of 10% due to COVID-19)

* #o0f 6.4 MHz SC-QAM channels = 4

*  SC-QAM spectral efficiency = 4.15 bps/Hz
*  OFDMA spectral efficiency = 7.5 bps/Hz

*  US spectrum start frequency = 15 MHz

* #of 6 MHz SC-QAM channels = 20

*  SC-QAM spectral efficiency = 6.33 bps/Hz
*  OFDM spectral efficiency = 7.8 bps/Hz

* Video: 66 Digital channels

Clearly, it should be noted that similar decision trees can easily be created for a different set of
assumptions.

Note that analyses used in developing the decision tree assumed a SG size of 250 subscribers and 66
digital video channels, which can be argued to be good representative values of today’s HFC networks.
Table 1 provides the Tmax values that can be supported over today’s HFC networks assuming no
modifications. On the other hand, Table 2 provides the Tmax values that can be supported over a
modified network using the different migration branches that were illustrated in Figure 3, which are:

1. Branch 1: 85 MHz US with 1 GHz DS

2. Branch 2: 1.2 GHz DS (with different US splits)

3. Branch 3: 1.6 GHz DS using tap faceplate upgrade (~ESD with different US splits)

4. Branch 4: 1.8 GHz DS using new ESD taps (ESD with different US splits)
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5. Branch 5: 1.2 GHz Dynamic Soft-FDD

Table 1 - US & DS Tmax values that can be supported with today’s networks (different
configurations)

US Split Top of DS Spectrum US Tmax DS Tmax
(MHz) (MHz) (Mbps) (Gbps)
42 750 60 1.5

42 870 60 2.5
42 1002 60 3.5
65 750 250 1.3
65 870 250 2.2
65 1002 250 3.2

Table 2 - US & DS Tmax values that can be supported via different migration paths (with

Digital video)
US Split US DS Start | Branch 1 | Branch 2 | Branch 3 | Branch 4 | Branch 5
(MHz) Tmax |[Frequency| FDD 1.0 FDD 1.2 FDD FDD 1.8 Dyn.
(Gbps) (MHz) GHz GHz 1.65 GHz GHz Soft-
DS DS DS DS FDD 1.2
Tmax Tmax Tmax Tmax GHz
(Gbps) (Gbps) (Gbps) (Gbps) DS
Tmax
(Gbps)
85 0.4 108 3.1 4.7 NA NA 4.7
204 1.3 258 NA 3.6 6.9 8.1 4.7
300 2.0 372 NA 2.7 6.1 7.2 4.7
396 2.7 492 NA 1.7 5.1 6.2 4.7
492 3.5 606 NA 0.9 4.2 5.4 4.7
684 5.0 834 NA 0 2.5 3.6 4.7

It should be noted that the above decision tree must be used along with other tools like selective
subscriber migration, node splits, migrating to IPTV, etc. This wholistic approach to the decision-making
process yields an optimal migration path from complexity and cost point views. In particular, the table
above contains technology options that are either costly or not available today, which should be taken into
consideration as the MSOs plan a stepping-stone migration process.
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5. Time-Aware Decision Making

A key missing aspect from the decision tree and the other tools described in the previous section is the
time dimension of the decision. Specifically, the busy hour per subscriber consumption rate (i.e., Tavg)
continues to grow as time goes on, which in turn reduces the Tmax values that can be supported given a
particular network architecture. Also, the SG size (Nsub) decreases as more node splits are undertaken,
which leads to higher Tmax values. However, these two terms are multiplied by each other in the QoE
formula so the net effect may not be obvious unless simulations are performed. Another aspect that
changes with time is the migration of digital video channels to IPTV which leads to more efficient video
delivery and that yields support for higher Tmax values. This section introduces the time-awareness
aspect into the decision process.

In order to take the above time-affected tools into consideration, the analysis in this section uses the latest
traffic CAGR numbers presented in section 2 (i.e., US CAGR of 21% and DS CAGR of 30%). Also, the
impact of node splits over time is studied by analyzing the effect of moving to smaller SG sizes (i.e.,
reducing the SG size from 250 to 125 and then to 64). Finally, moving video delivery from 66 digital
channels to IPTV is also simulated to understand the effect of this move on the life of the network.
Finally, multiple curves are illustrated to show the impact of changing the US split and moving the DS
top end to 1.65 GHz or 1.8 GHz.

The Time-aware simulation assumptions are as follows:

* Traffic Engineering

+ K=1

*  Nsub =250 subscribers (Penetration ratio of data subscribers 50%)

» US Tavg =0.19 Mbps (0.164 Mbps with added step increase of 18% due to COVID-19)
in 2020

* USCAGR=21%

* DS Tavg = 2.6 Mbps (2.36 Mbps with added step increase of 10% due to COVID-19) in
2020

* DS CAGR =30%

* #o0f 6.4 MHz SC-QAM channels = 4

*  SC-QAM spectral efficiency = 4.15 bps/Hz
*  OFDMA spectral efficiency = 7.5 bps/Hz

*  US spectrum start frequency = 15 MHz

* #of 6 MHz SC-QAM channels = 20

*  SC-QAM spectral efficiency = 6.33 bps/Hz

*  OFDM spectral efficiency = 7.8 bps/Hz

*  Video options: 66 Digital channels, or [IPTV
* IPTV Video

*  Penetration ratio of video subscribers = 30%

*  Unicast only

*  HD MPEGH4 bit rate = 5 Mbps

* UHD/4K bit rate = 17 Mbps
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* 90% HD / 10% UHD mix
* 5% VOD

The results of the analyses are shown in Figure 4 - Figure 9. The first three figures assume digital video
channels and study the effect of node splits by varying the SG size from 250, to 125, and finally to 64.
Similarly, the last three figures change the SG size but assuming IPTV video delivery instead of digital
video channels.

Understanding how to interpret the curves can be best illustrated using an example. For instance, in
Figure 4, curves with no markers show the highest peak service rate (Tmax) that can be supported in the
US direction for different US split options. On the other hand, curves with markers indicate the highest
DS Tmax that can be supported for different configurations (particular US split combined with DS
spectrum limit).

Let’s assume that the MSO would like to offer symmetrical 1 Gbps service, it can be seen from the Figure
4 that high-split (i.e., 204 MHz US split) can support US Tmax of 1 Gbps until about 2031 — this can be
observed from the non-marker gray curve that corresponds to ‘US Tmax: 204 MHz US Split’. Using the
same approach, it can be seen that a 204 MHz US with 1.2 GHz DS system can offer a DS Tmax value of
1 Gbps beyond 2026 — this can be observed from the circle-marker dark blue curve that corresponds to
‘DS Tmax: 204 MHz Split with 1.2 GHz DS’.

The effect of a node split that divides the SG size in half (from 250 to 125), can be observed in Figure 5,
where it can be seen that high-split can offer US Tmax of 1 Gbps to about 2034 and high-split 1.2 GHz
DS system can offer a DS Tmax value of 1 Gbps about 2029. Also, observe how a move to IPTV can
further extend the lifespan of the network. For example, for a SG of 125, a move to IPTV will enable a
high-split network with 1.2 GHz DS to support DS Tmax value of 1 Gbps to about 2031 as can be
observed in Figure 8.
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Figure 8 - US & DS Tmax values that can be offered over time for various split options
and DS spectrum sizes. (SG size = 125, IPTV video channels)
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Figure 9 - US & DS Tmax values that can be offered over time for various split options
and DS spectrum sizes. (SG size = 64, IPTV video channels)

Observe that the above figures do not propose a specific set of US or DS Tmax values that the MSOs
should offer. An MSO with envisioned support for a particular Tmax value (depending on their specific
demand and competition) can use the curves to estimate the lifespan of their network given that
envisioned Tmax value.

Besides indicating the Tmax capabilities resulting from US split changes, node splits, DS spectrum size
changes, and video delivery strategy changes, the above family of curves can also be used concurrently
with other tools like the selective subscriber migration tool. For example, looking at Figure 4 which
assumes digital video and SG size of 250 subscribers, it can be noticed that high-split with 1.2 GHz DS
network cannot support DS Tmax values of 5 Gbps. However, if selective subscriber migration is used,
where the few subscribers requiring 5 Gbps service are moved to another platform (like 10G PON over
FTTH), then the rest of the subscribers on the network will need less demanding DS Tmax values like,
say 1 Gbps, and therefore the same network with no modification will be able to support a DS service rate
of 1 Gbps to 256 subscribers until 2026.

Finally, it should be noted that Figure 4 - Figure 9 include Tmax curves that can be supported using the
1x2.5Gbps GPON platform. For the digital video scenarios, it is assumed that video is transported via a
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separate wavelength and therefore all of the GPON capacity is available for data. On the other hand, the
IPTV scenarios assume that IP video traffic is sent over the PON technology along with data and
therefore both video and data share the total available capacity, which leads to reduced Tmax values. It
can be seen from Figure 4 - Figure 9 that HFC networks can compete very well against GPON using the
available migration tools. This observation can lead us to argue that it is wise to limit the competition
scope of HFC networks to only compete against EPON/GPON and use selective subscriber migration for
customers who require service rates that are comparable to those offered by 10G PON, when the
percentage of subscriber requiring those rates is small. This can be a smart move that yields a cost-
effective migration strategy, where HFC networks can live for a long life while meeting the demand and
addressing non 10G PON competition.

Finally, it should be noted that all of the curves in Figure 4 - Figure 9 will stretch to the right if the CAGR
percentages drop.

6. Example Network Migration Strategy

As mentioned earlier, there are many tools available to help the MSOs with their HFC network migration
exercise. Some of the near-term tools are:

e Enable more DOCSIS 3.1 OFDMA for the US
Enable more DOCSIS 3.1 OFDM for the DS
Node split/segmentation
Enabling Switched Digital Video
Increasing Video Compression
Video BW reclamation by moving to [IPTV
Increasing the US split
Increasing the DS spectral range
Selective subscriber migration

An optimal network migration strategy is obtained by applying a comprehensive decision process that
considers all the available tools concurrently. The process is repeated every time a decision is to be made.
In particular, the optimal decision changes as time moves on. This paper listed various tools that can be
used concurrently along with a proposed decision tree and family of time-aware curves to help make the
right decision when a migration step is needed.

Based on the above, an example migration strategy is given below:

1. Reframe the goal as ‘constrained’ network migration {Selective Subscriber Migration}

a. The result of constraining the process is avoiding the costs associated with unnecessary
‘network-wide’ upgrades when only a small percentage of the subscribers demand a
service requiring such an upgrade. This is accomplished using the Selective Subscriber
Migration tool, where a constraint is put on the maximum data rate that should to be
supported using the HFC network. Any peak rate exceeding this maximum is to be
offered using another platform like PON over FTTH. An example of a chosen max rate
to be supported on the HFC network can be 2.5 Gbps. Rates beyond 2.5 Gbps are not
carried by the HFC network. That is, HFC is to compete with EPON/GPON but not 10G
PON, when the percentage of subscribers requiring rates in excess of 2.5 Gbps is very
small. The result is moving the small percentage of subscribers with demand for very
high peak rates to a different platform, which in turn relieves the pressure from the
existing network and therefore elongating the life of the network by allowing it to serve
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b.

the remaining ‘normal’ subscribers without massive upgrades. Note that when the MSO
decides to offer a particular service that requires an upgrade to the majority of their
subscribers, then a network-wide upgrade will be appropriate and justifiable.

The next steps in this migration strategy example assume network-wide upgrades, where
all super subscribers have already been moved to a different platform.

2. Continue reducing the SG size {Node splits}

a.

Node splits and node segmentation will help in reducing the SG size, which will reduce
the overall busy hour BW requirements and therefore elongate the life of existing
networks.

3. Move to 204 MHz US with 1.2 GHz DS {High-split/1.2 GHz DS network architecture}

a.

b.

With DOCSIS 3.1, 204 MHz US enables the offering of 1+ Gbps US peak rates. 1.2
GHz DS adds additional spectrum to accommodate the increased DS traffic demand.
Assuming no node split (i.e., SG size of 250 subscribers), high-split with 1.2 GHz DS can
offer symmetrical 1 Gbps until at least 2026 (DS limited). With two nodes splits (i.e., SG
of 64 subscribers), the same architecture can offer 1 Gbps symmetrical service until
2031/2032.

4. Continue Reclaiming video BW {Move video to IPTV}

a.

Moving video to IPTV can further elongate the life of a high-split 1.2 GHz DS HFC
network (with SG size of 64 subs) by two years. That is, it can offer symmetrical 1 Gbps
service until 2033/2034.

5. Further Increase the US & DS throughputs {Move to either ESD or Dynamic Soft-FDD}

a.

DOCSIS 4.0 ESD specifications enables the US to go up to 684 MHz and the DS to go
up to 1.8 GHz. This will yield US and DS peak rates of 5 Gbps and 10 Gbps,
respectively. ESD is a fixed-split FDD operation that is easy to manage but it requires the
replacement of taps and amplifiers. Amplifiers may be challenged with high gain
requirements to accommodate the increased attenuation at higher frequencies. As
mentioned earlier, limited TCP values may not a major issue for short and medium HFC
plants.

Dynamic Soft-FDD is the FDX flavor for N+x networks. It enables the US to go up to
684 MHz and the DS to continue to be at 1.2 GHz, where the US & DS time-share the
108-684 MHz spectrum. This will yield US and DS peak rates of 5 Gbps and 10 Gbps,
respectively. While Dynamic Soft-FDD does not require tap replacements, its operation
may be a little more challenging than ESD. Also, due to the potential complexity of the
amplifiers, it may only work for small cascades although it has the advantage of using the
same FDX CPE silicon.

While ESD & Dynamic Soft-FDD are equivalent from capacities point view, the decision
to go one direction versus the other has major implications to the network architecture
and its operation.

6. Active Taps

a.

7. FTTT

Taking the fiber deeper in the network beyond N+0 can be done in stages. In particular,
the MSO can choose to maximize the use of existing hardlines by using active taps,
which are small active amplification devices, to enable signal delivery at high frequencies
over hardlines.

Whether active taps were used or not, before going FTTH, it is beneficial to visit this step
to maximize the life of HFC networks by using the existing drop cables that can go
beyond 25 GHz. In fact, with FTTT architecture, the HFC network becomes a point-to-
point network with only the drop cable between subscriber and the network. This can
enable FDX, ESD, or combination of the two.
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8. FTTH
a. The desired end goal of HFC networks is to extend the fiber to the home.

7. Conclusions

There are many tools available in the network migration toolbox which will enable the HFC networks to
support their customers well into the 2030 decade. These tools include selective subscriber migration,
node splits, moving video to IPTV, upgrading the US split, increasing the DS spectrum, dynamic Soft-
FDD, active taps, FTTT, and FTTH.

After utilizing the selective subscriber migration concept to constrain the network migration process, the
article proposed a decision tree combined with a time-aware decision process to yield an optimal network
migration strategy. It was found that the combination of light/medium touch options like moving the US
split 204 MHz with 1.2 GHz DS & nodes splits/segmentations can extend the life of the HFC network to
2030 if the desired DS Tmax is 2 Gbps or less. Deploying IPTV will further extend the life of HFC
networks. Moreover, this article also showed that Dynamic-Soft-FDD & ESD can both increase the life-
span of HFC networks. In the ESD case, going with US splits higher than 396 MHz when the DS is
limited to 1.8 GHz is not optimal.

Abbreviations
bps bit per second
BW bandwidth
COVID-19 Corona Virus Disease 2019
DAA distributed access architecture
DOCSIS data over cable service interface specifications
DS downstream
DSG digital set-top gateway
EC echo cancellation
EPON Ethernet PON
ESD extended spectrum DOCSIS
FD fiber deep
FDD frequency division duplex
FDX full duplex DOCSIS
FTTH fiber to the home
FTTT fiber to the tap
Gbps gigabit per second
GW gateway
HD High Definition
HFC hybrid fiber coax
Hz hertz
1G interference group
1P internet protocol
IPTV Internet Protocol Television
kHz kilo hertz
Mbps mega bit per second
MHz mega hertz
MPEG Moving Picture Expert Group
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MSO multiple service operator

OFDM orthogonal frequency division multiplexing
OFDMA orthogonal frequency division multiple access
OOB out of band

PON Passive Optical Network

QAM quadrature amplitude modulation

QoE quality of experience

RF radio frequency

RPHY remote physical layer or remote PHY
SC-QAM single-carrier QAM

SG service group

SLA service level agreement

STB set-top box

TCP total composite power

TG transmission group

US upstream

GPON Gigabit PON

UHD Ultra High Definition

UHS Ultra-High Split

VOD Video on Demand

XGS-PON 10G symmetrical PON defined by ITU
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1. Introduction

The broadband industry has been relying on public-key cryptography (PKC) to provide secure and strong
authentication across its networks and devices. In particular, the DOCSIS standard [Doc31, Doc40] uses
X.509 [1tu509] certificates to verify that a device is a legitimate entity that is authorized to join the
network—for example, a cable modem or a Remote PHY (R-PHY) node [Rphy1]. The choice of using
digital certificates and public-key infrastructures (PKIs) to protect DOCSIS identities has resulted in a
scalable and easy-to-deploy key management system for the entire industry.

Although the DOCSIS PKI has been a success story over the past 20 years (it is one of the largest PKIs
ever deployed worldwide), things are changing rapidly on both the security side and the broadband
industry side.

On the security side, new advancements in traditional and non-traditional computing are threatening our
ability to use traditional public-key and key-exchange (KEX) algorithms. On the network infrastructure
side, new zero-trust architectures are being designed that require software and hardware entities to
securely authenticate to each other (and encrypt traffic) in a distributed environment.

This paper describes our proposal for a backward-compatible quantum-resistant trust infrastructure (or
PKI) for the broadband industry. Specifically, our work focuses on the practical aspects of deploying a
quantum-resistant trust infrastructure by leveraging our idea—namely, the composite cryptography
mechanism [Com20].

The paper is organized as follows: Section 2 provides a description of the quantum threat for the various
parts of a PKI; Section 3 describes the composite crypto solution and its two building blocks (i.e.,
CompositeKey and CompositeSignature); Section 4 describes how to practically deploy composite
crypto in PKIs; Section 5 provides considerations surrounding the use of secure elements and hardware
security modules (HSMs); and Section 6 describes a deployment proposal for securing the DOCSIS PKI.
Finally, Section 7 provides our conclusions and envisioned future work.

2. Trust Infrastructures and the Quantum Threat

Deploying real security is difficult, and security engineers rely on basic cryptographic primitives to make
sure protocols operate as intended and data is accessed only by authorized entities. Deploying real
security is even more difficult when uncertainty around the efficacy of your basic tools is at risk.
Unfortunately, we are living in a period of great cryptographic “uncertainty,” where the advancements in
both traditional and quantum computing pose serious threats that may impact the possibility to provide
secure access and data privacy not only for the broadband industry, but across the Internet.

Recently, advancements in quantum computing suggest that the possibility to break PKC might be closer
than initially thought. Specifically, the work of Craig Gidney and Martin Ekerd [GE19] improves the
efficiency of quantum computers to perform code-breaking calculations, thus reducing the required
resources by orders of magnitude. For example, in 2015, researchers estimated that a billion quantum bits
or qubits (aka g-bits) would be required to factor 2048-bit keys due to the need to use noise-reduction
codes that require significant extra qubits themselves. With the recent advancement from Gidney and
Ekera, the number of required qubits is reduced to only 20 million.

Another example of the fast-paced rhythm of innovation occurring in the quantum space is the fact that
researchers have already moved away from studying qubits to building quantum logic gates. Many
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experts theorize that at the current speed of innovation, we will have a quantum computer within 20
years—a very short period of time in the cryptography space.

The takeaway message is alarming for all of us: Governments, military and security organizations, banks,
medical facilities and everybody else will have no options to secure their data against powerful quantum
computers.

The situation is even more alarming when considering that there are no complete or general solutions
today that allow for securing all aspects of a PKI—not just signatures or certificates. In particular,
regardless of the specific standard or technology used in a PKI (e.g., X.509, PGP), no deployments
currently cover the possibility of using multiple algorithms in a combined fashion to further secure the
infrastructure in case one or more algorithms are deemed compromised. Our approach addresses this
limitation by leveraging a recursive construct for both public-key signatures and keys that can be applied
to every aspect of the PKI lifecycle management.

On the quantum-safe cryptography standardization front, things are moving forward as NIST recently
announced the beginning of Round 3 in its selection of a quantum-resistant cryptography standard that
began few years ago [Nist20].

Because the new standard will specify one or more quantum-resistant algorithms for digital signatures,
public-key encryption and key generation, the selection of finalists comprises various classes of
algorithms and mathematical properties. In particular, of the original 69 proposals submitted for Round 1,
only 26 made it to Round 2. For Round 3, only 8 candidates were selected. Four of the candidate crypto-
systems provide public-key encryption, while the remaining four are digital signatures schemes.

The selected key encapsulation mechanisms (KEMs) that provide public-key encryption are:

e Classic McEliece. This KEM is the result of a merger between the Classic McEliece and NTS-
KEM. This work is a code-based KEM based on the original cryptosystem from 1978. The
cryptosystem has never gained much interest in the cryptographic community; however, its
resistance to Shor’s algorithm makes it a good candidate for post-quantum standardization.
Classic McEliece, which uses the binary Goppa code, comes with very large public keys but the
smallest ciphertext of any other solution. Although this performance profile might not be the best
fit for the general protocols we use over the Internet today, its stable specifications combined with
a long history of cryptoanalysis make it an appealing choice for some applications.

e CRYSTALS-Kyber. This algorithm is based on the presumed hardness of the module learning
with errors (MLWE) problem. The scheme has excellent all-around performance for most
applications. It also enables relatively straightforward adjustment of the performance-versus-
security tradeoff by varying module rank and noise parameters. NIST regards this scheme as one
of the most promising KEMs for standardization.

e NTRU. This is a structured lattice-based KEM that has an established adoption history because
variations of this KEM have already been standardized by IEEE [Ntru09] and ANSI [Ntrul0]
organizations. Although NTRU has a small performance gap in comparison with Kyber and
SABER, its longer history was an important factor in NIST’s decision because of less risk of
unexpected intellectual property claims. An important characteristic of NTRU is the fact that it
relies on a different problem than MLWE; thus, it provides diversity in the set of structured
lattice-based KEMs for the finalists.
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SABER. This KEM is based on a variation of MLWE—namely, the Module Learning
With Rounding (MLWR), in which rounding from one modulus to a smaller second one
replaces the addition of small errors. In general, SABER provides good performance for
general-purpose applications. One of the areas that NIST encourages more research on is
side-channel analysis for the non-Number Theoretic Transform (non-NTT) style of
multiplication that is unique to SABER. Together with NTRU and Kyber, SABER is one
of the most promising KEMs selected for Round 3.

For digital signatures, the following are considered as finalists:

CRYSTALS-Dilithium. This is a lattice-based signature scheme that relies on the MLWE
hardness and the module short integer solution (MSIS). One of the advantages of CRYSTALS-
Dilithium over its main competitor, Falcon, is the simpler implementation due to the use of the
same modulus and ring for all parameter sets and samples. Overall, Dilithium has a good balance
in terms of key and signature sizes and performs well for key generation, signing and verification,
making it one of the strongest candidates for standardization as it performs well in real-world
experiments.

Falcon. The Falcon signature scheme is lattice-based and uses the “hash and sign” paradigm.
Although this scheme is more complex to implement than Dilithium, it offers the smallest public
key and signature sizes. From a key generation point of view, Falcon is slower than other
candidates, but the overall strong performance makes it a good fit for existing Internet protocols
and applications.

Rainbow. This scheme is very different from the previous two. Rainbow is a multivariate
signature scheme with an unbalanced oil and vinegar (UOV) construct. Rainbow provides fast
signing and verification, along with very short signatures. The downside of this scheme is the
extremely large public key sizes. Some issues with the security claims and the fact that NIST
prefers algorithms with royalty free licensing put this algorithm at the bottom of the list.

GeMSS. This is the second multivariate signature scheme that uses the “big field” paradigm.
Although it offers the smallest signatures of any other schemes and provides a fast verification
algorithm, the large size of public keys is the limiting factor for adoption, especially in low-end
devices where signing can be very slow. Also, the large size of public keys makes it impractical
when used with TLS or SSH without protocol changes. This algorithm is still in consideration, in
case developments in Round 3 show the Rainbow scheme to not be suitable for standardization.

NIST also selected eight alternative algorithms whose evaluation will continue after the first selection for
the standard. These eight alternative algorithms either might need more time to mature or are tailored to
more specific applications. For example, the Sphinx+ scheme is considered very secure but also very
conservative in its design. Because this translates into higher bandwidth and slower performance than the
selected primary candidates, Sphinx+ is being considered only as a backup option for standardization.
The review process for Round 4 will continue after Round 3 ends, and eventually some of these
alternative algorithms could become part of the standard at a later date. The status of the NIST selection
process is available in the NIST Internal Report 8309 [NISTIR].
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2.1. PKI Building Blocks

To convey which parts of a trust infrastructure will be affected by the use of quantum computing, we
provide a classification of algorithms or “building blocks” that are used to protect both authentication and
user data and show how they might be impacted by the quantum threat.

Specifically, when it comes to the various types of building blocks, we shall differentiate between public-
key algorithms for authentication (e.g., RSA, ECDSA), KEX algorithms (e.g., Diffie-Hellman, Elliptic-
Curves Diffie-Hellman), hashing algorithms (e.g., SHA-256, SHA-3) and encryption algorithms (e.g.,
AES).

Public-Key Algorithms. Public-key algorithms are primarily used to authenticate (and sometimes
encrypt) data. Algorithms like RSA or ECDSA are the most common when used in conjunction with
X.509 digital certificates. The main difference between RSA and ECDSA, besides the underlying
mathematical properties, is in the size of the cryptographic overhead (or bandwidth) and key-generation
complexity. In particular, when compared through the performance lens, ECDSA has a clear advantage,
especially when deployed in small or computationally limited devices. When compared through the
security lens, though, further considerations are due. One interesting feature of RSA is its ability to use
different key lengths without changing the algorithm. This allows, for example, RSA cryptosystems to
increase the size of the public/private keypair to adjust to increased security risks due to advancements in
computing and crypto research. ECDSA, instead, does not support this feature: Once the curve is selected
(e.g., NIST’s Secp256r1 curve), the key size cannot be changed, and to increase the security of the
system, new curves (e.g., NIST’s Secp521r1 curve) must be supported (even for validation only).

Key-Exchange Algorithms. This class of algorithms has been recently revamped because of the effort, in
the TLS space, to deploy perfect forward secrecy (PFS). Specifically, the use of finite-field Diffie-
Hellman (DH) and Elliptic-Curve Diffie-Hellman (ECDH) has been required by the latest TLS
specifications [RFC 8446] to overcome the security limitations of the RSA-based KEX mechanism and
decouple authentications from key exchanges. KEX algorithms are at the core of protocols like TLS to
securely derive the encryption keys used after the negotiation phase.

Hashing Algorithms. This class of algorithms is at the core of the authentication process in modern
PKIs. In fact, to authenticate any type of data (e.g., a certificate or simply a document), the data must be
“summarized” to make the signing process efficient and more generic (i.e., providing the same
operational approach when working with different algorithms). Because of this, breaking the properties of
the hashing algorithms can be quite devastating for a public-key cryptosystem.

Encryption Algorithms. When it comes to securing data from unauthorized access, encryption
algorithms provide the necessary building blocks via the use of securely exchanged (via the authentication
process) encryption keys. The ability to successfully attack these algorithms can bypass any
authentication process used during the transfer of encryption keys and therefore grant an attacker direct
access to the data.

In the rest of this section, we provide a summary of the threats for each class of algorithms and how (and
if) the quantum threat is significant in that space.
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2.2. Modern Cryptography and the Quantum Threat
2.2.1. Public-Key Cryptography

When it comes to public-key algorithms such as RSA or ECDSA, the threat of quantum computers being
able to “guess” (factor large numbers or solve the discrete logarithm problem) private keys is comparable
for both cryptosystems. In fact, PKC uses mathematical algorithms to generate complex keys, thus
making the code to reverse-engineer the private component from the public one statistically very hard.
Different public-key systems can use different algorithms, as long as they are based on mathematical
problems that are easy to put into place but difficult to reverse-engineer. For instance, any computer can
multiply two extremely large prime numbers, but factoring the result is nearly impossible—at least, it
would be for a classical machine. Although only few classes of algorithms (so far) have been identified to
be more performant on quantum computers, factoring large numbers is one of them. Specifically, Shor’s
quantum factorization algorithm could be easily used to break this type of cryptosystem.

The optimization that is possible on a quantum computer is due to the fact that it should be able to use the
properties of quantum mechanics (e.g., entanglement) to probe for patterns within a huge number without
having to examine every digit in that number. Because cracking both RSA and EC ciphers actually
involves finding patterns in huge numbers, quantum computers can perform the inverse operation at
practically the same speed as the forward one. For example, while on a conventional computer, finding a
pattern for an EC cipher would take 22 steps—where N is the number of bits in the key. On a quantum
computer, the number of steps would be in the order of only N/2!

RSA, ECC and DH are examples of cryptosystems that will not be secure against an adversary with
access to a quantum computer.

2.2.2. Hashing Algorithms

Hashing algorithms give us a chance to breathe a little easier. As explained in the previous section, some
problems with a special structure (e.g., factorization for RSA, discrete log for EC) typically fall in the
category of problems for which quantum computers can reduce the task to finding the period of some
function, which is surprisingly not difficult to solve on a quantum computer.

However, for unstructured problems, quantum computers seem to provide “only” some non-trivial
quadratic speedup, via the use of Grover’s algorithm [Gro96]. Simply put, this indicates that a hash
function with 256 bits of security today would still have 128 bits of security in a post—-quantum computing
era.

2.2.3. Encryption Algorithms

Symmetric encryption, and more specifically AES-256, is believed to be quantum-resistant. Quantum
computers are not expected to be able to reduce the attack time enough to be effective if the key sizes are
large enough. Also in this case, the speedup from Grover’s algorithm allows quantum computers to
perform exhaustive searches in the square root of the classical time, rendering classical attacks more
expensive than generic ones in most cases. To achieve 128 bits of security in a post-quantum computing
scenario (equivalent to AES-128 today), primitives providing 128 bits of security (e.g., AES) need to
have a key length of at least 256 bits. In other words, the speedup in the quantum exhausting search
provided by Grover’s algorithm is the main reason why the current recommendations for encryption with
post—quantum computing security mandate for AES [Dr99] with a 256-bit key.
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If you are using AES in your systems in 2020, you should favor AES-256 over AES-128. This is true for
software environments, but it is especially important when chipsets and hardware deployment is involved;
to make sure these devices can take you over the “quantum hump,” support for AES-256 is required
[Aes16, Aes20].

Ultimately, as with the hashing algorithms case, modern symmetric encryption algorithms are not affected
as badly by quantum computing as public-key ones as long as we deploy larger keys (e.g., AES-256).

2.3. Algorithm Agility to the Rescue

Algorithm agility is at the core of best practices when it comes to cryptosystems today. Algorithm agility
refers to the possibility of substituting cryptographic algorithms (and associated data structures) as
needed, without having to change protocol messages or main data structures.

Fortunately, the X.509 standard, used across the Internet and in the broadband industry, provides the
possibility to extend the generic data structure to integrate new algorithm-dependent ones in order to
identify public keys and signatures. Technically, this is achieved by coupling the crypto data structures
with an algorithm identifier that can correctly validate and process the associated data structure(s) across
different types of objects used in PKIs (e.g., X.509 certificates, Online Certificate Status Protocol [OCSP]
responses, Certificate Revocation Lists [CRLs]).

For example, look at how public keys are encoded in X.509 certificates:

AlgorithmIdentifier ::= SEQUENCE ({
algorithm OBJECT IDENTIFIER,
parameters ANY DEFINED BY algorithm OPTIONAL }
SubjectPublicKeyInfo ::= SEQUENCE ({
algorithm AlgorithmIdentifier,
subjectPublicKey BIT STRING }

Here, SubjectPublicKeyInfo comprises an AlgorithmIdentifier that identifies the cryptographic
algorithm and associated parameters, as well as a subjectPublicKey, whichisa BIT STRING [RFC
5280]. The value of subjectPublicKey is the Distinguishing Encoding Rule (DER) encoding of the
public-key structure as defined for the specific algorithm used.

For example, Section 2.3.1 of [RFC 3279] defines the contents of SubjectPublicKeyInfo and how to
encode the RSAPublicKey structure whose DER representation is to be used for the value of
subjectPublicKey.

Our solution leverages the algorithm agility feature and defines a new algorithm identifier that encodes,
recursively, a set of one or more subjectPublicKey data structures to encode multiple keys with
different algorithms, as discussed in the next section.

3. A Composite Crypto-Based Solution

The cable industry, as well as the larger Internet community, is faced with the very difficult task of
addressing the quantum threat early in order to continue to securely authenticate network devices and
users by switching to different algorithms when needed. On top of that, the broadband industry faces the
additional challenge of handling this future transition while relying on fielded devices (e.g., CMs, R-
PHY/R-MACPHY nodes) that might be expensive to replace or update.
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Although the selection for standard post-quantum algorithms has not been finalized yet, we have been
actively looking at how to deploy such algorithms for the broadband industry when they become
available. In particular, we looked at how to protect the integrity of the most vulnerable parts of our
DOCSIS trust infrastructure first (from a quantum-threat perspective)—that is, the root and intermediate
CA. We focused on these assets first because they are valuable targets that would allow for an attacker to
generate new valid entities for the ecosystem. Once the integrity of the upper levels of the hierarchy are
secured, devices can be updated to support the deployed post-quantum algorithm(s) via Secure Software
Download (SSD) or other mechanisms.

What we found in our research is that we could use the same algorithm agility feature that is built into
modern PKIs to support the use of multiple keys for every aspect of the PKI lifecycle; from certificates to
revocation lists, everything supports our new paradigm. In other words, our work enables the use of
classic algorithms like RSA or ECDSA alongside new ones. This allows for a gradual transition to new
algorithms without losing backward compatibility for devices that cannot be updated with the new

algorithms. Figure 1 provides an intuitive representation of the composite crypto when used in X.509

certificates.
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Figure 1 - Example of Composite Crypto Usage in X.509 Certificates

It is interesting to notice how our invention can be used at any time when there is either (a) the need to

transition to a new protocol without establishing a completely separated infrastructure or (b) uncertainty
related to the security of an algorithm over an extended period of time. For example, the solution
described in this paper could be used to transition from less efficient cryptosystems (e.g., RSA) to more
efficient ones (e.g., ECDSA) or to provide signatures with different hashing algorithms.

3.1. A New Paradigm: CompositeKeys and CompositeSignatures

As suggested earlier, to address our problem we relied on our initial considerations about algorithm
agility to provide a simple and backward-compatible solution. In particular, we defined a new algorithm
identifier and associated encoding that uses standard substructures to encapsulate multiple keys or
multiple signatures in PKI data structures and authentication data.
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The new type of public keys and signatures—namely, CompositeKeys and CompositeSignatures,
respectively—provide the building blocks we were looking for: backward-compatible encoding for both
signatures and public keys that allows for multiple keys and algorithms to be used to secure X.509 objects
and produce generic signatures. By mixing classic and post-quantum algorithms, not only can all aspects
of a PKI be protected today, but clients supporting at least one of the combined algorithms will be able to
operate in the environment.

For example, to trust the authentication of data, relying parties might decide to verify one, some or all of
the signatures depending on the ability of the relying party to support any of the algorithms used for keys
and signatures.

3.1.1. Composed Public Keys and X.509 Certificates

The technical aspects of our work are simple. We first defined a new value for the algorithm field
within the AlgorithmIdentifier used in the SubjectPublicKeyInfo of a tbsCertificate
structure of a X.509 certificate:

compositeKeys OBJECT IDENTIFIER ::= {iso(l) identified-organization(3) dod(6)
internet (l) private(4) enterprise(l) OpenCA(18227) 10 }

When this value is used for the algorithm identifier, it means that the value encoded in the associated
public key field (e.g., the subjectPublicKey field) contains multiple public keys and associated
parameters. The parameters field of the AlgorithmIdentifier itself shall be set to NULL in this case
as there are no specific parameters associated with the composite key — the recursive nature of the data
structure allows us to delegate the parameters to the individual keys definitions.

To encode the different keys, we use a sequence of SubjectPublicKeyInfo objects. Each of these
objects encodes the specific algorithm identifier for the specific key with its parameters and value. The
final sequence is then encoded as the DER representation of the sequence of keys.

We also define the CompositePublicKeyInfo asa SEQUENCE OF SubjectPublicKeyInfo where
each SubjectPublicKeyInfo carries the information of one public key. The ASN.1 definition of the
CompositePublicKeyInfo is as follows:

CompositeSubjectPublicKeyInfo ::= SEQUENCE (1..MAX) OF SubjectPublicKeyInfo

where the SubjectPublicKeyInfo within the CompositeSubjectPublicKeyInfo must not use
compositeKeys as an algorithm identifier to prevent multiple levels of recursion.

For example, to add two separate public keys in an X.509 certificate via composite crypto, the encoding
would be as follows:

aCompositeSubjectPublicKeyInfo = SEQUENCE { keyInfoOne, keyInfoTwo };
-- The main structure, a sequence of two subjectPublicKeyInfo

keyInfoOne.algorithm.algorithm = rsaEncryption;
keyInfoOne.algorithm.parameters = NULL;
keyInfoOne.subjectPublicKey = RSAPublicKey;

—-- The keyInfoOne provides the definition for the first key (RSA)

keyInfoTwo.algorithm.algorithm = id-ecPublicKey;
keyInfoTwo.algorithm.parameters = EcpkParameters;
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keyInfoTwo.subjectPublicKey = ECPoint;
-- The keyInfoTwo provides the definition for the second key (ECDSA)

aCertificate.tbsCertificate.subjectPublicKeyInfo.algorithm.algorithm = compositeKey;
aCertificate.tbsCertificate.subjectPublicKeyInfo.algorithm.params = NULL;
aCertificate.tbsCertificate.subjectPublicKeyInfo.subjectPublicKey =

DER (aCompositeSubjectPublicKeyInfo) ;

where aCompositeSubjectPublicKeyInfo is the sequence of two subjectPublicKeyInfo (i.e.,
keyInfoOne and keyInfoTwo). The DER representation of the aCompositeSubjectPublicKey-
Info is then stored in the subjectPublicKey field of the subjectPublicKeyInfo of the
tbsCertificate.

3.1.2. Composite Signatures and X.509 Certificates

When it comes to signatures in X.509 certificates and their validation, we used a similar approach. We
first defined a new algorithm identifier for compositeSignatures and then defined the specific data
structures for the composite algorithm.

Specifically, when a compositeSignatures schema is used to encode multiple signatures at once, the
value for the algorithm identifier associated with the signature is defined as follows:

compositeSignatures OBJECT IDENTIFIER ::= {iso(l) identified-organization (3)
dod(6) internet(l) private(4) enterprise(l) OpenCA(18227) 11 }

When the compositeSignatures identifier is used, the corresponding value encoded in the
signaturevalue field contains multiple signatures and associated parameters encoded as the DER
representation of a CompositeSignaturevValue thatis a SEQUENCE OF SignaturelInfo. Each
SignatureInfo carries the information about one of the signatures applied to the certificate. The
definition of the CompositeSignaturesvalue is as follows:

CompositeSignaturesValue ::= SEQUENCE (1..MAX) OF CompositeSignatureInfo

For example, to encode signatures made with two separate keys (one RSA key and one EC key), the
encoding would be as follows:

aCompositeSignaturelInfo = { sigInfoOne, sigInfoTwo };
-- The main structure, a sequence of two SignaturelInfo

sigInfoOne.algorithm.algorithm = rsaEncryption;
sigInfoOne.algorithm.parameters = NULL;
sigInfoOne.subjectPublicKey = <RSA Signature Value>;

-- The sigInfoOne provides the definition for the first signature (RSA)

sigInfoTwo.algorithm.algorithm = id-ecPublicKey;
sigInfoTwo.algorithm.parameters = EcpkParameters;
sigInfoTwo.subjectPublicKey = <ECDSA Signature Value>;

-- The sigInfoTwo provides the definition for the second signature (ECDSA)

aCertificate.signatureAlgorithm.algorithm.algorithm = compositeSignatures;
aCertificate.signatureAlgorithm.algorithm.params = NULL;
aCertificate.signatureValue = DER (aCompositeSignatureInfo);

-- The final encoding of multiple signatures in a certificate
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where the aCompositeSignatureInfo structure contains the sequence of the two SignatureInfo
(i.e., sigInfoOne and sigInfoTwo). The DER representation of the aCompositeSignatureInfo is
then used for the signaturevalue field of the certificate structure.

3.1.3. Generating Composite Signatures

To generate composite signatures, the signer shall generate each signature independently by using each of
the keys present in the signer’s CompositePublicKeyInfo in the same order they appear. Specifically,
the signer shall use the first key to generate the first signature, the second key to generate the second
signature, and so on. The signer shall generate one signature for each key in the key set.

For example, if the CompositeSubjectKeyInfo has three public keys (Ki, K> and K3) of types RSA,
EC and DSA, respectively, the signing party shall generate the first signature by using K;, the second
signature by using K>, and the last signature by using Ks.

3.1.4. Verifying Composite Signatures and Time-Dependent Validation
Policies Deployment

To be able to verify composite signatures, a relying party shall verify each of the applied signatures
independently. Also in this case, the relying party shall verify the signature by using the corresponding
public key in the signer’s certificate in order—that is, the order of the signatures within the
CompositeSignature shall respect the order of the keys in the CompositePublicKeyInfo in the
certificate.

For example, if the certificate has a CompositeSubjectPublicKeyInfo that contains three keys (K,
K and K3) of types RSA, EC and DSA, respectively, the relying party shall verify the first signature in
the composite signature by using K, the second signature by using K>, and the last signature by using K.

One important aspect of our invention is that it can be combined with the possibility of applying
validation policies that can be changed over time or remain static.

In a static configuration, for example, the relying party might set its policy not to evaluate the correctness
of signatures if they do not support any of the used (or specific) algorithms, or otherwise refuse to trust
the signed data entirely, even if it is not able to verify just one of the composite signature’s elements.

In a time-dependent policy, relying parties could instead use the quantum threat risk level to set the
threshold for the policy change. Imagine, for example, an infrastructure in which both RSA and ECDSA
algorithms are used via CompositeKeys encoded in the root and intermediate CA certificates. Also
imagine that the RSA algorithm is set to retire because deemed not secure in 10 years (e.g., the used key
sizes for the infrastructure are not considered secure anymore). In addition, assume that ECDSA will still
be considered secure for the application (e.g., larger keys can be deployed here because of better
performances). A validation policy could allow relying parties to validate composite signatures by using
only the RSA algorithm for the next 10 years. After that, the policy might mandate relying parties to
validate signatures by using all algorithms to make sure the stronger one(s) is validated too.

In the post-quantum scenario, this translates to a very similar approach.
Specifically, although static policies might be more appropriate for those relying parties or devices whose

crypto cannot be updated (see the next section), more dynamic ones could be deployed when the
validation of new algorithms can be added to the device. In this case, up to a certain security risk level
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(e.g., until practical deployment of quantum computers is achieved), relying parties and devices could still
be allowed to use just the traditional algorithms for validation and enable the new ones when the risk level
for the involved stakeholders goes over the acceptable threshold (and support for it is successfully
deployed).

3.1.5. Use of Composite Crypto for Backward Compatibility

The same solution can be used when deploying a new infrastructure where participants in the ecosystems
might not be able to update their security parameters. In this case, composite crypto structures can be used
to deploy trust infrastructures where new and old algorithms coexist in the CompositeKeys and
CompositeSignatures of certificates. The deployment of superseded algorithms along with new ones
allows relying parties that cannot update their cryptographic suites (e.g., devices that are already in the
field) to participate in the same infrastructure while still allowing other relying parties to use stronger
validation algorithms.

In other words, composite crypto can be used to keep using old algorithms to accommodate for older,
already-in-the-field devices that might have hardware constraints (e.g., they have a secure element that
cannot be replaced) without compromising the overall security of the infrastructure. The stronger
keys/algorithms will be used by more capable devices (e.g., P-521 or quantum-resistant algorithms).

4. A Complete Solution: From Requests to Revocation

Although other solutions have been tried to provide support for adding multiple keys or algorithms to
certificates by adding new types of extensions, no other solution actually tackles all the aspects of the PKI
lifecycle. Specifically, no other solution is available that addresses not only the authentication of
certificates but also the authentication of certificate requests and revocation objects. In this section, we
take a look at the applicability of our solution to these aspects that are central to the correct behavior of
PKIs.

4.1. Requesting Composite Certificates

In PKIs, the [PKCS10] standard is commonly used when it comes to requesting certificates. Many
standard (and non-standard) protocols use it as the core building block for their own certificate request
messages. Examples of this can be found in Certificate Management over CMS (CMC) [RFC 5272, RFC
5273] and in the Automated Certificate Management Environment (ACME) [RFC 8555].

Fortunately, our work is compatible with the PKCS#10 format.

In particular, to authenticate PKCS#10 requests with composite crypto, the signatureAlgorithm’s
algorithm identifier in the CertificationRequest structure can be set to carry the
compositeSignatures value, and the parameters one can be set to NULL.

The signature field is the one that carries the DER representation of CompositeSignatures and
contains all the signatures generated with the compositeKeys associated with the identity that is
requesting a certificate. The signatures are calculated, as usual, over the DER representation of the
certificationRequestInfo field of the CertificationRequest.
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4.2. Use of Composite Signatures in CRLs

CRLs are the oldest form of revocation for X.509 certificates [RFC 5280, RFC 5759, RFC 6818]. Their
structure was inspired by credit-card number blacklists and are used to convey the list of serial numbers
of certificates that have been revoked (together with an optional reason code). Because this list is often
signed by the issuing CA (or a designated signer), we need to make sure that this list is securely
authenticated, even in a post-quantum threat scenario.

Our approach seamlessly works with CRLs too.

As with the case of X.509 certificates, the signatureAlgorithm field in the CertificatelList
structure can be set to carry the compositeSignatures value, and the parameters field can be set to
NULL. The signature field of the CertificateList can be set to carry the DER representation of the
CompositeSignaturesValue.

Also, in this case, there is no change in how the signatures are generated because the individual signatures
are calculated over the DER representation of the tbsCertList, as usual.

4.3. Use of Composite Signatures in OCSP Requests and Responses

OCSP requests and responses have signature fields that can be leveraged with composite signatures to
address the quantum threat without requiring any protocol changes.

To authenticate OCSP requests, the signatureAlgorithm algorithm identifier in the Signature
structure of the 0CSPRequest can be set to compositeSignatures, and the parameters field can be
set to NULL. The corresponding signature field of the Signature structure can then hold the DER
representation of the CompositeSignature value itself. The signatures are calculated, as usual, over the
DER representation of the tbsRequest in the OCSPRequest structure.

For OCSP responses, the BasicOCSPResponse structure provides, together with the
tbsResponseData and the signatureAlgorithm ones, the needed fields to host composite
signatures. Specifically, the signatureAlgorithm algorithm identifier in the BasicOCSPResponse
structure can be set to compositeSignatures, and the parameters field can be set to NULL. The
corresponding signature field can be set to hold DER representation of the
CompositeSignaturesValue. Also in this case, the individual signatures can be calculated and
encoded, as usual, over the DER representation of the tbsResponseData field of the
BasicOCSPResponse.

5. Composite Cryptography and Hardware Integration

Modern cryptography relies on two main principles: making algorithms public and moving all security
properties to the secrecy of keys. That is why one of the pillars of modern cryptography is keeping your
secrets ... secret! This is true not only for shared secrets but also for private keys.

To help with the security of keys, best practices commonly require the use of HSMs or secure elements in
our devices to make sure that (a) private key computations safely happen on a dedicated processor and (b)
their value cannot be extracted by a remote party.

From this point of view, the quantum threat not only poses a risk from a security perspective, but it also
requires hardware updates to provide the same security properties that we have enjoyed for decades.
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Although quantum-resistant algorithms must be run in software until support for them is provided via
secure hardware implementations, the composite cryptography solution itself is fully compatible with
existing hardware and security modules. This is because the processing of the individual keys and
signatures still relies on the same primitives; therefore, no changes are required for composite crypto
integration, as long as the algorithm is supported by the crypto accelerator. Similarily, current standard
interfaces to crypto hardware, like PKCS#11 [PKCS11] and supporting libraries, do not require any
changes for the same reasons. This is extremely important for preserving backward compatibility with
deployed HSMs, which are usually large and very expensive pieces of equipment used mostly to secure
operating CA keys.

This means that all investments that Certificate Service Providers (CSPs) made in purchasing and
maintaining their HSMs are not impacted, as no changes are needed to leverage composite crypto. For
example, existing root and intermediate CAs can add new keys to their own certificate and have their new
request signed by using composite crypto today. This allows current infrastructures to add new algorithms
and still be able to leverage the security (and certifications) of today’s crypto hardware (e.g., FIPS 140-2).

Summarizing, composite crypto can be used today with existing certified hardware components, thus
allowing the transition from, for example, RSA to ECDSA without the need for new hardware or
certifications. Support for new algorithms is still required for deploying quantum-safe crypto.

6. Deploying a Backward-Compatible, Quantum-Safe DOCSIS PKI

So far, the DOCSIS ecosystem has deployed two different infrastructures throughout its lifetime. The first
one, today referred to as “legacy PKI,” was deployed 20 years ago and provides its services for DOCSIS
1.1-3.0 devices. Because this infrastructure is set to expire soon, it was reasonable to focus our efforts on
the newer infrastructure.

The second deployed infrastructure, or “new PKI,” was introduced to update the security parameters for
the whole broadband industry and provides its services to secure not only DOCSIS 3.1-4.0 devices but
also other entities associated with the existing and upcoming distributed architectures (e.g., R-PHY or
CCap Core). Because this infrastructure is not going to sunset anytime soon, our work has been focused
on defining the deployment strategy for securing this second “new” infrastructure across the “quantum-
threat hump.”
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Figure 2 - The DOCSIS "New PKI” Hierarchy

Figure 2 depicts the “new PKI” structure that comprises a three-tier hierarchy with an offline root CA that
issues a second level of intermediate CAs. These CAs issue only end-entity certificates and have assigned
operational scopes (e.g., device certificates vs. code-signing certificates) that limit their liability in case of
compromise. All participating entities in the infrastructure use the RSA algorithm for their keys.

Currently, our work is focused on setting up a test infrastructure that uses composite keys and signatures
to secure the core part of the infrastructure (i.e., the root CA and the intermediate CAs) against the
quantum threat and, at the same time, provide the possibility to leverage algorithms other than RSA for
increased efficiency.

The envisioned test infrastructure mimics the current “new PKI” hierarchy and uses, for the core of the
hierarchy (i.e., root and intermediate CAs), three separate public keys: the current RSA key, a new
ECDSA key and a new Post-Quantum-Algorithm (PQA) one. Device or end-entity certificates are issued
with a single algorithm that can be either RSA, ECDSA or the PQA, depending on the entity or device
capabilities. Network or server-side identities are issued with composite crypto keys comprising all the
deployed algorithms to support all classes of devices (i.e., classic and post-quantum).
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Figure 3 - Validation Scenario Showing Multiple Entities with Different Capabilities

Figure 3 provides a validation scenario in which three devices with different capabilities are
authenticating themselves with credentials from the quantum-safe PKI. In this scenario, CM, is capable of
only working with ECDSA P-256 keys but can validate PQA signatures and public keys, CM, is capable
of only working with RSA keys, and CM; fully supports PQA (not only validation but also signing and
key management) and can also validate RSA and ECDSA.

On the client side, CM; can benefit from using either classic or quantum-safe crypto and still authenticate
itself by using classic crypto (ECDSA). CM,, instead, is a constrained device and can only use RSA;
without any further update, this class of devices cannot be securely authenticated under the quantum-
threat model (see the next section for proposed mitigations to address this use case). CMj3 is a newer
device that fully supports the selected PQA and therefore uses that algorithm to both validate the network
credentials and generate its own authentication traces. In case CM3 also supports classic cryptography,
RSA or ECDSA validation algorithms can still be used before quantum-based attacks become practical.

On the network side, the CMTS must support all the algorithms supported by the entire population of
deployed devices—both for validation and authentication. To be able to authenticate CM;, the CMTS
must support ECDSA. To be able to authenticate CM,, instead, the CMTS has to support RSA.
Ultimately, authenticating CM3 requires the CMTS to support the PQA. On the authentication side, to
allow devices that might support only one of the deployed algorithms to be able validate the network
credentials (e.g., in Baseline Privacy Plus Interface [BPI+] V2), the CMTS must support all of the used
algorithms in its composite key. This allows the use of RSA, ECDSA and PQA on the various classes of
devices without the need of separate identities or infrastructures.
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In the rest of this section, we provide an overview of the proposed approaches for tackling the quantum
threat when deploying full PQA-based solutions is not an option—for example, because of limitations in
fielded devices.

6.1. Deploying Post-Quantum Solutions for RSA-Only Capable Devices

One of the most challenging issues when it comes to cryptography is to include devices with different
capabilities, and some of these devices might not be upgradeable. This can be due to software limitations
(e.g., firmware or applications cannot be securely updated) or hardware limitations (e.g., crypto
accelerators or secure elements).

Although composite cryptography cannot be used to secure non-quantum-safe authentications against the
quantum threat by itself, in case entities and devices do not to support any post-quantum algorithm, we
identified a solution that can be used to extend the lifetime of deployed devices for the broadband
industry.

6.1.1. Fielded Devices and Authentications

To consider securing ficlded devices that cannot be updated to support PQAs, we looked at their current
capabilities. We researched which classes of quantum-safe algorithms are available and how can we
leverage them, given today’s hardware constraints, to provide quantum-safe authentications.

What we found is that especially for constrained devices, the only option at our disposal is the use of pre-
shared keys (PSKs) to allow for post-quantum safe authentications for the various identified use cases.
We looked at the limitations and how to tackle them when planning for the transitioning. In this scenario,
the post-quantum PSK (PQP) is used to generate quantum-safe signatures and, in some cases, to also
provide a “second factor” of authentication for the certificate chain when no PQA support is available.

To generate quantum-safe signatures, devices can start using the PSK with their device private keys (e.g.,
RSA keys) to produce quantum-safe authentication data; the classic cryptography provides the identity
information, along with the proof of possession of the classic private key, while the PQP provides the
security of the message via a symmetric signature. Combining the PSK with the authentication process
can be done in different ways. A hash-based key derivation function (HKDF) [RFC 5869] can be used
with the PQP to derive a message-specific key that is then used with an HMAC function to authenticate
the messages.

In BPI+ Version 2!, because of the use of the Cryptographic Message Syntax (CMS) [RFC 5652],
combining PSKs with DOCSIS authentication could also be used to provide key encapsulation
capabilities for delivering authorization keys via a quantum-safe mechanism [RFC 8696]. For previous
versions of DOCSIS, or where BPI+ V2 is not supported because direct RSA encryption of the
authorization key is used, additional changes to the protocol messages might also be required.

Let’s now take a look at two different scenarios and how to address their limitations. The first use case
assumes that private keys, certificates and crypto capabilities cannot be updated—in this case, we rely on
traditional crypto to perform the needed setup operations securely before the quantum threat is real. To
remove the requirement for time-safe deployment, a second proposal is introduced that looks at devices
whose private keys cannot be updated, but their support for composite crypto and quantum-safe KEX
algorithm can (e.g., via SSD).

! The new version of BPI+ was recently introduced in the DOCSIS 4.0 specifications to introduce several
improvements to the authorization process, such as mutual authentication and perfect forward secrecy.
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6.1.1.1. Immutable Devices and Quantum-Safe Traditional
Authentications

In this scenario, we look at entities and devices whose support for new algorithms cannot be updated—
not even for validation-only operations (i.e., no support for private keys or signing). Because of these
restrictions, our proposal is to leverage traditional cryptography to distribute per-device PSKs that can be
leveraged for post-quantum authentications.

Specifically, our proposal is to enhance the DOCSIS protocol to introduce the possibility to securely
transfer (or derive) a common PSK between the operator’s network and the device being authenticated
(i.e., the cable modem or the R-PHY node). Once the PQP is securely delivered to the device, this secret
can stay dormant until needed for generating quantum-safe signatures. This PSK can be deployed as part
of the initial registration of devices to the network, or it could be initiated at any time as long as the PQP
is transferred securely.

One very important aspect of the solution is to make sure not only that the session parameters are properly
authenticated via the quantum-safe signature, but that the certificate chain is protected against
modifications by including it into the original signature. Assuming the PSK is secure, the relying party
(e.g., the CCap Core or the CMTS) can trust both the signature and identity of the device because of the
security of the PQP.

The big limitation here is related to the security of the PSK. Because the PSK has to be transferred or
derived by using traditional cryptography, an attacker could potentially pre-record the device’s traffic and
then—when access to a quantum computer is obtained—get access to the PQP by breaking the classic
KEX algorithm. The attacker would then be able to impersonate any device, even when using the PQP
when generating signatures. Although a more secure solution is provided in the next section, operators
can make things difficult for a malicious attacker who is pre-recording DOCSIS traffic to analyze and
decrypt it at a later time.

Indeed, operators can deploy keys at random intervals or use procedures for combining new and old
values (and/or replace them) at random times. An attacker would require knowledge of the whole history
of the device connectivity to be able to attack its PQP.

6.1.1.2. Partially Upgradeable Devices and Quantum-Safe Traditional
Authentications

When entities and devices can be updated to support new algorithms, but their private keys cannot (e.g.,
they are tied to secure elements that cannot be updated), more secure options can be adopted for
transferring the PSK. We think that this upgrade path might be the most common for the broadband
industry given that the possibility to provide secure software updates is built into the DOCSIS protocol
since its inception.

In this scenario, we assume that devices have been updated to support composite crypto and a quantum-
safe KEX algorithm, but they cannot update their own private keys. We also assume that the root and the
intermediate CAs have been deployed with a PQA algorithm alongside traditional ones.

To protect the PQP against a possible all-powerful adversary that can break the traditional cryptography,
we share the PQP by using a quantum-safe KEX algorithm. The use of a quantum-safe KEX algorithm
guarantees that an adversary would not be able to have access to the PQP, even when pre-recording
encrypted sessions. The use of traditional cryptography still provides the needed secure identity validation
to make sure the PQP is shared across the right entities. Also, in this case, when generating authentication
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data, we need to protect the certificate chain because the link between the intermediate CAs and the end-
entity certificate is not yet protected via a PQA.

When the entity’s certificate can be updated and signed by using a PQA (i.e., the CA signs a new
certificate for the entity that includes the original “traditional” key of the entity only, and it is signed
using all the keys in the CA’s composite certificate), the need to sign the certificate chain with the PSK
can be relaxed. In fact, because the links from the root to the end entity is already secured by the use of a
PQA, no additional use of the PSK to protect the device’s or CAs’ identities is needed.

7. Conclusion

In this paper, we have examined the quantum threat, the current status of post-quantum cryptography and
the associated standardization efforts. We also describe how the quantum threat will affect the various
classes of algorithms we use today within the broadband industry.

The core of this paper provided a description of our novel approach based on composite cryptography,
and how it can be used to address the quantum threat. Specifically, we provided the technical description
of the composite cryptography building blocks (CompositeKeys and CompositeSignatures) and
showed how to integrate them in every aspect of modern trust infrastructures and associated services (e.g.,
certificates, CRLs, OCSP). We then explored our proposal for a quantum-resistant and backward-
compatible DOCSIS PKI and the use of PSKs to secure entities and devices that will not have access to
quantum-resistant cryptography.

Our future efforts will be aimed at working on open source tools and test environments. The quantum-
safe test services deployment will be paramount for security experts and researchers to experiment with
combining different quantum-resistant algorithms and study their interactions with our protocols. The
selection of the protocols and their parameters will pave the road to quantum-resistant DOCSIS
implementations and deployment.

Ultimately, the takeaway message from our work is that the quantum threat is closer that many people
think, and we need to be already preparing our infrastructures and protocols for the upcoming revolution.
Not only quantum computers will become more capable of handling more complex problems; the
advancements in quantum-based algorithms put everybody’s security and privacy at risk.

Although the deadline for planning to address this new class of threats is fast approaching, our work
shows how the broadband industry can already start to address them today and lead the transition to
quantum-safe cryptography to be able to continue to protect users’ privacy and securely deliver top-
quality services.
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Abbreviations

AES Advanced Encryption Standard

BPI+ Baseline Privacy Plus Interface

CA certification authority

CCAP Converged Cable Access Platform

CRL certificate revocation list

CSP certificate service provider

DER Distinguished Encoding Rules

DOCSIS Data Over Cable Service Interface Specifications
EC Elliptic-Curves

ECC Elliptic-Curves Cryptography

ECDH Elliptic-Curves Diffie-Hellman

ECDSA Elliptic-Curves Digital Signing Algorithm

EE end entity

DH Diffie-Hellman

HSM hardware security module

IETF Internet Engineering Task Force Standards Organization
ISBE International Society of Broadband Experts
KEM key encapsulation mechanism

KEX key exchange (algorithm)

MLWE module learning with errors

MLWR module learning with rounding

MSIS module short integer solutions

NIST National Institute of Standards and Technologies
NTT Number Theoretic Transform

PKC public-key cryptography

PKCS#10 Public Key Cryptography Standard 10 (certificate request)
PKCS#11 Public Key Cryptography Standard 11 (hardware interface)
PKI public-key infrastructure

OCSP Online Certificate Status Protocol

PFS perfect forward secrecy

PQA post-quantum algorithm

QC quantum computing

R-PHY Remote RF Layer (PHY)

R-MACPHY Remote Media Access Control and RF Layer (PHY)
RSA Rivest-Shamir-Adleman (cryptosystem)
SHA-256 Secure Hash Algorithm 2 (256-bit)

SHA-3 Secure Hash Algorithm 3

SCTE Society of Cable Telecommunications Engineers
SE secure element

SSD secure software download

TLS Transport Layer Security

uov unbalanced olive-vinegar (construct)
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1. Introduction

Developing video content for the extended dynamic range and color depth in high dynamic range (HDR)
and wide color gamut (WCG) now common in consumer displays isn’t necessarily new: the first
functional 4K/HDR televisions came out in 2016, and popular over-the-top (OTT) video platforms have
routinely produced content in HDR since then. However; it is far, far more difficult to shoot and deliver
HDR content for live linear workflows than it is for most file-based post produced approaches. That’s
because in live HDR production environments, handling graphical placements, color correction, and
luminance normalization across what is usually a mix of SDR (standard dynamic range, which is
essentially contemporary HDTV) and HDR cameras must be done on-the-fly and in real-time.

Also, differences in system colorimetry exist within the primary HDR systems, specifically Hybrid Log-
Gamma (HLG) and Perceptual Quantizers (PQ), and took us some time to understand. A functional
workflow for live delivery requires multiple levels of conversion for various signals throughout the
infrastructure - like graphics, video playback, SDR and native HDR cameras. This three-part paper will
explore 1) conversion and perceptual measurement for HDR and SDR; 2) how HDR production
workflows are orchestrated for live content, and 3) how those live linear workflows are distributed — a
topic likely of most interest to the cable television industry.

In addition, the paper will illuminate the research and collaborative processes necessary to build a
functional, single-stream HDR-SDR workflow, at each stage of the pipeline, without compromising the
artistic intent or quality of the distribution paths for either the HDR or the primary (and revenue-
generating) SDR. In-depth research of color conversions will be discussed and explored, such as the
specialized techniques described in the International Telecommunications Union — Radiocommunications
Sector’s (ITU-R) Recommendation BT.2124. Production layouts will be explored and described, so that
readers gain a deeper understanding of decisions made in the baseband (serial digital interface(SDI) and
IP — Internet protocol), file-based conversions/transcodes, and orchestration layers.

2. Content Conversion and Perceptual Measurement

Content conversion and perceptual measurement matters because of the vast differences in a scene you
see with your own eyes, and that same scene captured by a camera and displayed on a screen. In real life,
we see these bright and colorful scenes — but when we capture and move the image through to legacy
TV’s, some of the highlights and light levels get muted. That’s because a traditional TV can was designed
to display 100 nits (a “nit” is a measure of brightness, roughly equivalent to the light of one candle per
square meter). Figure 1 shows a simulated scene represented in both HDR (lower image) and SDR.
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Original Scene Capture Post Production Display Reduced Scene in SDR

0005 - 100 nits

Original Scene Capture Post Production Display Close to Original in HDR

0005 — 4,000 nits

Figure 1 - How Do We See Light and Color? (o universal Pictures from PacRim)

The interplay between cameras, display screens and brightness dates back to the early days of analog
cathode ray tune (CRT), which could achieve only a relatively marginal level of brightness, measured at
approximately 100 nits. Compare this against today’s HDR TVs (and some smartphones) — which can be
as bright as 4,000 nits; and SDR TVs, which is to say “traditional HDTVs,” that can scale the peak white
to a maximum of around 400 nits (note that a recommendation that is in development would make it
around 200nits so it matches reference/graphics white in HDR). As time went on, and digital techniques
replaced analog, cameras advanced to the point of being able to record a much wider dynamic range —
meaning more detail to describe a larger range of luminance, from dark to bright, and a far richer span of
colors that is closer to what the human visual system is capable of. HDR(High Dynamic Range) gives you
substantially better highlights (the twinkly stuff), and WCG(Wide Color Gamut) gives you redder reds,
bluer blues, blacker blacks.

HDR got a better foothold, commercially, within the medical imaging community, which required a
method to see in a highly detailed and reliable way. As it turned out, the HDR images were so vivid, and
so much closer to the workings of the human visual system (which we’ll get to next), that it began to be
developed for consumers. In today’s consumer electronics marketplace, it’s getting harder to find a
television that doesn’t include HDR, than one that does.

Dolby Laboratories (Dolby), in particular, focused on a system of quantization that could standardize the
way HDR content is displayed, known in the industry as “PQ,” for perceptual quantization. In essence,
PQ adds more bits to areas where the human visual system can see more detail and fewer bits where we
see less detail. The thought is, if we can’t see the detail, why store more detail. Additionally, PQ decided
to use an absolute mapping which associates a specific code value with a luminance level.

If history is our guide, a proposed video standard isn’t really a technology story unless a competing
standard is vying for consideration. Which, in the case of HDR video, is HLG, co-developed by the
British Broadcasting Corporation (BBC) and Nippon Hoso Kyokai (NHK — also known as the Japan
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Broadcasting Corporation). Unlike PQ, HLG deliberately has some aspects of backwards compatibility to
SDR(SDR, which is to say “HDTV” that uses traditional gamma mapped signals) when used with wide
color gamut or ITU-R Recommendation BT.2020. Backward compatibility does not exist with older
legacy displays that use the narrower color space in HDTV (ITU-R Recommendation BT.709). It works
by defining a nonlinear transfer function, known as an electro-optical transfer function (EOTF), in which
the lower half of the signal values use a gamma curve, and the upper half use a logarithmic curve.

SDR and HLG are relative systems that scale the entire image from a lower luminance level to a higher
luminance value (the dynamic range doesn’t change only the luminance level). SDR was designed as a
100 nit system and we scale it to 200-400 nits for consumer delivery.

HLG was originally designed as a 1000 nit system and was adapted with a newer algorithm (ITU-R
Recommendation BT.2100) in order to scale to other luminance levels without hue shifts. Scaling shifts
shadows, midtones and highlights which can be an important consideration when distributing a signal to
consumer displays that are getting brighter and brighter. Scaling does not increase the dynamic range (it’s
like turning the volume up in audio).

The differences between the absolute (PQ) and relative (HLG) HDR systems are important to remember
when we get to the distribution section of this document.

Our work producing and distributing HDR content began after a test run with the 2015 Independence Day
fireworks in New York city, and then in earnest with the opening ceremonies for the 2016 Olympic
Games, in Rio de Janeiro, Brazil. Since then, Comcast/NBCUniversal produced and distributed HDR
video for the 2018 PyeongChang Winter Olympics; the 2018 and 2019 Notre Dame football season; the
2018 men’s Federation Internationale de Football (FIFA) games; and, earlier this year, Chicago
Blackhawks hockey games. We learn something new every time we venture into an HDR/WCG event,
and in particular these learnings tend to focus on ways in which to optimize content conversions, and
avoid unnecessary duplications. The aim is a live production that “produces once, outputs twice:” Once in
native HDR; once in converted SDR. This is no small feat. The rest of this paper will explain why.

2.1. How the Human Visual System Sees Light and Color

If the ultimate goal of video production is to faithfully reproduce what the eye sees, then a rudimentary
understanding of the human visual system (HVS) is useful. The basics: the human eye takes in light,
which is processed primarily by cone cells, which are sensitive to certain wavelengths — long, medium
and short. Our rod cells are sensitive to dark scenes, and thus aren’t as involved in the processes of, say,
watching television. Rod cells are more numerous than cone cells, but are less important, perceptually,
during normal lighting conditions.

Figure 2 illustrates how the HV'S processes information. Incoming light is captured by the three photo
receptors (cones) in the eye, which have peak sensitivities in the Long, Medium and Short wavelengths,

designated “L,” “M” and “S.” Linear light is converted into a non-linear signal response, to mimic the
adaptive cone response of the HVS. Notice the different ratio of L/M to S wavelengths.
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Figure 2 - The Human Visual System and Color

Not only that, but the HVS is adaptive, so, the responses can change, and those changes must be taken
into account, especially when considering a much wider dynamic range.

Figure 3 illustrates static versus dynamic adjustments to light levels. Adapting to darker environments —
like attempting to see objects in the night sky, after being in a lit room — can take as long a 30 minutes; in
brighter environments, it can take five to 10 minutes for the eyes to adapt. In general, the HVS can see
about 12 simultaneous stops; “stops” are a scaled measure of dynamic range. But! The HVS can operate
within a 24-stop range, by doing a number of things, like scanning up and down in different brightness
ranges, then adapting(perceptual) while adjusting the human pupil (physical), which when dilated, allows
us to see darker detail, but loses brighter detail. Pupil contraction allows us to see detail in brighter
objects, but sacrifices darker detail.

Human sys
Tabal
Uyramic
Renge

= {=24 Stops)

Human aye
Stalic Dyramic Renge
(=12 Sicos)

Figure 3 - Static versus Dynamic Adjustments to Light Levels

Because of adaptive factors (some of which aren’t mentioned), the HVS is relative. It plays tricks on you!
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Allow me to prove it to you:

In Figure 4, the stripe in the middle of the image appears brighter on the left side than the right — but it’s
not. As you scan from left to right on Figure 4, the images will appear to change — but they are not. It’s
merely your brain, adapting. At any moment in time, the HVS is juggling a complex mixture of
perception, adaptation, sensitivity, acuity, and “day vs. night” variables. As content producers, it’s
important to pay attention to these variables, so as to provide consistent content to our viewers.

Figure 4 - The Human Visual System is Relative

Then there’s the matter of how the Human Visual System interprets color and contrast, and how many
different ways the brain can see things.

For instance:

e The “Hunt Effect,” simulated in the upper portion of Figure 5, illustrates how color saturation
appears to increase — but the only thing that actually increased was the luminance/brightness.

e The “Stevens Effect,” does something similar with contrast, in that it appears to increase with
brighter light.

e The “Bartleson-Breneman Effect,” investigates how display image contrast increases with the
luminance of surround lighting.

o The “Helmholtz-Kohlrausch,” shows that where there is a saturated and a neutral color of the
same luminance, the saturated color may appear brighter. This is another example of how
saturation plays a role in perceived brightness, which will change with the viewing environment.

e The Perkinje Effect (illustrated in the lower image in Figure 5) describes the tendency for the
peak luminance sensitivity of the eye to shift toward the blue end of the color spectrum at low
illumination levels as part of dark adaptation. In consequence, reds will appear darker relative to
other colors as light levels decrease
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Hunt Effect

Perkinje Effect

Figure 5 - Color Appearance and HDR Production

Because of the vast increases in luminance that come with HDR technologies, a significant issue to
resolve is overall viewing comfort. Simply put, with HDR, as objects of certain colors get larger, they can
become uncomfortably bright to view. The ITU-R produced standards for all levels — but they don’t
include object size, color and temporal elements. As a result, small, twinkly images can be really
beautiful, but large, bright objects can quickly become offensively bright.

This requires broadcasters and video content producers to purposefully shade material by observing
additional elements mentioned earlier (object size, color and duration on-screen). Eventually, my hope is
that “color loudness” rules will be established, just as there are for audio. Although out of scope for this
paper, we recently filed a preliminary patent with some concepts which we believe will help to develop a
“comfort metric” for HDR measurement tools.

Figure 6 is a bit of “eye-candy” to expose other strange perceptual elements. In the image, nothing is
moving, but the blue dots appear to be moving. It illustrates the impact of drastically different contrast
levels, which essentially make our brains freak out.
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Figure 6 - Nothing in This Image is Actually Moving
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2.2. SINGLE-STREAM HDR AND SDR PRODUCTION

Figure 7 takes us directly into the deep waters for content producers. It depicts the inner workings of a
video control facility, as well as a control room, based on ITU-R Report BT.2408. In essence, we mapped
out all of the pieces of the live HDR puzzle, necessarily including cameras, displays, the video switcher,
graphics, distribution outputs, and how a typical HDR production would be laid out. Few (if any)
broadcasters have budgets to support a full complement of HDR cameras; generally speaking, the HDR
cams are used for “important capture,” while the extant suite of SDR cameras are put to use in, say,
helicopter shots or those less vital to the overall imagery. Over time, all the camera’s will be capable of
HDR.
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HDR production with camera shading in SDR
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Figure 7 - Single-Stream HDR and SDR Production (ITU-R Report BT.2408)

2.2.1. Video Control

The video control area includes both HDR and SDR cameras, managed by a “shader” — essentially a
“golden eye” for color and light — who matches the outputs of both camera types before they go on air.
All sources need to be converted to the same HDR system before they enter the production, therefore,
SDR sources are converted by “direct-mapping” or “up-mapping,” to HDR, using specific look-up tables
(LUT). Specific LUTs are used and are chosen dependent on each production. If, for instance, the
production uses S-log3 versus HLG there will be a different LUT set. Also, some productions prefer a
different mapping of light levels requiring a different set of LUTs. The primary goal for the design of any
LUT-set is to preserve artistic intent on the HDR and SDR sides of the output.

In HLG productions, two types of conversion must be applied. One is called “Scene Light Conversion,”
which gets applied to older SDR camera’s in order to match them with native HLG’s “natural look”, and
the other is “Display Light Conversion.” which get’s applied to all other inputs and outputs (HLG to
SDR).

Scene Light Conversion applies the source video’s inverse-OETF (optical-to-electrical transfer function)
to generate scene light prior to conversion, using the output OETF (to HLG, SDR or PQ) as the video
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signal. In essence, it converts the SDR signal, with its color balance, and rebalances the colors in order to
better match with a native HLG camera. HLG-BT.2100 cameras produce what has been labeled as the
“Natural Look”. Some markets set their camera’s to output what has been labeled the “Traditional Look”
which restores a similar color balance and saturation compared to SDR or PQ. This could complicate
media exchange in the future.

SDR-to-HLG Display light conversion (DLC) applies a the SDR EOTF prior to the conversion to HLG,
in order which converts the source to displayed light which properly preserves the artistic intent (color
balance) of the source. SDR-to-HLG scene-light conversion will desaturate images while HLG-to-SDR
scene-light conversion would oversaturate images because the variable luma-gamma in HLG will not
have been applied.

Predictive LUTs are also an important video control room component, so that HDR to SDR conversion
can be previewed, such that we know exactly what the SDR output feed to legacy distribution will look
like, before it goes to air.

2.2.1. Control Room

In the control room, depicted in the right box of Figure 7, a multi-viewer screen is used by the director
and technical director, to examine all camera outputs and select which shot to use. A LUT can be used
here which will output the HDR feed into the SDR multi-viewer compilation. The control room is also
where slow motion replays, SDR graphics, and HLG replays are composited in the video switcher, all
while preserving the color balance of the source. Those elements are direct-mapped using Display Light
Conversion (DLC). Native HDR playback and HLG replays do not require upconversion, and feed
directly into the video switcher.

The switcher outputs directly to a native HDR distribution feed, which then goes to the transmission
system; the signal will also be transmitted in SDR to our legacy broadcast network. Legacy SDR output
from the HDR production requires a DLC (HDR-to-SDR), which reduces the dynamic range but
maintains the color balance and therefore as much of the original artistic intent in the HDR production as
possible. We have found that mapping HLG-75% to SDR-95% and then constructing a subjective knee
which preserves additional highlights from HLG between SDR 95% and 109%. An HLG “pre-
compression” knee applies compression natively in HLG from 90%-109% and then applies an additional
knee which “post-compresses” HLG 75%-109% to SDR 95%-109%. This process creates substantially
more compression in upper end of the HLG curve beyond SDR “legal range” and preserves additional
highlights within SDR “legal range.”

2.3. Hybrid Log-Gamma

HLG works by capturing scene light, then sending it through an OETF. The resul is a curve, representing
the scene’s light level, that determines the quantization of the light levels into certain bits or code values.
The scene light signal is what gets carried to the display, via SDI, IP or file for video distribution. Inside
the receiving display, assuming it is HLG-equipped, several things happen: it applies an inverse-OETF, to
reverse what was done in the camera, then an OETF is applied using gamma-to-luma only (not R,G,B -
red, green, blue), so that it can scale the luminance of the images depending on the display’s peak
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brightness capabilities. A 1,000 nit display will use one overall system gamma value, while a 2,000 nit
version will use another, and that gamma value will scale only the light level, separate from the color.
Perceptual effects like the Hunt Effect are important to remember when varying luminance and still
require more study to understand what their impact might be. Variables like the perceptual effects are part
of why we convert to PQ for distribution.

2.4. HLG from camera to display

HLG signals, from camera to display, apply a variable luma gamma in the display, which is determined
by the display’s peak brightness capability. By contrast, SDR and PQ apply gamma to R, G & B. This
difference in gamma application for HLG produces a non-linear difference in chromaticity, relative to
SDR or PQ.

The offshoot of this rather difficult process is that the signal looks desaturated compared to what we’re
used to in SDR. In some countries, that desaturated look is considered “less colorful,” even though more
accurate to the scene. The desaturated version is commonly known as a “natural look,” whereas a
“traditional look™ re-saturates the images. As a direct result, HDR cameras carry two HLG settings — one
for the natural look, the other for the traditional look. Deciding and/or converting between the two
“looks” adds an additional level of complexity in broadcast workflows. A “Mild” setting is provided in
some camera settings. It achieves a setting in between natural and traditional.

2.5. Color Conversion and objective color accuracy measurements

At this point, we know that we have to convert between SDR, HLG, or PQ. For the live-linear realtime
conversions we commonly use 3D LUTs with a minimum size of 33 points and recommend a high quality
interpolation method. 3D LUTS allow our file-based conversion workflows to match our baseband
hardware conversions (live and post production conversions will match). Newer conversion methods are
becoming available that allow for purely mathematical transforms. Purely mathematical transforms
perform much less interpolation than LUTs and may become preferred over time.

In the early days of our HDR journey, we made subjective measurements for every LUT and every piece
of new conversion hardware — we’d put the video in (test patterns and actual video), then examine the
conversion vs the original side-by-side on a displays, and on a scope. It was a fairly inaccurate way of
looking at very complex things like light and color. We found ourselves needing an objective measure
that could make critical measurements. The ITU adopted metric created by Dolby (BT.2124) for
objective color volume measurement. ITU-R BT.2124 uses a “color difference metric, called Delta-E ITP
which measures the color volume difference (Delta) of one normalized sampled color volume (HLG, PQ
and SDR) and another. ITP is a derivative of ICtCp which applys a small conversion to Ct (Ct/2). I and
Cp remain the same.

ICtCp was designed to use key aspects of the HVS, in three steps, illustrated in Figure 8.
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Figure 8 - Objective Color Accuracy Measurement

First, incoming light is captured by the three photo receptors (cones) in the eye, that have the previously
discussed peak sensitivities in the Long, Medium and Short wavelengths. Next, the linear light is
converted into a non-linear signal response, to mimic the adaptive cone response of the HVS. It is
ICtCP’s ability to algorithmically mimic the HVS that allows us to measure the perceptual appearance.
It’s not perfect, but it goes a long way to mimic how our eyes and brains translate color and light.

It’s worth noting that this was important enough for us to build a plug-in to perform this measurement,
using mathematical formula’s contributed by Dolby and other recommendations from Philips.

Normalizing all signals into ICtCp-PQ-BT.2020 (one large color volume container) enables us to make a
single plot for comparisons of conversion accuracy between all current SDR-HDR-WCG systems.

First, after normalizing the signals, the T/P (color) components of ITP can be plotted on an X-Y axis to
check for hue shifts throughout the LUTs conversions points.
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Figure 9 - LUT Conversion (devices & software): Sarnoff(SRI) “Yellow Brick Road”
Pattern

Figure 9 compares three LUTs, with 576 sample points, to test up/down mapping and round-trips for
color accuracy using the T/P components of ITP. All three samples are measuring the same pattern — a
compilation of 576 color chips, to ascertain the ramp up in primary colors, and also the accuracy of
compound colors (magenta, yellow, cyan, etc). In each sample, the blue dots represent the
original(following BT.2020 primaries), the red dots represent the conversion, and. The green lines show
the measurement of the SDR color primaries (BT.709) , because we want to know if the conversion is
tracking the BT.2020 or BT.709 primaries so we can understand the conversion strategies.

LUT 1, on the far left, shows a conversion following the ITU-R Report BT.709 primaries for RGB for the
majority of the mappings, but is extremely inaccurate with shadows and has less color detail. LUT 2, in
the middle, shows excellent linear tracking of a conversion from ITU-R Recommendation BT.2020 to
follow the BT.709 primaries. LUT 3, on the right, is a conversion that reproduces the BT.2020 colors
within the BT.709 color triangle until the saturation/luma gets too high, then it slews toward the BT.709
primaries.

Of the three, the left-most conversion (LUT 1) is the worst of the bunch; the middle (LUT 2) is very good,
and the far right is somewhat more subjective, if only because of the inevitable light and color tradeoffs
that occur when converting from a larger to a smaller container (from HDR to SDR; BT.2020 to BT.709).
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Figure 10 is an example of Delta-E ITP measurements for a conversion from SDR to HLG. Delta-E ITP
provides a simple metric representing the difference of intensity and color between one image and
another. An major benefit to the Delta-E ITP algorithm is that any unit measured above a “1” is
considered a “Just Noticeable Difference,” or IND. This means that humans are able to discern a
difference between two object’s light or color, if it measures above a 1. When calculated one against the
other with the Delta-E ITP algorithm, it gives us a reliable indicator of noticeable differences, indicating
accuracy issues with color and light conversions between HLG, PQ and SDR.

ITP Differanca
Original vs LUT
Converters
Colorchecker CSM

Display

Suite HLG 709 Referred
colors in 2020 SDR->HLG

LETP |
dark skin JiX3T}]
Ll 0.4276
blue sky HiXyri}
foliage ELET1))

flower

Figure 10 - LUT Conversion: Delta-E ITP (SDR-to-HDR) Using Sarnoff(SRI) Color Checker
2014

Since implementing the original color metrics workflow, we’ve also added the ability to plot our SDR,
PQ, HLG sources normalized into CIE1976 u’v’ in order to examine absolute chromaticity based on
recommendations from Philips in ITU.

3. Single-Stream HDR-SDR Production

The bulk of our experience in producing live content in HDR is, perhaps predictably, sports. As
mentioned previously, our HDR/WCG adventures began in earnest with the 2016 Olympic Games, in Rio
de Janeiro, Brazil. Subsequent HDR productions included the 2018 PyeongChang Winter Olympics; the
2018 and 2019 Notre Dame football season; the 2018 men’s FIFA games; and, earlier this year, Chicago
Blackhawks hockey games. Producing live content in HDR, while preserving and/or converting live feeds
for SDR broadcasts, involves a blend of baseband and file-based workflows and overall orchestration.
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Specifically, three different tone maps are used to manage overall brightness, for scene light, HDR
display light, and SDR display light. Live HDR cameras feed into the switcher are output in native HDR.
Legacy SDR camera’s are up-mapped using Scene-Light so that the SDR color balance matches HLG.
Other legacy pre-produced content and graphics from SDR are direct-mapped using Display-Light on the
fly to preserve artistic intent.

File movement is challenging, from an orchestration perspective. Files need to be moved efficiently,
converted, and transcoded and then blended with the live, native feeds.

Consistently shading HDR content is another significant component of live productions, to set levels,
color balance and obviate uncomfortable light levels. Through the ITU-R, broadcasters have established
recommendations for a reference white / graphics white level, at 203 nits (75% HLG; 58% PQ in narrow
range.) Reference white acts as an “HDR anchor point” for all other focal points like skin tones, grass,
and other images, to prevent HDR brightness levels from going too high -- while reserving enough space
for highlights up to 1,000 nits for some HLG material (1,000 nits is an established normalization point for
HLG to PQ conversions). Many non-HDR consumer TVs scale SDR to approximately the same peak
white brightness level as the HDR anchor point (reference white at 203 nits).

For right now, most HDR productions use SDR graphics which mean they don’t have to change their
workflow. The SDR-to-HDR conversion LUT handles the mapping of graphics into HDR. By
establishing an anchor point, HDR graphics producers could build elements and know where to map them
— when looking at a scope, they can reference those known white levels. This reference white level is
extremely important to making the production consistent, especially for live material. Again, the over-
riding goal is to ensure that the colors and light levels delivered are consistent and aren’t so
uncomfortably bright as to be garish.

Figures 10 and 11 illustrate the concept of HDR shading, with no highlights (Figure 10) and highlights
(Figure 11.) Highlights (like the sky in Figure 11) are typically a small part of the content. In Figure 10,
an average scene from a game correlates on the scope image to roughly a 75% level, which indicates that
the levels are set well. In Figure 11, a segment of the sky is in the shot, which immediately skews the
corresponding scope level above 75%. Some of the scene reaches 100%, which is equivalent to 1,000 nits.
The CIE1931 (an earlier version of the chromaticity measure for color gamut devised by the Commission
Internationale de L’Eclairage) in Figure 10+11 maps the visible chromaticity range and shows how the
current image occupies a specific color space. It is the colorful plot in the bottom middle of the scope
screen capture. The plot for BT.2020 WCG imagery shows the picture information well inside the
BT.7009 triangle. The circle on both figures is a vector scope, which helps identify standard color targets
which color bars should fall into.

HLG images are normalized to 1,000 nits as per ITU-R Recommendations during conversion to PQ so
that when the signal is distributed, displays of all brightness levels will match the original intent and not

be uncomfortable. Using this normalization level means that PQ’s absolute mapping will preserve
brightness levels at their originally-created levels seen by the production shader.
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Figure 12 - Examples of Shading: Highlights
4. HDR/SDR Single-Stream Distribution

Figure 14 illustrates a simplified, single-stream HDR workflow for distribution. At the network
origination point, all the production sources — SDR sources are de-interlaced, tone-mapped, scaled and
color space converted. Since NBCU is agnostic to the HDR production format, native HDR formats
(HLG or camera logs like S-log3) are converted to the final distribution format, PQ and resolution-scaled
if necessary. Any third-party, native HDR content is also readied for transmission.

The process of cross-conversion from HLG to PQ has been defined in ITU-R Report BT.2390 (Figure 12)
and produces an mathematically transparent conversion. It specifies a normalized peak white at 1,000 nit
using an HLG system gamma of 1.2. Since HLG has a smaller color volume compared to PQ, we
typically allow overshoots up to 109% for HLG (9% above peak-white) during conversion.
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Conversion from HLG to PQ at a common peak luminance of 1 000 ¢d/m?*
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Figure 13 - This conversion produces a PQ image which is visually identical to HLG
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Figure 14 - A simplied view of the NBCU/Comcast production through distribution in PQ
The final distribution includes:

e Event production video: Converted from HLG/Slog3 to PQ

e Commercials: Converted from SDR to PQ

e Audio is encoded externally as Dolby ATMOS immersive audio and then embedded in the video
prior to the HEVC encoder.

e Video is encoded using high efficiency video coding (HEVC) at 60-80 Mbps

e Mezzanine encode is transmitted to distribution partners (cable, satellite, and IP/OTT.).

NBCUniversal and Comcast use PQ for linear distribution because, for starters, it is the most common
HDR system in-market: it’s in every HDR display TV, and supported in OTT streamers like AppleTV
and Roku; and, OTT providers like Netflix use it. It’s used in PQ10, HDR10, HDR10+ (in each case, the
“10” represents 10 bits, not the 8-bit transmissions of SDR). It can use static or dynamic color volume
mapping (as mentioned earlier), which improves tone-mapping to displays with different brightness
capabilities. Its conversions from other HDR formats are transparent, and normalized conversion from
SDR to PQ preserves the original artistic intent.

Comcast is able to take NBCU’s higher contribution rate HEVC video and re-encode it to a lower
distribution rate while also adding Dolby Vision dynamic metadata to the HEVC stream. The Dolby
Vision metadata provides scene or frame-based dynamic tone-mapping which provides benefits when the
consumer display has different capabilities compared to the source. As televisions peak brightness
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capabilities improve, the content producers may choose to improve the content as well but initially not all
of the more affordable consumer displays will support the superior capabilities. Using dynamic metadata
can improve tone-mapping from content to display which much of the consumer ecosystem can benefit
from.

An additional benefit of mapping an HLG production to PQ for distribution is that we can take advantage
of PQ’s support of static or dynamic metadata for improved tone-mapping on less expensive displays that
don’t support luminance at or above 1,000nits. Finally, many HLG consumer displays clip above
nominal video levels (100 IRE), but we can preserve levels above HLG-100IRE during the conversion
because PQ supports up to 10,000nits(10x that of HLG). The IRE unit is used in the measurement of
composite video signals.

In live-linear broadcast distribution, PQ, with proper shading, means that as displays get brighter, the
images will remain at the original brightness unless the consumer manually changes settings. The original
artistic intent is preserved and does not suffer from some other perceptual effects referenced in section 2.1
(Hunt, Stevens, etc.). Since some cinema or pre-produced content are currently shaded at levels up to
4,000 nits, relative systems like HLG, could be restrictive as displays improve. In short, for live-linear
distribution, PQ’s absolute mapping, combined with the productions white level anchor point, make
beautiful imagery and preserves artistic intent all the way from the production to the consumers HDR
display.

5. Conclusion

Producing and delivering HDR content for live linear workflows, like sports, is considerably more
complex than it is for most file-based, VOD-styled approaches, which have post production resources that
simply don’t exist for live, on-the-fly material. Live productions must handle graphics, color correction,
and luminance normalization in real-time, across what is usually a mix of SDR (which is essentially
contemporary HDTV) and HDR cameras.

This paper details differences in system colorimetry which exist within the primary HDR systems, and
specifically HLG) and PQ. It describes functional workflows for live delivery, including what are
multiple levels of conversion for various signals throughout the infrastructure -- like graphics, video
playback, SDR and native HDR cameras.

It has covered how format conversion and perceptual measurement work for HDR and SDR productions,
how HDR production workflows are orchestrated for live content, and how those live linear workflows
are distributed in PQ. Most contemporary broadcasters and cable providers are following a similar, if not
identical, path: Producing in HLG or other camera-logs and distributing in PQ.

This paper also explained what it takes to build a functional, single-stream HDR-SDR workflow, at each
stage of the pipeline, without compromising the artistic intent or quality of the distribution paths for either

the HDR or the primary SDR feeds. In-depth research of color conversions were discussed and explored,
as well as production layouts.
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Finally, distribution requirements, delivery infrastructure and technical specifications were described and
explored. In particular, we described why production environments tend to prefer to use the HLG transfer
function, while distribution functions favor PQ.

Abbreviations
BBC British Broadcasting Corporation
CIE Commission Internationale de L’Eclairage
CRT cathode ray tube
DLC display light conversion
EOTF electrical-optical transfer function
FIFA Federation Internationale de Football
HDR high dynamic range
HEVC high efficiency video coding
HLG Hybrid-Log Gamma
HVS human visual system
1P Internet protocol
IRE Institute of Radio Engineers
JND just noticeable difference
LUT look-up table
NHK Nippon Hoso Kyokai (Japanese Broadcasting Association)
OETF optical-electrical transfer function
OTT over-the-top
PQ perceptual quantization
RGB red, blue, green
SDI serial digital interface
SDR Standard dynamic range
WCG wide color gamut
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Introduction

Virtualization delivers efficiencies and creates new capabilities, while expanding the network cloud and
blurring boundaries at the network edge. In the initial wave of virtualized functions and appliances,
demonstrating that software-based infrastructure could be as robust as its hardware equivalent has been a
paramount concern. Recent developments in data plane acceleration technologies, including SmartNICs,
are playing an important role in meeting and exceeding performance requirements. Going forward, as
services expand to meet opportunities, especially in the evolving network edge, the challenge will be to
narrow the gap between performance and manageability. A Next-Gen Cloud model promises to minimize
those trade-offs.

1. Business and Technology Drivers

1.1. Demand for Services

For change or evolution in a network to occur, there needs to be a business reason. A prerequisite for any
change is demand for services. There also needs to be technology that can make the delivery of those
services more valuable and profitable. But in regard to revenue generation, the cable industry is in a
relatively strong position.

Demand for high-speed data remains strong. Since March 2020, subscribers have especially taken
advantage of the upstream capabilities of DOCSIS networks. The industry’s flexible content delivery
networks (CDNG5s) are an attractive platform for businesses seeking to deliver automated and targeted
advertising. Cable’s telephony business has declined, as have all landline offerings, but the industry’s
MVNO business is up. There is also a growing opportunity to work with mobile operators on backhaul,
mid-haul and fronthaul (Xhaul), as smaller cells proliferate in the SG/LTE-A transition. MSOs continue to
build their business services portfolio, both in the SMB market and beyond.

1.2. Edge Computing/loT Opportunities

Among those existing services, perhaps the work being done in CDNs (manifest manipulation,
formatting, encryption, etc.) is the leading example of computing at the network edge today. But at the
intersection of wireless, consumer and B2B, new applications involving mobile and IoT devices that need
similar services are emerging across numerous verticals. A few examples include:

e Cloud gaming — A billion-dollar industry that has grown during the pandemic, cloud gaming
benefits from low latency associated with edge-computing; in effect, it “needs an edge.”[1]

e Surveillance, mapping — Distributed network sensors from security cameras, drones and loT
devices drive massive volumes of traffic across constrained wireless networks; one opportunity is
for more integrated and Al-driven management.[2]

e Health care — From medical-grade wearables to RFID tags in hospital inventories, IoT is playing
a key role in today’s increasing digital healthcare system; it needs secure, robust connectivity.

e Smart cities — Municipalities aiming to deploy outdoor Industrial (I)IoT systems that connect
remote sensors to network servers could leverage vast HFC networks.[3] From automated traffic
lights to self-driving vehicles, what’s needed is very low latency and very high reliability.

e Augmented reality — Related to gaming, AR applications are also playing a role in business and
industrial settings; like other examples, it could benefit from low-latency and Al.

Cable executives see potential in several of these and other categories. But according to a survey
conducted by Broadband Success Partners, they face obstacles, including a lack of operational support for
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monetization and the existing network itself. When asked what is most needed to make edge computing
happen, they have one leading answer: “Network infrastructure (physical and virtual) that is
programmable and provides network performance information.”[4]

1.3. Technology Evolves, Virtualizes

The industry’s technology leaders have adeptly exploited the capabilities of the HFC plant with iterative
versions of DOCSIS, while anticipating areas of growth, such as the need to meet demands on the
upstream or low-latency requirements for Xhaul and other emerging services.[5][6]

Some MSOs have also begun to adopt cloud computing and virtualization, seizing opportunities for
efficiency, innovation, lower OpEx, automation, improved management, elasticity and scale. The use
cases involve program guides/Uls, CPE devices, CDN and most notably the CMTS/CCAP. In new cases
following the distributed access architecture (DAA), the virtualized (v)CMTS is not only disaggregated,
but its core software is loaded onto x86 servers and compute power deployed on remote PHY devices
(RPDs) in the last mile.

The DAA initiative was driven less by new market opportunities than the need to manage costs,
especially those involving power and headend/hub real estate. The goal has been to grow without
launching a massive rebuild or upgrade cycle; in other words, to keep cost per bits stable while meeting
escalating demand and maintaining stringent service performance requirements.

At the same time, the vVCMTS has opportunities at the network edge. Here, again, the industry is being
proactive.[7] One relevant trend is the move away from scale-out homogenous servers using x86 CPUs
only, to scale-out heterogenous services that include x86 CPUs, as well as graphics processing units
(GPUs), field-programmable gate arrays (FPGAs), and other elements.[8]

As usual, prospects arrive with additional challenges. Delivering services over virtualized and software-
driven infrastructure within tight performance and cost parameters is no small feat. But there are other
requirements to consider, such as agility, network scalability, security, operational support, product
lifecycle and overall management capability.

2. The Virtualization Story
21. IT Legacy

Network virtualization is far from a new technology. The idea of a virtual machine (VM) goes back at
least to the mid-1970s.[9] Two decades later, in the tech boom of the late 1990s, the time was right to
focus on software that acted like a real computer with an OS, separate from underlying hardware. The
first product of VMware, founded in that era, was a hosted hypervisor, which enabled users to set up and
maintain VMs on a single physical machine.

This market primarily focused on IT, on business-critical applications such as data base systems and Web
applications. The emergence of the Network Functions Virtualization (NFV) initiative in 2012 shifted
attention to areas such as routing, firewalls and load balancing, all workloads requiring much higher
packet rates and much lower packet loss rates. In the case of VMware, these requirements led to a “re-
architecture” of the entire networking stack, from the virtualized network interface controller (vNIC)
emulation to virtual switching in the device driver.[10] As it happens, there were ongoing industry
initiatives collaboration to support such efforts.
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2.2. DPDK and Fast Packet Processing

The Data Plane Development Kit (DPDK), founded in 2010 by Intel, became an important resource.
Made available under an open source license, DPDK was created to be a “vendor-neutral software
platform for enabling fast packet processing, upon which users can build and run data plane
applications.”[11] The open source community at DPDK.org launched in 2013, and the initiative went
under Linux Foundation management in 2017. Alternatives to DPDK are available; according to software
development community StackShare, they include Beats, Riemann, LibreNMS, PRTG and Nagios XI .

For its part, the DPDK and its resources, which include libraries and drivers to implement network
functions in commodity servers with commodity NICs, have driven industry-wide data-plane efficiencies.
Partly inspired by DPDK techniques, VMware built and released an initial enhanced networking stack
(ENS) that delivered a packet forwarding rate, in 64-byte packets, with 4 times greater efficiency, while
maintaining a packet loss rate of less than 0.001 percent. Since then, performance has continued to
improve.

2.3. Architectural Considerations

Other developments impacted the landscape. At the OS-level, virtualization enabled the delivery of
resource-efficient software in packages called containers, which are associated with a release by Docker
in 2013. Soon thereafter came an open-source container orchestration system known as Kubernetes,
designed by Google and now maintained by the Cloud Native Computing Foundation (CNCF). While
often pitted against each other, these approaches can all coexist. The latest VMware platform, for
instance, allows using any combination of VMs and containers.

At the system level, disaggregated functions mean that control, data and management planes can be
deployed across a distributed topology. Where to place what, however, follows basic rules. Because of
inherent low latency and advances in processing, edge clouds offer performance advantages for data
plane-intensive workloads; while control and management plane components (to the extent that they
figure within a virtualized infrastructure) can be centralized with regional and global scope.

One example is distributing compute and virtualization via Flexible MAC Architecture (FMA), a
CableLabs initiative. FMA provides the flexibility to place the MAC or compute portion of the CCAP
anywhere from the DataCenter to Headend/Hub or in the outside cable plant. The FMA enables
placement of the MAC of such a data-plane intensive workload closer to the Edge to address low-latency
applications like AR/VR, gaming, or autonomous vehicles and centralize other functions like control and
management plane. Such a flexible edge computing model enables smooth integration with wireless.

3. MSO Options

3.1. Legacy Appliance-based
The cable industry has several options regarding virtualization. Whether involving routers, CDNs,
firewalls, CMTS/CCAP or other equipment, MSOs can expand their infrastructure as needed via standard

appliance-based solutions. This largely status-quo approach, even with disaggregation, poses continued
challenges to scaling and incurs operational costs and complexities.
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3.2. Virtualization — Evolved on Bare Metal

Virtualizing on bare metal, i.e. on a single-tenant physical server, can deliver certain benefits, including
performance and resource utilization; although challenges remain across a number of areas, including
scalability, data persistence, networking, security, and management/operations.

3.3. Native on Hypervisor

This second road to virtualization enables a unified, converged architecture, with the benefits of higher
availability, densification, scale, multi-tenancy and greater manageability. This “Next-Gen Cloud”
approach also enables greater agility. Both virtualization approaches entail breaking with legacy models
and acquiring new areas of expertise.

4. Next Gen Cloud

To expand upon the third option above, the Next-Gen Cloud, let’s consider its platform architecture,
benefits and values.

4.1. Next-Gen Architecture

The Next-Gen Cloud schematically rests upon a standard Network Functions Virtualization Infrastructure
(NFVI) and Cloud-Native Network Functions (CNF) infrastructure. (See Figure 1.) Above that is the
Virtualized Infrastructure Management (VIM) layer, which enables handling containers and related
infrastructure “as a service” (IaaS, CaaS). The Virtualization layer provides resource abstraction for
computing, networking, and storage and gives the same experience across VMs and containers.

Consistent Cloud Fault & Performance Configuration & Root-Cause ML Performance
Operations Assurance Policy Mgmt. Analysis Analytics

Consistent Cloud ANF Network Service Multi-Cloud Caas
Automation Life Cycle Mgmt. Orchestration Management Automation

Virtualized |nfrastructure Management (VIM),

laas
Consistent Cloud

Infrastructure NFVI & Cloud-Native Network Functions (CNF) Infrastructure

Figure 1 — Next-Gen Cloud Architecture

Cloud automation and operations reside above the infrastructure. Cloud Automation provides multi-layer
automation for consistent operations across any network from the core to the edge to the access. Cloud
automation enables smooth management and orchestration of the infrastructure layer and automates
network functions' placement and lifecycle management over VM- and container-based infrastructure.
Cloud Operations provides real-time assurance designed to simplify your network operations through
holistic monitoring and performance management, providing comprehensive visibility and automation.
Cloud operations in a virtual environment can integrate with existing NetOps tools and data, but they also
enable cloud-native ways of fulfilling functions in the areas of fault and performance assurance,
configuration and policy management, root-cause analysis (RCA), and machine-learning (ML) analytics.
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None of these technologies work without revenue generation and/or positive ROIL. Conceptually, at the
top of the stack lie a wide range of monetization opportunities; and embedded within the stack are
tremendous cost savings and management efficiencies.

4.2. Next-Gen Benefits

The benefits of this approach derive from the interplay of the platform’s capabilities and performance in
these areas:

Scalability — Orchestration enables elastic scaling of cable workloads, while consistent dimensioning and
improved hardware utilization reduces space and power required in headend and hubs. The platform
brings uniformity while maintaining security, networking and monitoring requirements.

Operational Efficiency — Having a common platform enables deployment and management of multiple
Kubernetes clusters, along with VMs. Sophisticated software, which leads to fully automated services,
compares favorably to an inefficient and complicated manual process of managing physical storage
devices and using SNMP for monitoring to the NOC. It also provides a consistent experience with a
simplified life-cycle management.

Faster Time to Market — This kind of platform allows MSOs to respond quickly to emerging edge
compute and other opportunities through an extensive, multi-vendor partner ecosystem, as well as
integrated service blueprinting, deployment, monitoring and management.

Workforce Efficiency — Remote deployment and high-performance, self-healing capabilities can reduce
truck rolls and the need for on-site service technicians, whether in the access plant, hubs, headends or data
centers.

Reduced TCO — Lower CapEx results from increased throughput and performance; reduced OpEx, from
software-driven infrastructure and service assurance.

Safe and Easy Convergence — Consistent infrastructure, automation and operations enable easy
convergence, with reduced risk of misconfiguration; hybrid VM and container-based applications feature
advanced networking and security features.

4.3. Next-Gen Capabilities

Agility. With a hypervisor, a new bare-metal server can connect to the container domain in minutes. That
agility is one of the reasons that major public cloud providers use hypervisors to run their container
services. Such agility and scalability work because the hypervisor de-couples and abstracts software from
the hardware. The Next-Gen Cloud delivers over-subscription capability, improving utilization of the
underlying hardware. This compares favorably to the standard practice of racking and stacking, re-
segmenting the network and then testing that the segmentation was correct.

Networking. The Next-Gen Cloud implements a single underlay network on VMs to provide end-to-end
connectivity and management for both containers and traditional applications. A single underlay network
makes it easier to connect containerized applications to traditional, non-containerized components like
databases; simplifies network management with centralized policies and advanced security; and enables
selecting the overlay network and the service mesh that works best for containerized applications.

Security. Containers and hardware virtualization not only can, but very frequently do coexist and actually
enhance each other’s capabilities. VMs provide strong isolation, OS automation and an ecosystem
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of solutions. They enable secure and efficient running of containerized applications in production.
Containers being run on hypervisors can take advantage of security innovations, including micro-
segmentation, which enables security architects to apply security controls and deliver services at the
individual workload level.

Manageability. A comprehensive, flexible platform allows you to deploy and manage multiple
Kubernetes clusters as well as to manage, patch and upgrade the container host OS. All these capabilities
empower you to run traditional and containerized workloads on a common infrastructure, while ensuring
optimal performance and preventing interference between workloads.

Performance. Empowered by vSwitch and Workload Acceleration functions, the Next-Gen cloud’s
hypervisor can provide more efficient overall workload performance for containers than Linux systems
running on physical hardware. The platform uses advanced scheduling algorithms that enable employing
modern DPDK packet processing, allocating CPU cycles for efficient networking, and faster packet
processing to optimize all workloads. The Next-Gen cloud also employs hardware offloading techniques
to dedicate all the compute for workloads and can leverage SmartNIC for infrastructure computing.

5. Data Plane Acceleration

5.1. Performance and Tradeoffs

To look more closely into performance, let’s first set the stage. Workloads in service provider solutions
involve the control and signaling plane, the data plane, and the management plane. A network element
(NE) traditionally was built to handle control and data plane functions in one box, with its own element
management system (EMS). With the arrival of SDN, the data and control planes began to separate. Then
with NFV, multiple functions within each NE were broken into multiple VNFs, providing service
providers with choice, enabling best-of-breed solutions with more software-based control.

Of the three workloads, those on the data plane need to meet the most stringent requirements. (When the
data plane is lost, the subscriber notices.) These demands led to the development of software accelerators
that put applications needing fast packet processing in the ‘fastpath’ of a compute host. Management and
low-priority applications could go via ‘slowpath.” Yet the arrival of virtualization made it difficult to
attain expected performance levels, because the hardware used was based upon commercial off-the-shelf
(COTYS) servers.

To be sure, virtualization correctly done continued to have significant benefits, primarily: those derived
from the secure pooling of networking resources across multiple hardware units. A virtualization layer
with a virtual distributed switch that spans multiple hosts (servers) can live-migrate workloads and
efficiently distribute resources on demand. To gain performance, service providers used two techniques:
single root I/O virtualization (SR-IOV), a concept introduced by Intel that allows for bypassing the
virtualization layer when it relates to the data path; and DirectPath 1/O, which allows for direct access to a
physical NIC.

These techniques enabled faster packet processing but came at the expense of not being able to use a wide
range of critical features, all provided by the best-in-class virtual infrastructure. Applications built for
these pass-through mechanisms also faced security and cloud-ready challenges. Another technique that
gained popularity was CPU pinning, which led to locked-in hardware, driving up CapEx and OpEx costs.

Among the tools enabled by the DPDK initiative was a software library that helped enhance performance
by allowing for optimized packet allocation across DRAM channels. The principle being that allocation
of memory from local nodes and cache-alignment of objects can lead to superior performance. The upshot
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of these developments was an accelerated vSwitch, now a key to the Next-Gen Cloud model, which
overcomes the drawbacks of SR-IO and DirectPath I/O and obviates the need for other techniques, such
as CPU pinning.

5.2. Two Data-Plane Acceleration Options

With that background, we can now consider two data-plane acceleration approaches, both involving PCle
NIC devices. The first involves offloading with a standard Performance NIC; and the second, doing so
with SmartNIC. Both cases use an x86 host server and the accelerated vSwitch, which supports two
configuration modes: Standard, for use with any management or control-plane application; and Enhanced,
for use with data-plane intensive applications. In the first approach, the vSwitch is running on the
hypervisor, and in the second, it has been offloaded onto the SmartNIC and can leverage separate
embedded NIC cores. (See Figure 2 and Figure 3.)

Hypervisor

driver

Figure 2 — Performance NIC Architecture

Server with SmartNIC

Figure 3 — SmartNIC Architecture

5.2.1. Acceleration with Performance NIC

Operators have several ways to boost performance, not only in the software realm. We will point out five
areas. (See Figure 4.) Let’s begin with decisions involving hardware elements:

(1) NIC choice — To meet 10G requirements, first choose Performance NICs with TCP Segmentation
Offload (TSO) and Checksum Offload (CSUM) capabilities, as well as overlay support.

(2) CPU Choice — Devote a high number of cores for workloads and find the right balance between CPU
speed, core count and wattage requirements.

(3) Server architecture — Increased performance is a function of the NUMA balance, choice of the right
PCle and server architecture. Another key consideration is server immutability, in which servers are never
modified after being deployed.
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Figure 4 — Acceleration with Performance NIC

With the right mix of hardware, performance can be further enhanced through strategic choices in
software implementation (enabled by Next-Gen cloud):

(4) vSwitch Acceleration — Based on Intel DPDK principles, an accelerated vSwitch provides very high
throughput, low latency, low jitter, near zero-packet loss, characteristics that are essential to run data
plane-intensive workloads, whether at the Core, the Edge or the Access. The accelerated vSwitch
achieves higher packet performance by freeing the network to work on any server or modern NIC;
dedicating CPU cycles for networking; and deploying faster switching with flow cache, lockless datapath
and faster packet processing (SSE). The vSwitch forwards traffic between components running on the
transport node (between VMs/VNFs or between containers) or between internal components and the
physical network.

(5) Workload acceleration — Other options include using an accelerated vNIC, dedicating (pinned and
isolated) vCPUs; topology awareness, and Huge Pages support.

Powered by the accelerated vSwitch and an accelerated workload with the right combination of NIC, CPU
and server hardware, this approach can handle the various workloads in use today. VNFs in all types of
form factors — whether VMs, containers, or micro services — can run on this kind of enhanced solution.
Being agnostic to the application, the vSwitch provides operators with the ‘freedom of choice’ to pick any
VNF that would meet the solution needs.

5.2.2. Performance NIC Test Results

Tests of Performance NICs, which can flag latency- and jitter-sensitive applications and choose selective
vCPU pinning, generated results well within acceptable parameters. In a traffic stream starting and
terminating with Spirent TestCenter software, with latency that included both transmission delay
introduced in forward and reverse paths as well as software processing times, the average latency
contributed by virtualization functions amounted to less than 30 microseconds; for jitter, less than 10
microseconds. Both are negligible amounts. When testing throughput of varying packet sizes, the actual
throughput approximated the line rate, with a representative bundle of video-heavy packets generating a
speed of 3.98 Mpps and 4.5 Mpps, respectively, for 3- and 4-core implementations.
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5.2.3. SmartNIC

There is a growing consensus that CPU cores are such a precious commodity that they should never do
network, storage, or hypervisor housekeeping work, but rather focus on core computation. That means
network offloads and storage offloads need to be mainstream in the coming years, creating an even more
asymmetric and heterogeneous processing environment than many are envisioning down the

road. Throwing more and more compute at the problem is unsustainable. The goal is to iterate fast, but
I/0O processing is unable to keep pace with compute processing. SmartNICs enable offloading all or most
of a virtual switching stack or a large chunk of a distributed storage stack.

A SmartNIC is a high-performance NIC, equipped with general-purpose compute cores capable of
running an OS and general-purpose applications and workloads. It is both a NIC, with flow-match
hardware capabilities, and a mini server. In architectural terms, its purpose is to move server management
to SmartNIC cores and offload the entire vSwitch/hypervisor. As a result, the host x86 remains dedicated
to workloads, increasing its efficiency. The host x86 can run either a VM/container or a bare-metal.

One of the big reasons to use a SmartNIC is not only to save CPU resources, but to scale in different
ways, for instance by saving power and space. Offloading the heavy compute enables an operator to free
up the CPU for others things, such as multi-access edge computing (MEC) in 5G. Another key to a full
CPU offload is the potential to implement policy and priorities straight on the input, without having to use
the OS at all, which makes for a powerful story.

Other benefits include a clear-cut between infrastructure and application, air-gap security, cost
management, application acceleration (e.g. security, load balancers, etc.). In organizational terms, the
SmartNIC clearly splits ownership and enables multi-tenancy. (See Figure 5.) SmartNICs are positioned
to handle workloads that are scaling to meet 10G requirements.
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Figure 5 — Acceleration with SmartNIC
Because SmartNICs come equipped with onboard local persistent storage, a large amount of DDR RAM,
multi-level caches, PCle root complex, virtualized device functions and I/O capabilities, they have

significant potential for use cases that extend beyond network acceleration and vSwitch offloads. Those
cases could include but are not limited to management plane offload and virtual device acceleration.

6. Next-Gen Cloud Reference Architecture

The reference architecture for Next-Gen Cloud includes five tiers: from physical infrastructure to VM and
container-based platforms to resource orchestration to cloud automation to solutions. (See Figure 6.) On
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the solutions tier, the vVCMTS is only one of many, which also include L.2/L3 solutions, SD-WAN and
various video-centric services. Being extensible to emerging solutions and business models is one of the
most compelling attributes of the Next-Gen Cloud.
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Figure 6 — Next-Gen Cloud Reference Architecture

Moving from that top tier down the stack, we note that it features centralized control and management,
including embedded automation and optimization. Its highly flexible infrastructure as code (IAC) model
is characterized by a heterogenous runtime with Network Function and Resource Isolation. Finally, it
rests upon commodity hardware and storage and leverages vertically integrated

7. vCMTS Use Case

Compared to the mobile industry, where NFV has proved to be effective in 4G LTE production
deployments and has become the basis for building 5G networks across extensive footprints,
virtualization in the cable industry has taken a more gradual and piecemeal approach. The initial
deployments of the vVCMTS occurred after MSOs assessed different approaches to DAA and
enhancements to DOCSIS. It is beyond our scope to assess those ongoing rollouts, but it is noteworthy
that one summary practical lessons from a DAA deployment with a vCMTS last expressed concerns at the
operational and management layer, in particular the need for tools.[12]
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If manageability is an issue with the current vCMTS model, in which the R-PHY node is the only element
in the outside plant, will it not become more so if and when MSOs deploy virtualized PON nodes and
eNodeB devices? (See Figure 7.) Moreover, in addition to services delivered to residential CPE
endpoints, those involving enterprises, small cells, Wi-Fi, 4G/5G and the proliferating number of edge
compute business cases also need to be managed. Conducting efficient root-cause analysis over a network
with no centralized control and integrated operations management is just one challenge we could mention.

On the other hand, with Next-Gen Cloud model, there is ongoing innovation in management, automation
and OSS. Virtualization changes the way we can set up, handle faults, share resources, and more.

Conclusion

Growing demand for connectivity, compute and storage at the network edge is an exciting prospect for
MSOs shifting to a distributed and virtualized network infrastructure model. Advanced data plane
acceleration that can drive high performance over software-based infrastructure is also an encouraging
development. Less exciting is the prospect of building more operational siloes to handle a growing menu
of use cases and services, which defeats one of the fundamental reasons for the drive toward virtualization
in the first place: “the principle that it is no longer necessary to solve for the platform and runtime layer
below network applications in a different and particular way for each additional application — with all of
the attracted cost, complexity, and operational management overhead that differentiation implies.”[13]

Abbreviations
4G LTE fourth generation, long-term evolution
5G fifth generation technology standard for cellular networks
Al artificial intelligence
AR augmented reality
CaaS container-as-a-service
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CCAP converged cable access platform
CMTS cable modem termination system
CNCF Cloud Native Computing Foundation
COTS commercial off-the-shelf

CPE customer premises equipment

CPU central processing unit

CSUM checksum oftload

DAA distributed access architecture

DDR double data rate

DOCSIS data over cable service interface specification
DPDK data plane development kit

DRAM dynamic random access memory
eNodeB E-UTRAN node B, or evolved node B
EMS element management system

ENS enhanced networking stack

GPU graphics processing unit

HFC hybrid/fiber coax

/0 input/output

IAC infrastructure as code

IIoT industrial internet of thing

IoT internet of things

LTE/A long-term evolution/advanced

ML machine learning

MEC multi-access edge computing

MSO multiple system operator

MVNO mobile virtual network operator

NE network element

NFV network functions virtualization
NFVI network functions virtualization infrastructure
NIC network interface controller (or card)
NUMA non-uniform memory access

RAM random access memory

(ON] operating system

PCle peripheral component interconnect express
RCA root-cause analysis

RFID radio frequency ID

RPD remote PHY device

SD-WAN software-defined wide area network
SP service provider

SR-IOV single root I/O virtualization

SSE streaming SIMD (single instruction multiple data) extensions
TCO total cost of ownership

TSO TCP segmentation offload

Ul user interface

vCMTS virtual CMTS

VIM virtualized infrastructure manager
VM virtual machine

vNIC virtual NIC

© 2020 SCTE-ISBE and NCTA. All rights reserved.

162



Bibliography & References

[1] Alan Evans, “Why Gaming Needs an Edge,” SCTE-ISBE, 2019.

[2] Sandeep P. Chinchali, et al., “Neural Networks Meet Physical Networks: Distributed Inference
Between Edge Devices and the Cloud,” HotNets-XVII, November 15-16, Association for Computing
Machinery, 2018.

[3] Charles Chapman, “How HFC-based Industrial IoT Gateways Improve Performance of Remote [oT
Sensors,” SCTE-ISBE, Cable-Tec Expo, 2019.

[4] David Strauss, “Cable and edge computing: The rest of the story,” Light Reading, May 18, 2020.

[5] Jennifer Andreoli-Fang, John T. Chapman, et al., “Blueprint for Mobile Xhaul over DOCSIS,” SCTE-
ISBE, 2019

[6] Greg White, et al., “Low Latency DOCSIS: Overview and Performance Characteristics,” SCTE-ISBE,
2019

[7] Omkar Dharmadhikari, “Moving Beyond Cloud Computing to Edge Computing,” CableLabs, May 1,
2019

[8] Randy Levensalor, “Give Your Edge and Adrenaline Boost: Using Kubernetes to Orchestrate FPGAs
and GPU,” CableLabs, Jan 28, 2020

[9] Gerald J. Popek, Robert P. Goldberg, “Formal Requirements for virtualizable third generation
architectures,” Communications of the ACM, July 1974

[10] Moiz Alam, et al., “High Packet Rate Networking on vSPhere,” VMware
[11] DPDK Project Charter, dpdk.org/charter

[12] Asaf Matatyaou, “Practical Lessons of a DAA Deployment with a Virtualized CMTS,” SCTE-ISBE,
2019

[13] Andrew Bender, “A Roadmap for Virtualization in HFC Networks,” SCTE-ISBE 2019

© 2020 SCTE-ISBE and NCTA. All rights reserved. 163



Building a Business Service in the Cloud

A Technical Paper prepared for SCTE*ISBE by

Adrian Beaudin
Senior Architect
Akamai
Cambridge, MA
+1 613 670 8451
abeaudin@akamai.com

Bruce Van Nice
Senior Product Marketing Manager
Akamai
Santa Clara, CA
+1 650 381 6074
hvannice@akamai

© 2020 SCTE-ISBE and NCTA. All rights reserved.

164



Table of Contents

Title Page Number
I 1 1 oo [F o3 1o o [P PRRN 3
2. ONnthe Pathto CloUd.......ccoooiiiii i 3
T T VoY @70 a0 [=Y = 4o ) o T 4
4. Data Plane versus Control Plane...........ccoooiiiiiiii e 4
IS 0o Y=Yty oY= b q =T 1= o Tt 4
6.  SECUNtY @Nd PriVACY ...ttt e e e ettt e e e e e e e e et b e e e e e e e e e s aannbbeeeeeeaeeeeaannnnees 5
7. Integration into Provider SYSEMS ... .......ciiii it e e e e e e e e 5
S T @1 o TU Lo [ @7 F=7To 1= = 11T ) o 6
S SRR 6
10. Customer Support and OPerations ..........coooiiiiiiiiii e 7
I RS 104 o= TR UURRT 7

© 2020 SCTE-ISBE and NCTA. All rights reserved. 165



1. Introduction

Saturation of traditional markets is forcing ISPs to evaluate new strategies to drive revenues while
continuing to deliver a superb user experience and improve returns on capital. Differentiating service
offerings is critical to achieving these goals. Commodity connectivity doesn’t always motivate
subscribers to stay with a service or offer any incentive to pay more for it. Subscriber-facing services that
enhance loyalty and increase “stickiness” can help.

Providing managed services and moving up the stack can find a receptive audience amongst business
customers. Properly targeted value-add subscriber services can increase ARPU and differentiation and
improve retention. But mitigating the costs of this specialty care will drive the use of more efficient,
deployment solutions. One of the challenges delivering subscriber services is controlling costs to maintain
margins in a world where specialized staff to oversee service deployment and operation are costly and
difficult to find. Cloud services deserve consideration to reconcile these conflicting objectives

Cloud services can help contain costs and improve service agility (time to market). They’ve become
mainstream for enterprises, but ISP service enablement in the cloud is a different proposition than typical
enterprise IT applications. This paper will offer perspectives from the developer of a cloud service that
enables ISPs to deliver security protections for businesses.

2. On the Path to Cloud

Starting in early 2013 a team at Nominum (acquired by Akamai in 2017) started down the path of
building a cloud-based security service offering for ISPs. The security service consisted of DNS resolvers
and a platform that supported functions such as gathering data, distributing policies, and supporting a
portal. As with most development projects there was an evolution with several early, admittedly highly
tactical, initial steps.

The first effort was to deploy the software components using the services of a public cloud provider. It
was activated at a security conference to provide production DNS resolution (rDNS) services on an open
network. Integration of dynamic threat intelligence identified devices with bot infections and there was a
portal available for attendees to check their status.

Learnings from this pre-proof of concept led to deployments to support customer pilots of the security
service. At the time, getting pilots running at ISPs involved lengthy engagements to get equipment and
technician/administrator time in labs. Running these early solutions in the public cloud bypassed this time
and materials bottleneck and permitted a faster time to market metric.

Some of the pilots in the public cloud were opened up to run limited production network traffic, so the
next logical step was to run more scaled production workloads. The first foray was to support a customer
who needed a network protection service immediately but had to contend with a 90 day window to
procure and provision hardware in their network to support it. Successful execution of this service in the
cloud provided validation and the process of formalizing the service began. All of the early experiments
yielded useful insights that fed specifications for development teams ongoing work. Migrating functions
to the cloud not only yielded efficiency from the network provider, it also removed the need for the IT
team to procure, install and manage the servers and apps attendant to those functions.
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3. Service Considerations

The first step for the product and development teams was agreeing on the parameters of the
“service”. The following sections highlight the primary service considerations.

4. Data Plane versus Control Plane
Security is about examining network traffic to determine whether it is malicious or legitimate.

Approaches that operate in the data plane implement inline packet inspection to evaluate traffic. In the
past it was possible to get visibility into most of the traffic on a network, but the predominance of
encryption has introduced significant limitations. Inspecting packet traffic at line speeds has always been
a costly operation, and inspecting encrypted traffic adds even more costs and operational overhead.

DNS filtering is an alternative that operates in the control plane. Incoming subscriber queries can be
matched against dynamic threat intelligence provisioned in resolvers, and policies can be applied to
manage unwanted traffic. The team recognized attractive scaling capabilities since there is no need for
pervasive filtering of network traffic (and decryption) and it can be layered on infrastructure already
deployed and managed. Threat coverage can be expanded by selectively forwarding suspicious traffic
(typically domain names that point to both malicious and legitimate web resources) to proxies for further
inspection. Experience has shown this is a small percentage of traffic, usually around 2%.

An obvious question given the emergence of DNS encryption standards is whether they make DNS traffic
opaque to network operators. The new standards, DNS over TLS (DoT) and DNS over HTTPS (DoH)
define encrypted transport for queries between stub resolvers implemented in client devices, and resolvers
deployed by network operators (ISPs, MNOs, enterprises, Wi-Fi, etc.). Operators of resolvers using
encrypted transports still see queries in the clear and services provided by the resolver function as they
would with unencrypted transport.

5. Subscriber Experience

A subscriber’s Internet experience is closely tied to latency. In this case DNS resolution is an important
part of the solution and the network architecture called for resolvers situated at the network edge as close
to subscribers as possible to minimize transit delay. They were dimensioned to align expected subscriber
densities with resolver performance (queries per second) to rightsized capacity.

Experience with resolution infrastructure at more than 100 large ISPs worldwide for nearly 20 years
showed in today’s fixed networks (2020) a subscriber account can generate 10,000 queries per day.
Growth has averaged about 20% per year. This provided metrics for sizing subscriber demands on
resolvers, and along with a best practice targeting QPS performance at 50% CPU capacity to minimize
latency under load, and 5X headroom for growth yielded necessary resolver capacity.

Services that can be customized have more potential to actively engage customers and provide an
incentive to remain loyal since they’ve made an investment in configuring the service to meet their unique
requirements. A natural extension of filtering to prevent malicious activity is customer defined filters to
block unwanted content for families (parental controls) or businesses (Acceptable Use Policies).

A portal user interface is the subscribers window into their household security posture and another
contributor to satisfaction with the service and thus value. Key words for the UI team were “rich, relevant,
simple, comprehensible”. Menus define web filters and integrated device management capabilities
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simplify configuration of user/device specific profiles through device discovery, registration, and pairing
functions. Reports display Internet usage and security threats deterred. Scaling, especially with
personalization, introduced complexity in the portal infrastructure. Underlying cloud services had to
support secure access to millions of unique portal instances, as well as distribution of policy/preferences
in near real-time to instantiate subscriber preferences, and collection of data to populate displays for each
subscriber.

6. Security and Privacy

The team recognized concerns about security have been an inhibitor for adoption of cloud services and
designed layers of defenses to protect the different components of the service. Portals for both
administrative functions controlled by the ISP (discussed below), and subscriber-facing functions are
protected with each providers Identity and Access Management system. A Web Application Firewall
(WAF) protects server and user side APIs (discussed below). Perimeter defenses add another layer of
protection.

Privacy is a dominant issue virtually everywhere in the world today and especially in developed countries.
Privacy regulations in many parts of the world such as the EU General Data Protection Regulations
(GDPR) define frameworks for the permissible collection and management of personal data. Security
services and similar services like content filtering are subject to privacy regulations and the development
team established several overriding principles followed in the design of the system:

e Only data that is necessary to operate the service, and provide reports covering its operation to
subscribers, is processed. Data is not retained longer than necessary for any purpose.

e Data is pseudonymized where possible (e.g. subscriber IPs) in ways that render it
impossible/impractical for a 3rd party to compromise subscriber privacy.

e Subscribers can guide processing of their personal data by expressing their preferences in an
online portal. They can see the results of filtering (processing) at any time.

Additional data governance considerations motivated the definition of data processing and retention
policies. Software built into the components of the service encrypts data in motion. AWS Elastic Block
Storage (EBS) encrypts data at rest so the whole partition is encrypted. Further, data in many cases data
had to be stored and processed in the country where it was collected (data residency) so in-region cloud
services are used. Providers access to all of their data at all times on a real time basis was built into the
system. A function was also added that allows providers to zero out their data on demand.

End user requests about their data are currently handled by customer Service Representatives (CSRs) and
forwarded to support channels. Data is also available in the system for provider operations teams to
integrate with in-house systems to automate this function.

7. Integration into Provider Systems

Cloud services simplify deployment of ISP services by off-loading functions that providers would
otherwise have to install and maintain in their networks. Integration with provider systems is still required
to:

e Provision Subscriber identifiers, typically within an abstract subscriber ID that’s not tied to an

identifier that might change (like an IP address or MAC address) and that does not reveal
Personally Identifiable Information (PII)
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e Make policy changes requested by subscribers through a customer service representative (CSR)
or self-service by the subscriber too
e Manage IP address updates in real time through RADIUS messages or DHCP logs. This is
necessary due to the decision to allow subscribers to configure their unique content filtering
preferences. Their policies have to follow them through address changes.
e Support SSO to allow for integration with subscriber and applications portals for CSR (these
portals are described below
e Connect to data collection and management systems. There’s considerable built in flexibility to
stream protocol and service logs to a central repository to support internal data collection and
reporting functions for:
o Customer support
o Service adoption
o Service utilization
Enable functions required by BSS such as reporting on service adoption

8. Cloud Considerations

In early 2017 the initial cloud release was ready for production networks. At a high level there were 4
major components to the service to support in the cloud: DNS resolution, data transport, policy
management, and subscriber and operator interfaces. Teams first explored how to scale the service in the
cloud for daily usage patterns and peak events while accommodating growth in demand. Established
metrics for the resolution component, discussed above, were extrapolated to build out the other
components of the system.

Given the criticality of availability/reliability with respect to user experience a decision was made to
deploy a single stack for each provider, versus taking advantage of potential gains from multi-tenancy
(although these were never really measured so it’s not clear they exist for this kind of service). Isolation
has numerous positive implications, one customer can’t take down the service, performance is more
predictable, there’s less data/privacy exposure and data can be repatriated. For resilience the service is
deployed in fully redundant stacks in two different public cloud regions. A single region or service will
not create an outage.

A Service Level Agreement tracks average availability on a monthly basis from telemetry data available
through administrative service interfaces. Service credits are calculated when outages exceed an
availability baseline.

The service was also designed so providers could deploy some components in their own networks in a
hybrid configuration, or deploy the whole stack.

9. APIs

Early production deployments of the cloud service quickly highlighted features and functions that were
necessary and not yet implemented. APIs rose to the top as essential. Provisioning interfaces were needed
to integrate with provider operational processes and systems. Two provisioning APIs were created, one an
abstraction and one low level. AWS APIs were a source of inspiration and insights for the development
teams and used as the model for their efforts. Providers should hold all their cloud service vendors to a
similarly high bar!
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One of the provisioning APIs powered the subscriber portal so providers can build customized, purpose-
built portals and match the user interface look and feel to other portals subscribers have access to. This
API was beneficial from a vendor perspective as well since it reduced the burden developing
differentiated features requested by individual customers.

The ability to provision subscribers/services was also exposed in this API - objects that represent
subscribers and the services they have could be created. Portal authentication integrates with AAA such
as RADIUS, LDAP can use SSO. A third API was created for IP to subscriber mapping using dhcp log
scraping, radius accounting message ingestion or a REST APL

Several requirements were established for APIs

Proper documentation - Use swagger to generate docs in its standard format. Offer pdf docs with
integration examples.

e Versioning. Enable critically important backwards compatibility for integrations.

e Simple API calls. Make heavy use of abstraction to minimize complexity.

e Read (GET) calls. Verify subscribers are properly provisioned in scaled, high throughput
installations.

10. Customer Support and Operations

Customer support functions typically take advantage of APIs for subscriber provisioning and IP tracking,
supplemented with logging information gathered by the service. A portal was designed to allow CSRs to
look up subscribers, and their configuration (IP addresses, policies) as well as when they last generated
traffic with the service. A pre-built portal was created, and APIs can be used to create a custom portal.

Another portal was created to provide global reports on the service such as Top infections, Top blocks,
and service adoption. This reporting data can also be integrated with BSS or other custom interfaces used
by a provider. Access to both portals is controlled with RBAC and can be integrated with an external
directory such as LDAP.

11. Summary

Value-add subscriber services are becoming more strategic as [SPs look for new ways to grow revenues.
Controlling costs for service enablement is essential, and reducing time to market is increasingly
mandated, even as it’s harder to find and retain specialized staff, and rigid processes to deploy new
functions raise costs and inhibit agility.

Widespread availability of higher broadband speeds to both enterprises and residential customers has
greatly facilitated the feasibility of control or data plane, cloud-based services. When typical customer
locations have access to 100Mbps of bandwidth or greater, even with conventional latency the
performance is high enough to allow remote and cloud compute as part of routine communications.

For these reasons cloud services deserve consideration to reconcile these conflicting objectives. They’ve
become mainstream for enterprises, but ISP service enablement in the cloud is a different proposition than
typical enterprise IT applications.

Product and development teams at Akamai created a cloud based security service designed to make it
easy for ISPs to target customers with a new offer. Focus and 20 years’ experience drove design
considerations to:

© 2020 SCTE-ISBE and NCTA. All rights reserved. 170



Enable the best possible subscriber experience, minimizing latency, providing a high degree of
customization, and effective security with “just works” simplicity

Build scale, availability and resilience into cloud-based components that support the service
Ensure security and respect for privacy for the service itself, staff who operate it, and subscribers
who use it

Integrate with provider systems to automate provisioning, support monitoring, and collect data for
business systems and to meet regulatory requirements
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1. Introduction

Encrypting DNS traffic has been a focus of the IETF for several years, and in late 2018 two standards
were formalized for use between clients (stub resolvers) and resolvers': DNS over TLS and DNS over
HTTPS. Numerous implementations have appeared, and DNS encryption has become a visible topic in
industry media.

It’s a testament to the original design that the way the DNS operates has remained largely unchanged for
more than 30 years since the protocol was originally specified. Stub resolvers on clients (typically
configured from a local network with a protocol like DHCP) send queries to a caching resolver which, in
turn, talks to authoritative DNS servers that provide answers to queries.

DNS encryption changes the transport protocols and, due to some design choices, opens up the possibility
of significant changes in the way client devices behave. This paper discusses these changes and their
potential impact on service providers. It also offers guidance about how to address encrypted DNS
deployments, summarized below:

e Communicate about privacy and security practices so subscribers are aware of how their service
is protected and privacy is preserved

e Implement Best Practices for DNS resolution to ensure services are performant, resilient, and
always available

e Understand the new DNS encryption protocols and how they can be deployed, and participate in
formulation of standards to ensure they can be scaled and operationalized

¢ Consider additional services that protect subscribers and further enhance their privacy by
preventing loss of personal data

2. DNS Encryption Protocols

The DNS over TLS protocol (DoT) is specified in IETF RFC 7858. DNS over TLS uses port 853 rather
than port 53 originally specified for DNS. Currently available client implementations of DoT are
summarized in a table below. It’s important to point out stub resolvers on user devices can also connect to
“over the top” public DNS services rather than an in-network resolver provisioned by a network
operator”. Because it uses a dedicated port, it is easy to detect DoT in network traffic, a useful
characteristic for network operators and security teams.

" Details of the motivations for developing these new protocols can be found on the Akamai Blog:
Architectural paths for evolving the DNS

2 Public DNS resolvers have been available for many years but the advent of DNS encryption creates the
perception they are more private and secure, and integration into client software makes them more
accessible.
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Figure 1 — DNS over TLS defines encrypted transport between stub resolvers and
resolvers using TLS

The DNS over HTTPS protocol (DoH) is specified in IETF RFC 8484. DoH uses the same port, 443, as
HTTPS. Currently available client implementations of DoH are summarized in a table below. As with
DoT, user devices can connect to “over the top” public DNS services. Because it uses the same port as
HTTPS, it’s impossible to identify DoH in standard web traffic, which raises obvious security and
operational concerns. Perhaps also obvious but worth stating, operators of DoH resolvers still see queries
in the clear, regardless of the encrypted transport and services provided by the resolver function as they
would with unencrypted transport.

Public DNS
resolver pp.53 TCP:53
Browser with DoH L - Sl A <
aware stub resolver L S Future DoT or DoH
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Figure 2 — DNS over HTTPS defines encrypted transport between stub resolvers
and resolvers using HTTPS

3. DNS Encryption and ISPs

DNS encryption is intended to protect users from unwanted eavesdropping of DNS traffic by a
third party on the path between the user and the resolver they’re connected to. Most provider
networks are highly secure, and it’s challenging for adversaries to infiltrate them and intercept
traffic. Providers in many parts of the world are also subject to data privacy regulations and/or
have contractually agreed Terms of Service that spell out how they use and protect customer
data.

This clouds the DNS encryption value proposition for providers. It’s hard to make a business case that
secure networks with defensible data protection processes and policies benefit from a layer of encryption
that adds cost and complexity.
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But service providers are still motivated to understand these new protocols because they may
fundamentally change the way subscribers perceive DNS, and client implementations may make it easier
for users to bypass provider DNS and connect to public DNS resolution services like Google and several
others.

On the positive side, providers have the potential to create value added services that take advantage of
DNS encryption. Technology solutions can be developed that keep business and consumer subscribers
connected to encrypted DNS resolvers offered by their provider when they’re off that provider’s network,
visiting an untrusted Wi-Fi hotspot for instance. In these cases, since their traffic is transiting untrusted
networks, encryption is useful.

Queries in

~ ' Untrusted | - clear o Recursive

My i e e g e waraa i ) - - ~ | -
E | (DoT or DaH) L. networks net queries
Encrypted Resolution

Client devices termination process

Figure 3 — Encrypted transport termination with query processing in the clear

Queries are de-encrypted at the transport layer and presented in the clear for resolution. As encryption
between client and resolver is terminated at the providers DoH/DoT service, the DNS service can be
equipped with threat intelligence and policies that identify malicious or unwanted domain names to
enable security (blocking phishing and malware for subscribers) or content filtering (parental controls for
families) to add more value. Integrated offers can also be created with a unified subscriber experience
across both a providers network and other networks a subscriber traverses.

Functionality for malware filtering, parental controls,
policy enforcement, DNS DDoS protection and other
value added services

CD:} o :S_u.bg,?fll?gr ...... r%4 Recursive

gueries queries

Network Operator
resolver

Figure 4 — Resolvers can be equipped with threat intelligence and policy to enable
security and other services

4. DNS Encryption Client Implementations

Numerous client implementations of DoT and DoH are tabulated below. The client ecosystem continues
to progress at rapid pace, with a broad representation of DNS Encryption capable operating systems,
browsers, applications and CPEs existing today. It is expected that configuration mechanisms and
awareness of local network conditions, as detailed below, will continue to evolve with ongoing
standardization efforts.
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Client Feature Summary as of Q3 2020

DoT | DoH | Existing Configuration Awareness of local network
Mechanisms conditions
Operating Systems

Android 9+ Same Provider Auto Auto upgrade to same DNS provider,
Upgrade or user specified | fallback to unencrypted
on OS config
Apple iOS 14 Configurable by Apps or | Enterprise policy awareness. Fail open
user specified on when auto-discovery in use. Resolver
OS/system config configuration specified by App is
optional fallback to system specified
encrypted DNS resolver
Apple MacOS 11 Configurable by Apps or | As above
user specified on
OS/system config
Windows 10 Limited Same Provider User specified (Unencrypted only,
Auto Upgrade or user encrypted only, encrypted preferred with
specified on OS/system unencrypted allowed)
config
Browsers
Firefox Geo Specific Opt-Out + | Canary domain. Fallback to system
explicitly configured specified DNS. Enterprise policy, safe
search, parental controls detection
Chrome Limited Same Provider Auto upgrade to same DNS provider,
Auto Upgrade + explicitly | fallback to unencrypted. Enterprise
configured policy, parental controls detection
Chromium Limited Same Provider As above
variants Auto Upgrade + explicitly
configured
Mobile Apps
1.1.1.1 Manually enabled, User specified App exclusion
restricted to 1.1.1.1
service
Intra Manually enabled User specified App exclusion

© 2020 SCTEISBE and NCTA.

All rights reserved. 177




Quad9 Connect Manually enabled, User specific list of domains to send to
restricted to 9.9.9.9 system resolver
service
CPE
FritzBox Manually enabled User specified (DoT servers, fallback
behavior)
Turris Manually enabled User specified (DoT servers)
OpenWRT Manually enabled User specified (DoT/DoH servers)

Additional details of current client implementations can be found in the appendix at the end of this paper.

5. Provider Impact of DNS Encryption Clients

As can be seen from the descriptions above, there’s currently considerable diversity in client behavior
because standards only define how to use secure transport for DNS. Standards aren’t yet defined for
clients to discover encrypted resolvers, understand local network conditions, and establish and maintain a
connection.

Today end users need to take some action in order to enable DNS encryption - navigate to a configuration
interface and accept defaults and/or enter information or load an app. There are also differences in how
clients fall back to DNS over port 53 if a connection to an encrypted resolver can’t be established or fails.
And there’s no agreed upon method to acknowledge or detect local network conditions, such as the
presence of a VPN, an enterprise network, or DNS filtering that might be subverted by the choice of an
alternative resolver.

These are critical limitations for service providers. Manual configuration by users is completely
incompatible with operation at scale. Default configurations that favor public DNS resolvers bypass
provider DNS. Ignoring local network conditions can subvert security and services like parental controls.

As of July 2020, a wide range of possible solutions to these problems have been proposed in the IETF.
They can be broadly categorized as: informational drafts describing the current state of the problem,
proposals to use existing network technologies like DHCP or Radius to upgrade to secure transport,
methods to add functions to the DNS itself, and overlay solutions.

One of the drafts is currently being tested with the Firefox browser and DoH resolvers deployed by
Comcast®. In simplified terms, it tests for the presence of DNS policy (e.g., security, parental controls)
using a “canary” domain that signals its presence and then queries for a special name to get the address of
an encrypted resolver provisioned on the local network. If the query fails, then additional logic can be
implemented to select an alternative DoH resolver. This mechanism is currently being tested in Firefox
with DoH resolvers deployed by Comcast.

3 https://www.ietf.org/id/draft-rescorla-doh-cdisco-00.html
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To influence the way clients discover resolvers, the ISP/MNO community needs to be active in the IETF
and contribute to relevant RFCs. This will ensure standards deliver the same “just works” experience
users have today and are compatible with operational systems.

6. Operational Impact of DNS Encryption

Privacy is a highly visible issue almost everywhere in the world and, if subscribers perceive
encrypted DNS is “better,” providers may be motivated to deploy it across their resolution
infrastructure, particularly if subscribers start to migrate toward public DNS services.

Providers need to consider underlying details of client implementations because they’ll impact
operation and scaling of DNS resolution infrastructure. The shift to TCP-based, secure, transport
is a major change from almost exclusively UDP-based transport today. To maximize network
efficiency, resolvers will have to support today’s TCP and UDP as well as multiple transport-
level authentication and encryption options going forward. Dedicated equipment for TLS
termination (like load balancers) increases costs and operational burden. It also adds complexity
to troubleshooting efforts with separate interfaces for transport layer problems and DNS
resolution itself. Different operational teams need to be coordinated to resolve issues.

Resolver performance will be heavily driven by client side implementations, and there’s little
consistency at present. Connection set up overhead must be understood and resolvers need to be
tuned for TCP based services in addition to UDP based services. Session reuse (reusing
established sessions for multiple queries) must be evaluated as well since it can have a large
impact on performance. Advancements in modern server hardware allow for comparable scaling
of TLS termination negating the need for specialized appliance based solutions. Failure
conditions and resultant bursts of connection setup requests also need to be factored into
dimensioning decisions.

Traffic types will shift as client implementations change. Monitoring and comparing Do53, DoT
and DoH workloads on an ongoing basis will allow operations teams to make educated capacity
planning decisions. Insights into these factors can be found in a presentation at the DNS-OARC
conference held in February 2020: DNS Encryption Operational Experience and Insights.

Because it runs over HTTPS, the advent of DoH introduced the possibility of tighter integration
with applications, and DoH implementations have been released in browsers. Any app could
choose to implement DoH and it is also supported in several public or "over the top" DNS
resolution services. The combination of these two developments has important implications for
ISPs (and other network operators) and the people who use their networks.

Migrating DNS resolution to applications is a significant change. In the past, applications
running on devices relied on a stub resolver implemented as part of the devices operating system
which typically query resolvers provisioned by the operator of the network a device is connected
to.*

4 Most operating systems also allow users to manually configure DNS settings to point to a resolver that
will take precedence over a resolver configured by the local network.
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Fragmentation of DNS resolution among applications raises a number of concerns. One of the
most obvious is the risk of substantially complicating troubleshooting when connectivity
problems arise. As can be seen from the table and appendix there is currently considerable
diversity in client implementations. Individual applications could choose different resolvers and
have different methods for exposing that choice to the user (or not expose it at all). They could
also have different philosophies about respecting local DNS filtering policies on a network.

Additional considerations may apply when a provider offers resolution services to their enterprise
customers. Businesses are potentially exposed when workers use public DNS services, knowingly or not,
because sensitive internal domain names could be leaked to external sources. Internal enterprise
applications also will not work properly since internal names will not resolve on public resolvers.
Enterprises or provider partners may need to make provisions to block access to public DNS services to
prevent these problems.

Providers may need to adjust services that use DNS filtering for parental controls or security protections
to account for the presence of client implementations that may choose public DNS services. For example
as discussed previously some client implementations attempt to check for the presence of DNS filtering
by querying for a special canary domain name. In order to ensure their filtering services are preferred by
these clients providers will need to provision canary names and respond to the queries properly. In the
future there may be other methods that will have to be accommodated.

It appears as though the threat landscape will evolve as well, as attackers explore whether an encrypted
DNS path offers advantages.® In the past it was easy to monitor DNS traffic but encrypting the transport
with DoH complicates the picture since DNS queries look no different than massive volumes of HTTPS
traffic traversing a network.

One possible solution is to break the bootstrapping mechanism expoits use. DoH stub resolvers have to
query special hostnames to obtain the IP addresses of DNS resolution services before they can establish a
connection. The stub has to use the default resolver in the operating system on the device where it resides
in order to accomplish this, which is usually configured by the local network (such as a provider
network). Security vendors can track host names of malicious third party DoH resolvers so access to them
can be blocked.

Regardless of whether DNS encryption is deployed, the presence of public alternatives amplifies provider
incentives to ensure their DNS resolution services are robust and performant. Resolvers are the glue that
connects subscribers to their fixed and mobile broadband services. If operators of public DNS services
succeed in persuading subscribers to use their resolvers, they will play a significant role in controlling the
user experience. DNS is central to virtually every internet transaction, even simple web page loads can
send tens of queries. This means performance and latency of public DNS resolvers can have a direct
impact on how a user perceives their internet access. Although relatively rare, there may also be cases
where a resolver is unable to resolve a name and users get an error message that a resource is unavailable.

When public DNS services operate slowly or fail, as has happened several times in the past, subscribers
may associate the problem with their service provider because they may not understand the role DNS
plays or may not remember they switched their DNS settings! Providers may need to bear support costs
during 3rd party outages and deal with unhappy customers.

> https://www.sans.org/reading-room/whitepapers/dns/needle-haystack-detecting-dns-https-usage-39160
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A blog post referenced in the bibliography offers design and deployment guidance to help providers
establish their resolvers as the preferred choice.

7. Summary Action Plan

DNS encryption has been highly visible in industry media for more than 2 years; there are many client
implementations available including those from major OS, browser, mobile app and CPE vendors and
several scaled public DNS resolution services exist that support it. Whether deploying it or not, providers
need to be aware of the landscape and prepared to respond by:

o Communicating about privacy and security practices including network protections that block
intruders, DNS data usage and retention policies, and other privacy enhancing measures in place.

e Implementing Best Practices for DNS resolution whether or not DNS encryption is supported to
ensure provider resolvers are better than OTT alternatives - more responsive, reliable, resilient, &
secure.

e Considering value added services that protect subscribers by deterring phishing, bots and
malware that invade privacy and steal valuable personal data. Motivate subscribers to personalize
their service - so they’re less likely to leave.

e Contributing to relevant standards to ensure DNS encryption implementations deliver the same
“just works” experience users have today, and are compatible with operational systems.
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Abbreviations

CPE Customer Premises Equipment

DHCP Dynamic Host Configuration Protocol
DNS Domain Name System

DoT DNS over TLS

DoH DNS over HTTPS

HTTPS Hypertext Transfer Protocol Secure

IETF Internet Engineering Task Force

ISBE International Society of Broadband Experts
OTT Over The Top

(ON} Operating System

RFC Request For Comment

SCTE Society of Cable Telecommunications Engineers
TCP Transport Control Protocol

TLS Transport Layer Security

UDP User Datagram Protocol

VPN Virtual Private Network
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Appendix: DoT and DoH Client Implementations

As of August 2020, implementations will continue to expand and evolve.

DoT

Operating systems
Google Android - first with support for a DoT client in 2018. After configuration by the user (it’s not a
default yet) it acts as the DNS client for the device, just like the DNS over port 53 client.

Apple i0OS 14 and MacOS 11 - Introduced at 2020 developer conference. There is currently no way to
configure DoH/DoT from the network. Users can configure an encrypted default resolver for all apps on
the system. App developers can configure an encrypted resolver independent of the system, and allow
users to opt-in or configure their own encrypted resolver. DoH and DoT are context-aware, when a VPN
app or corporate network is detected they will not override configured settings. Developers can also write
"rules" to enable encrypted DNS in certain situations or contexts. Enterprise administrators will be able to
use Mobile Device Management to configure or override encrypted DNS settings. Plans call for warning
users if network providers block encrypted DNS.
https://www.zdnet.com/article/apple-adds-support-for-encrypted-dns-doh-and-dot/

Mobile Apps
1.1.1.1 - a special purpose app released by Cloudflare in 2019 acts as the default stub resolver
for a device. It connects to Cloudflare’s 1.1.1.1 public DNS service using DoT or DoH.

Quad 9 Connect - a special purpose app for Android and iOS released by Quad 9 in 2019 acts as the
default stub resolver for a device. It connects to Quad 9s public DNS service using DoT. Quad 9 is a
nonprofit founded by IBM, Packet Clearinghouse, and the Global Cyber Alliance.

CPE
FritzBox, Turris, and OpenWRT implementations proxy client requests coming in from port 53 over a
secure port 853 to a resolver.

DoH

Operating Systems
Apple i0S 14 and MacOS 11 - as above for DoT

Microsoft Windows 10 - a testable version of DoH was released in May 2020 aimed at power users. Users
configure Windows to use DoH and then need to separately add encrypted resolvers from Google,
Cloudflare, or Quad 9 through the Control Panel or Settings.
https://techcommunity.microsoft.com/t5/networking-blog/windows-insiders-can-now-test-dns-
over-https/ba-p/1381282

Microsoft plans to release additional features in their 21H1 update to include more accessible system
wide configuration functionality
https://www.howtogeek.com/685996/whats-new-in-windows-10s-21h1-update-coming-spring-
2021/
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Browsers

Mozilla - early entrant with experimental Firefox release supporting DoH in June 2018. Currently Firefox
falls back from DoH to operating system defaults for DNS when heuristics detect an enterprise DNS
configuration or DNS-based parental controls. One of the heuristics is the use of a canary domain, a
special domain name implemented by a network operator Firefox can query that signals the use of DNS
filtering on a network.

https://support.mozilla.org/en-US/kb/firefox-dns-over-https

In 2018 they released requirements for Trusted Recursive Resolvers (TRR) organizations must meet if
they want their DoH services accessible in Firefox.
https://wiki.mozilla.org/Security/DOH-resolver-policy

Chrome - early entrant with experimental Chrome release in July 2019 . Chrome preserves the user
experience by doing Same Provider Auto Upgrade (auto-upgrading when the existing DNS provider
supports DoH). It will also allow manual config of a 3rd party DoH resolver.
https://www.chromium.org/developers/dns-over-https
https://blog.chromium.org/2020/09/a-safer-and-more-private-browsing.html

For completeness Bromite, Brave, Edge, Opera, and Vivaldi all take advantage of DoH features built into
Chromium. Their network characteristics are like Chrome.

Mobile Apps

Intra - a special purpose app released by Google’s Jigsaw technology incubator in 2019 acts as the default
stub resolver for a device. It connects to Google Public DNS using DoH.

https://getintra.org/#!/

1.1.1.1 - as above for DoT.
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1. Introduction

In a cable plant, it is essential to manage upstream spectrum and mitigate the impact of interferences,
especially for lower spectrum bands that are susceptible to various types of noise ingress. The
introduction of OFDMA in DOCSIS 3.1 (D3.1) with different bit-loadings at different minislots provides
the benefits of enhanced capacity, as well as all flexibility in managing the spectrum usage. Yet
surprisingly, not many MSOs have taken full advantage of DOCSIS 3.1 capabilities. Part of the reason is,
accompanying the enhancements in capacity and flexibility, comes the complexity in computation, as we
have to deal with finer granularity in both detecting the noise levels and reacting to them fast enough.

D3.1 provides an OFDMA profile, which defines, among other properties, a bit-loading pattern that could
be adopted by a group of cable modems (CMs). Further, a Profile Management Application (PMA)
utilizes the power of offline servers to tackle the computation complexity. A PMA server may take
performance measurements on an OFDMA channel for a considerably long time in order to calculate
OFDMA profiles. However, in a typical cable plant, especially in its lower band, we may observe many
random bursts of noise that vary in time, frequency and power amplitude, and such noise might come and
go swiftly. Figure 1 below gives a snapshot of upstream interference in an HFC network. Therefore, using
PMA alone is not enough. As upstream interference is naturally observed at the CMTS, it makes sense to
augment PMA with a CMTS-based solution that adapts quickly to interference levels measured locally.

5.0 MHz i 1001 pts

Figure 1 A Snapshot of Upstream Interferences in an HFC Network

This paper presents a novel approach that uses various OFDMA profiles with different bit-loading
configurations to generate a dynamic profile. We consider upstream impairment with a duty cycle of one
or a few seconds, and target a CMTS-based adaptive solution that yields optimal throughput across all
CMs. To achieve the objective, we measure upstream channel impairments at a per-minislot level through
constantly monitoring the receptions at the CMTS burst receiver. Based on the results, we could
dynamically upgrade or downgrade IUCs. The decisions to upgrade or downgrade IUCs are considered
for each individual minislot, and can take place locally and automatically without notifying the affected
modems.

This approach is referred to as “Dynamic IUC” in the rest of the paper. The generated dynamic profile is
referred to as “Dynamic scheduling IUC”, or “DS-IUC” in short.
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This approach could be combined with any existing profile management mechanisms. For example, an
operator could manually configure 2 OFDMA profiles on an OFDMA channel, or alternatively, a PMA
server could elect 2 such profiles based on its calculation. The CMTS could then utilize these 2 profiles,
plus NULL bit-loading as a special case, to generate a DS-IUC, thus providing a 3-tier adaptation for each
minislot, at an interval much shorter than that of the PMA updates.

2. Background

OFDMA transmission as introduced in D3.1 utilizes different bit-loadings at different subcarriers in the
same upstream channel, so that it can adapt to different noise conditions at these subcarriers. D3.1
introduces multiple OFDMA Upstream Data Profiles (OUDPs) on an OFDMA channel, each of which
defines a bit-loading pattern that could be adopted by a group of CMs at a certain time period. In
particular, an OUDP includes the following information:

- An IUC number (5, 6, 9, 10, 11, 12, or 13)
- Bit-loading and pilot pattern for each minislot or consecutive minislots in order. The bit-loading
number ranges from 0 (no transmission) to 12 (4096-QAM)

Per D3.1 MULPI ([1]), the content of these profiles is communicated to CMs through UCD messages.
The assignment of one or two such profiles to a CM is using TCC in either registration response or DBC
messages. The standard limits that a maximum of two profiles of a channel could be assigned to a CM at
any given time.

For terminology, as this document considers data transmission on OFDMA channels for the most part,
therefore without mentioning explicitly, we may simply use “OFDMA profile”, “data profile” or even
“profile” to replace the full term of “OFDMA Upstream Data Profile”. We also use it interchangeably
with “data [UC” or “IUC” without ambiguity.

2.1. Performance Measurement

There exist multiple mechanisms to measure the performance of an upstream channel, including:

- Active and Quiet Probe (see [3]). For this purpose the CMTS may schedule one or more OFDMA
symbols and sends a P-MAP. In case of an Active Probe, the CMTS uses a SID assigned to an
active CM, and measures RXMER of the CM at the time specified by the P-MAP. The active
probe symbol for this capture normally includes all non-excluded subcarriers across the OFDMA
channel. In case of a Quiet Probe, the CMTS uses an Idle SID in the P-MAP. It requires all
subcarriers, including excluded ones, to be probed. Quiet probes could be used as a baseline to
generate initial upstream profiles before modems come online. On the other hand, Active Probes
could be scheduled periodically for each active CM in order to generate more accurate upstream
profiles over time.

- MER and FEC measurement associated with data receptions. The CMTS burst receiver may
provide the following information for each received burst:
o MER
o FEC correctable codeword count
o FEC uncorrectable codeword count
o Total codeword count

With the codeword counts the CMTS could subsequently calculate FEC correctable rate (i.e.,
cFEC) and FEC uncorrectable rate (i.c., uFEC).
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- OUDP Test (see [1]). D3.1 includes a mechanism to test an OUDP profile currently in use by
providing grants with a special OUDP Test SID to the testing CM. The CM will transmit using a
specific payload pattern and the CMTS could subsequently count the FEC and CRC errors in
addition to measuring the MER. The OUDP Test SID has to be assigned to the CM in advance.

In this paper, we assume the above performance measurement mechanisms are available as a prerequisite.
On top of that, we introduce a novel method that derives performance metrics per-minislot and per CM
group, in real-time and with no or minimum overhead in bandwidth utilization.

2.2. OFDMA Profile Management

The specifications in reference [4] provide operators a way to statically configure a set of OFDMA
profiles on an OFDMA channel. With such a configuration, a CMTS could locally decide which profiles
to be assigned to which CMs and at what time.

Reference [2] describes an architecture using an external Profile Management Application (PMA) server.
The PMA server constantly monitors the upstream spectrum, by initiating RxMER measurement for
upstream subcarriers (using quiet or active probes), or triggering “OUDP Test”, both through the CMTS.
The PMA could also utilize information from other tests, such as upstream captures from a PNM server,
as well as historical information obtained on the plant. With such information, the PMA server is able to
evaluate the current upstream channel’s performance and generate a set of profiles for the channel.
Meanwhile, the PMA server may also designate one or two of these profiles to each CM on this channel.
Reference [2] defines an API for this operation.

The above mechanisms require assignments or re-assignments of [UCs to CMs, or modification of [UC
content over time. Note that there are only a limited number of IUCs that can be supported on an OFDMA
channel. Besides, only one or two IUCs on this channel can be assigned to each CM at any given time.
One of them is typically the lowest bit-loading IUC (IUC 13) that is required for pre-registration.
Therefore, the mechanisms above require the CMTS to communicate with the corresponding CMs
constantly using UCD and/or DBC messages. This imposes a limitation as for how fast the profile
management functions could run, and how soon the CMTS system could adapt to channel impairment. An
operator may define a time interval, which determines how often to re-evaluate the current profiles and
potentially modify or re-assign these profiles to CMs.

In this paper, we assume that a profile management mechanism such as stated above is available as a
prerequisite, so that at any given time, each CM will be assigned with a high profile and a low profile,
denoted as IUC H and IUC L respectively. We loosely define the interval of profile modification or re-
assignment as “profile management interval”. On top of that, we introduce a novel method that
dynamically upgrades or downgrades [UCs on an OFDMA channel, at per-minislot granularity and in
reaction to real-time noise much faster than the “profile-management-interval”.

3. Per-Minislot Measurements

Assume the CMTS burst receiver is able to collect FEC correctable count, FEC uncorrectable count, total
word count and MER for each received burst (see 2.1). When FEC errors are detected with the received
burst and the burst size is more than a minislot, it is impossible to determine which minislot has
contributed to the impairment due to the effect of interleaving. In order to obtain these metrics on per
minislot granularity, we designate some minislots in each OFDMA frame to be used for one-minislot
grants, with a pre-defined percentage and with their positions rotate in each frame. See Figure 2 for an
illustration. In this way each minislot will be scanned over time with the same frequency. For example, if
we designate 1% of the minislots in an OFDMA frame to be used for single minislot grants, it takes 100
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frames to scan through every minislot. Depending on the frame size (6 — 36 symbols) and Cyclic Prefix
(CP) values, there could be ~1000 - ~8000 frames in a second. If for example there are 3000 frames in a
second, any particular minislot will be scanned 30 times in a second, including single-minislot grants at
this location assigned to any CM group.

TERE RN

Figure 2 Designated Minislots For Single-Minislot Measurements

At the time of MAP generation, the upstream scheduler allocates grants for CM requests per the normal
operation. If a grant hits one of the designated minislot location, this grant will be fragmented, and the
next grant will occupy a single minislot. Then, only performance metrics of these single minislot bursts
are taken into consideration, and the rest are discarded for this measurement. To be specific, when the
single minislot burst is received by the CMTS, it will be measured and the performance metrics will be
counted toward the group which the transmitting CM belongs to.

3.1. OUDP Test

There’re several scenarios where OUDP Test could be useful, including the following:

- A CM group could possibly drop its bit-loading to NULL in some minislots, due to severe
interference experienced at these minislots (see Section 4). In this case the scheduler avoids
scheduling any grant for either data or ranging requests, therefore there is no subsequent
measurement available on these minislots based on active data. The CMTS then has to explicitly
poll these minislots using OUDP Tests, in order to determine whether the interference condition
has changed.

- When there are unused minislots in an OFDMA frame, the CMTS could utilize these minislots to
test the performance of any CM group of its choice, again using OUDP Tests.
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4. Dynamic IUC

Assume with one or more of the “profile management” mechanisms as described in 2.2, a CM is assigned
with a high profile and a low profile, denoted as [UC H and IUC L respectively. Then, in a time interval
much smaller than the “profile management interval”, the CMTS might switch between IUC H, IUC L,
plus NULL bit-loading as a special case. Such dynamic switches could be determined for each individual
minislot, and could occur locally without communicating to the CM through MMM messages.

In particular, the CMTS upstream scheduler periodically generates a “Dynamic Scheduling IUC (DS-
IUC)”, which adopts IUC H, or IUC L, or NULL, on a minislot-by-minislot basis. In other words, the bit-
loading value at a minislot could assume bit-loading_<IUC H, minislot>, or bit-loading <IUC L,
minislot>, or 0. The scheduler could possibly encode different data IEs of the same CM with different
IUC numbers if these IEs fall into different minislots in a MAP.

] C -7 1T T 7
- —_ L — 4

Figure 3 Dynamic Scheduling IUC
An example of DS-IUC (partial) is illustrated in Figure 3. In this example, IUC H is defined as follows:
{minislot 1: 8-bit QAM}, {minislot 2-4: 7-bit QAM}, {minislot 5-8: 8-bit QAM}, ...
IUC L is defined as:
{minislot 1: 5-bit QAM}, {minislot 2-4: 4-bit QAM}, {minislot 5-8: 5-bit QAM}, ...

The DS-IUC adopts IUC H in minislot 1 —4, but adopts IUC L in minislot 5 and 6, and again adopts
NULL bit-loading in minislot 7 - 8. Therefore the DS-IUC is defined as:

{minislot 1: 8-bit QAM}, {minislot 2-4: 7-bit QAM}, {minislot 5-6: 5-bit QAM}, {minislot 7-8:
0-bit QAM}, ...
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The collection of IUC H, IUC L and NULL provides a 3-tier option for dynamic adaptation to noise
conditions to a certain extent without involving the CM, and such adaptation may be different on different
sub-bands. The creation and modification of DS-IUC is performed periodically. This period is referred to
as “dynamic scheduling interval”, which should be much smaller than the “profile management interval”.
For example, the dynamic scheduling interval can be chosen from sub-second to multiple seconds while
the profile management interval can be chosen from sub-minute to multiple minutes or even hours.

5. Experimental Results

To demonstrate the effects of Dynamic IUC, we ran an experiment in the lab with a D3.1 CMTS from
Casa Systems and a D3.1 CM from Technicolor. An OFDMA channel is configured with the frequency
span of 5 — 85 MHz and with K = 18 symbols per OFDMA frame. 5 distinct Data [UCs are configured
and allocated to the OFDMA channel, namely IUC 9 — [UC 13.

When the CM is online, two data IUCs, namely IUC 9 and IUC 13, are assigned to the CM based on
assessment of the current condition. Here IUC 9 is the “IUC H” and IUC 13 is the “IUC L”: [UC 9 has a
constant bit-loading of 1024-QAM across all minislots, and IUC 13 has a constant bit-loading of 64-
QAM across all minislots. Between the two [UCs assigned to the CM, the scheduler starts with [UC H for
unicast data transmission until there’s an issue.

Profile management interval is configured as 1000 seconds, which means for every 1000 seconds, the
system could possibly update the assignment of I[UC H and/or IUC L to the CM. This operation is skipped
in our experiment. On the other hand, the dynamic scheduling interval is configured as 5 seconds, which
means for every 5 seconds, the scheduler possibly switches among IUC H, IUC L and NULL for each
minislot and each CM group, based on per-minislot performance measurements of the current 5-second
interval.

Figure 4 depicts a snapshot of the OFDMA channel (partial) when there is no noise. In the figure, a) and
b) reflect cMER and uMER respectively, c) is the plot of MER, and d) displays the calculated DS-IUC.
At this point DS-IUC is the same as IUC 9 across all minislots. As we can see, using [UC 9 the per-
minislot cFEC and uFEC are both 0, and the per-minislot MER stays between 43.1- 47.7dB. These results
show IUC 9 is working appropriately across the whole channel, therefore DS-IUC is unchanged, i.e., it
stays the same as IUC 9.
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Figure 4 Per-Minislot Measurements and DS-IUC Without Noise

We then introduce some noise using a signal generator. The generated signal is a sharp tone centered at
25Mhz with a FM of 1Mhz. It is injected into the upstream port with a 2-way combiner. Figure 5 depicts
a snapshot of the OFDMA channel (partial) roughly 5 seconds after the noise is injected. Again a) and b)
reflect cMER and uMER respectively, c) is the plot of MER, and d) displays the calculated DS-IUC. As
we can see, at this point the MER drops below 42.3dB within minislot [30 — 68], and drops below 26.7dB
within minislot [46 — 53]. This forces a degradation in bit-loadings. As a result, the scheduler adopts [UC
13 for impaired regions within minislot [30 — 45] and within minislot [54 — 68]. It further adopts NULL
bit-loading for a severely impaired region within minislot [46 — 53]. The rest of regions is little affected
and so IUC 9 is kept unchanged.

Note the diagrams in Figure 5 illustrate measurements after the adapted DS-IUC is calculated and take
into effect, which comprises [UC 9, IUC 13 and NULL at unimpaired, impaired, and severely impaired
regions respectively. In the impaired regions, since modulation is reduced to IUC 13, uFEC and cFEC
become 0 once again. In the severely impaired region however, as NULL bit-loading is adopted, there’s
no data permitted for transmission. The CMTS needs to schedule one-minislot grants for OUDP Tests,
using IUC 13. Diagrams in a) and b) of Figure 5 show that the cFEC and uFEC values obtained with
such OUDP Test frames are still significantly high at the severely impaired region, and so the DS-IUC
stays at NULL in this region.

When the noise is removed, the per-minislot FEC and MER metrics would change accordingly to what
were before. Then, with less than 5 seconds delay, the scheduler adjusts DS-IUC to adopt IUC 9 once
again across all minislots. The diagrams at this moment are almost identical to those in Figure 4 and are
omitted here.
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Figure 5 Per-Minislot Measurements and DS-IUC with Noise

6. Miscellaneous Notes
A few notes regarding Dynamic IUC are worth mentioning here, as detailed in the following.

6.1. Dynamic Ranging Zone

Besides utilizing the per minislot performance metrics to facilitate data transmissions, the CMTS could
also use the same to direct range requests. For example, the CMTS could choose a default ranging zone to
start with. Once cable modems come online and the per-minislot performance metrics are collected, if the
CMTS determines that the original ranging zone is too noisy, it could optionally select a new region with
the highest MER. It then moves the initial ranging and/or fine ranging zone to the selected region, i.e.,
the ranging IEs would contain IUC 3 or IUC 4, and contain minislots from within that region.

6.2. Partitioning CMs to CM Groups

In the previous sections we loosely refer to the term “CM group”. It is further explained in this
subsection, as follows. We assume that all CMs utilizing an upstream channel could be partitioned into a
limited number of groups, with each group observing the same pattern of impairment at almost all times.
Different group behaviors could reflect different D3.1 CM types, or different segments of the cable plant,
etc.

The methods and rules to partition CMs into CM groups depend on deployment scenarios and
implementation specifics. In an extreme case, if the number of CMs is manageable and the resources
(memory, cpu cycle) are sufficient, we could designate each CM as a CM group.
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In another extreme case, if all CMs on the upstream channel behave uniformly across all minislots and at
all times, they could be categorized as in the same CM group. Due to the “funnel effect” of upstream
noises, this model could work for lots of scenarios. For example, it could work when the only source of
interference is ingress noise.

With CMs on an OFDMA channel partitioned into CM groups, we could obtain FEC and MER statistics
on a per CM group basis. We could also define DS-IUCs on a per CM group basis, as described in the
previous sections.

The exact mechanism for how to partition CMs into CM groups could be a topic for further studies.
6.3. Single-Minislot Approximation

Special care must be given when a single minislot is not sufficient for a grant. This could happen if the
combination of bit-loading and frame size is too small for the smallest LDPC codeword. In that case a
smallest multi-minislot grant to fit the LDPC codeword could be scheduled, which covers the minislot
being examined plus one or more neighboring minislots. The performance metrics of this minislot will be
estimated based on what is measured with the multi-minislot burst. The exact mechanism as for how to
obtain the estimation of the single minislot performance metrics could be a topic for further studies.

7. Conclusion

The solution of “Dynamic IUC” presented in this paper starts with selectively scheduling one-minislot
grants for either active data or OUDP Test data, and measures channel impairments at a per-minislot
granularity using data received at the burst receiver. Based on the above, the CMTS leverages the two
OFDMA data profiles, namely IUC H and IUC L, that were previously assigned to a group of CMs, plus
NULL bit-loading as a special case, in order to produce a DS-IUC with a 3-tier adaptation. The decision
to choose the tier is made for each individual minislot and each CM group. Additionally, the decision
takes place locally without notifying the affected CMs. Finally, it can take place immediately, i.e., one or
a few seconds after onset/offset of an impairment.

Dynamic [UC could be combined with any existing profile management mechanisms, such as PMA. For
example, one could use PMA to elect [UC H and IUC L for a group of CMs, and use Dynamic IUC to
leverage the elected IUCs and provide a 3-tier adaptation. In this way the system is able to handle both
long-term and short-term impairments, resulting in an optimal upstream throughput across all CMs.

Abbreviations
API application programming interface
cFEC correctable FEC
CM cable modem
CMTS cable modem termination system
CRC cyclic redundancy check
D3.1 DOCSIS 3.1
DBC dynamic bonding change
DOCSIS data over cable service interface specification
DS-IUC dynamic scheduling IUC
FEC forward error correction
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IE Information element

1Jc interval usage code

LDPC low density parity check

MAP upstream bandwidth allocation map
MER modulation error ratio

MMM MAC management message
OFDMA orthogonal frequency division multiple access
OuUDP OFDMA upstream data profile
PMA profile management application
P-MAP probe MAP

QAM quadrature amplitude modulation
RxMER receive MER

SID service identifier

TCC transmit channel configuration
UCD upstream channel descriptor

uFEC uncorrectable FEC

Bibliography & References

1. Data-Over-Cable Service Interface Specifications DOCSIS® 3.1, MAC and Upper layer Protocols
Interface Specification, CM-SP-MULPIv3.1-110-170111

2. Data-Over-Cable Service Interface Specifications Technical Reports, DOCSIS® 3.1 Profile

Management Application Technical Report, CM-TR-PMA-V01-180530

3. Data-Over-Cable Service Interface Specifications DOCSIS® 3.1, Physical Layer Specification, CM-

SP-PHYv3.1-110-170111

4. Data-Over-Cable Service Interface Specifications DOCSIS® 3.1, CCAP™ Operations Support

System Interface Specification, CM-SP-CCAP-OSSIv3.1-111-171220

5. White and Sundaresan, DOCSIS 3.1 Profile Management Application and Algorithms. SCTE IBSE,
NCTA, CableLabs, Spring Technical Forum Proceedings, 2016

The authors would like to acknowledge Chain Lee, Yanbo Yuan, Tao Yu, Weidong Chen and Chaoyi

Acknowledgements

Wang from Casa Systems for their valuable contributions. The authors would also thank Don Jones and

Charles Moyer from Casa Systems who have provided the interference capture and experimental data
respectively.

© 2020 SCTE-ISBE and NCTA. All rights reserved.

197



Full Band Capture Revisited

A Technical Paper prepared for SCTE*ISBE by

Ron Hranac
Technical Marketing Engineer
Cisco Systems

9155 E. Nichols Ave., Ste. 400, Centennial, CO 80112

+1-720-875-1338
rhranacj@cisco.com

and
Chad Campbell, Intraway
Roger Fish, Broadcom
Tom Kolze, Broadcom
Even Kristoffersen, Telia Norge
James Medlock, Akleza
Jason Rupe, CableLabs
Paul Schauer, Comcast
Aleksander Soeberg, Telia Norge
Tom Williams, CableLabs

Larry Wolcott, Comcast

© 2020 SCTE-ISBE and NCTA. All rights reserved.

198



Table of Contents

Title Page Number
LR [ o o (3 T3 1T o IS 5
2. FBC BENE S i 7
3. A Closer Look at Impairment Categories ..........c..uuuiiiiiiaiiiiiiiie et e e e e 9
N o (01T o = O] 10

4.1. General OpPeration..........oooi i 10
4.2 [ =T O 07001 (o)L 11

T o = T O = 0T o] [ URRRRR 12
5.1. [ S O U 02 T 17
5.1.1. Water damaged drop ......cooooviiiiieeeeeee e 18

51.2. Localizing a problem to @ SPeCifiC Arop.........uuvviieiiiiiiiiiiiiiiiiiieieiieeeeeeeeeeeeeeeeaeeees 20

5.1.3. FBC Analysis and Fault Location Example ................ccceiiiiiiiiiiiiie e, 22

6. How to retrieve and Display FBC Data ..........ooouuuiiiiiiiaiiieeieee e 27
6.1. FBC Data ColleCtioN .......ccooii i 27

Vo V7= TaTot=Yo I ol =T @Y o o] o= 11T ) o 35
7.1. Estimating Distances with High ACCUracy...........cooiii 35

7.2. Drop Cable TeStNG. ... .uuueiiiieii ittt e e e e e e e e e e e e eeaaaeeeaaa 37

7.3. Using FBC to View Upstream NOISE...........cuuuiiiiiiiieieiiiieeeee et eeeee e e 37

7.4. Using FBC to Find Water-Soaked Coaxial Cable ............cccccooiiiiiiiiiiiiiiiieeee e, 38

8.  IMpairment DEtECHION ....... oottt e et e e enaaa s 39
8.1. Impairment detection and automation ... 40

LS TR 7)o Uo7 11T o SRR 41
LT Y o] o =Y/ =1 (o] o ST 41
11. Bibliography & REfEIrENCES ........eoiiiiiiiiiie e e e e e e e 42
L2 Y o] o 1= o ) ST 44
121, File: getFbeData.py ..oooo o 44
12.2.  File: ShOWFDCDAta.pY ...cooooieieeeeee e 45

List of Figures

Title Page Number
Figure 1. Spectrum analyzer screen shot showing analog TV signals on the left side and digital signals

on the right side. The vertical axis is amplitude, and the horizontal axis is frequency. ...................... 5
Figure 2. FBC screen shot of a cable network's downstream spectrum from a DOCSIS modem in the

home of one of the authors (courtesy of COMCASE).........cooiiiiiiiiiiiiii e 6
Figure 3. FBC screen shot of a cable network's downstream spectrum. This display shows a suckout

(notch) at about 625 MHz (courtesy of BroadCom)............ooiuuuiiiiiiiaeieiiiieiee e 6
Figure 4. FBC from modem in lab setup (see text). Courtesy of CableLabs. ............ccooiuiiiiiiiiiiiiiiiiiieen. 7
Figure 5. Spectrum analyzer display of the same RF spectrum in Figure 4 (courtesy of CableLabs). ........ 8
Figure 6. Examples of some impairments found using FBC (courtesy of Comcast)..........ccccccoevviiiuiiiennenn. 9
Figure 7. Digital spectrum analyzer block diagram (See text)............cceeeiiiiiiiiiiiiiie e 11

Figure 8. Adjacency — While the spectrum is relatively flat, note that signals below 400 MHz are a few

dB higher in amplitude than signals above 400 MHz. This suggests incorrect RF level adjustment

in the headend or hub site (courtesy of COMECASE). ........couiiiiuiiiiiiiie e 12

Figure 9. Filter — Indicates the presence of a filter in the subscriber drop (courtesy of Comcast)............. 13

© 2020 SCTE-ISBE and NCTA. All rights reserved. 199


https://scte.sharepoint.com/Marketing/Shared%20Documents/2020%20Cable%20Tec%20Expo/2020%20Fall%20Technical%20Forum/Workshop%20QA%20Complete/SCTE20_WLINE06_Hranac_3024_FINAL_082120.docx#_Toc50466343
https://scte.sharepoint.com/Marketing/Shared%20Documents/2020%20Cable%20Tec%20Expo/2020%20Fall%20Technical%20Forum/Workshop%20QA%20Complete/SCTE20_WLINE06_Hranac_3024_FINAL_082120.docx#_Toc50466343
https://scte.sharepoint.com/Marketing/Shared%20Documents/2020%20Cable%20Tec%20Expo/2020%20Fall%20Technical%20Forum/Workshop%20QA%20Complete/SCTE20_WLINE06_Hranac_3024_FINAL_082120.docx#_Toc50466349

Figure 10. Negative tilt — Typical response at or near ends-of-line locations, but excessive negative tilt
could indicate a problem. Note presence of what appears to be FM broadcast band ingress at the
left end of the display (courtesy of AKIEZA).............uueiiiiiiiii e 13

Figure 711. Positive tilt — Typical response at or near the output of nodes and amplifiers. Note presence
of what appears to be FM broadcast band ingress at the left end of the display (courtesy of

F LY.« ) TR 14
Figure 72. Standing wave — Classic example of scalloped sinusoidal wave shape in the response,
caused by an impedance mismatch (courtesy of AKIEZa). .............eeviiiiiiiiiiiiii e 14
Figure 13. Suckout — Notch in the response, centered just above 700 MHz (courtesy of Akleza). ........... 15
Figure 74. Suckout - A severe example, centered between 500 MHz and 600 MHz (courtesy of
1070100 Tor= 1] o TR PP 15
Figure 15. Water damage - Non-periodic wave shape in the response and higher attenuation at higher
frequencies, typical of water damage in a subscriber drop (courtesy of Akleza). ..............ccccuvveeeeenn. 16
Figure 16. Resonant peaking — Day 1 FBC spectrum (courtesy of Comcast). ...........ooocuvviieeieeeiniiiiiieenen. 16
Figure 77. Resonant peaking - Day 2 FBC spectrum, same modem as previous figure (courtesy of
1070100 Tor= 1] o TR PP 17
Figure 18. Resonant peaking — Day 3 FBC spectrum, same modem as previous two figures. Note that
the problem seems to have disappeared (courtesy of COMCast). ........cccoeeviiiiiiiiiiiiieeiiiiiiieeeeeee, 17
Figure 79. Resonant peaking - Day 4 FBC spectrum, same modem as previous three figures. The
response problem has returned (courtesy of COMECASt)............eeiiiiiiiiiiiiiiiiiei e 17

Figure 20. Water damage before repair. Note the non-periodic wave shape in the FBC response and
the higher attenuation at higher frequencies. This particular example occurred when abrasion
damaged the cable’s jacket, allowing water to enter the cable (see text). Courtesy of Comcast....... 18

Figure 21. Most of the downstream SC-QAM signals have low signal level and degraded RxMER,

indicated in red shaded boxes. The upstream was relatively unaffected (courtesy of Comcast)....... 18
Figure 22. Damaged coax jacket where water was able to enter the cable. .....................cl 19
Figure 23. Water coming out of the end of the connector at the ground block. .............ccccccciiiiiiiiiiieen. 19
Figure 24. FBC response after drop cable was replaced from the tap to the ground block (courtesy of

1070100 To7= 1] o TR PP RR 20
Figure 25. Signal performance after the drop was replaced (courtesy of Comcast)...........ccccceeveeeiiinnnnne 20
Figure 26. Subscriber A's FBC showing 4G/LTE and 5G ingress (courtesy of Telia Norge). ................... 21
Figure 27. Subscriber B's FBC, showing no 4G/LTE or 5G ingress (courtesy of Telia Norge). ................ 21
Figure 28. Location of cell site near the affected subscriber drop..........cccoooiiiii e, 22
Figure 29. Example of using FBC to isolate a standing wave fault (courtesy of Akleza). ......................... 23
Figure 30. Amplifier [1] containing water and showing corrosion (courtesy of Akleza). ..................oeuu...e. 24
Figure 31. Fault still visible after replacement of amplifier [1] (courtesy of Akleza). .............ccccceeerrnnnnne 25
Figure 32. Amplifier [2] with corroded connector (courtesy of AKIEZa)..............eeeviiiiiiiiiiiiiiiie e, 26
Figure 33. FBC trace after faulty connector replaced (courtesy of AKIEZa). ............cooviiuiiiieiiiiiiiiiiiiieeen. 26
Figure 34. IF3-MIB spectrum capture objJectS..........cooooiii i 28
Figure 35. Configuration example for high resolution downstream data collection.................ccccccoeennnnnne 29
Figure 36. Returned SNMP table row for each frequency span. ...........ccccceeeiiiii 29
Figure 37. FBC plot using Microsoft Excel (courtesy of AKIEZA). ...........cooiiiiiiiiiiiiiiiiiieee e 31
Figure 38. FBC plot generated using example Python scripts (courtesy of Akleza). .............cccccceerrnnnnne 31
Figure 39. FBC plot with no averaging (courtesy of AKIEZa)..............ceiiieiiiiiiiiiiiee e 32
Figure 40. FBC plot with 32 averages (courtesy of AKIEZa)..............eeeiiiiiiiiiiiiiee e 33
Figure 41. Zoomed view of high resolution and averaged FBC (courtesy of Akleza). ...........ccccccceernnnnne 34

© 2020 SCTE-ISBE and NCTA. All rights reserved. 200



Figure 42. Diagrams showing what is observed at two points on a cable line for the one- and two-
reflection cases. The inpulse responses on the right can be observed by the FBC and the inpulse

responses can be observed by an active or passive TDR. .........ccouiiiiiiiiiiiiiiiiiiiiiiiieeeieeeeeeeeeeeeeeees

Figure 43. Damaged hardline coax that was at one end of an echo tunnel; the other end was a loose
seizure screw on a chassis terminator installed in an end-of-line tap. Further complicating things:

The damaged cable was submersed in water. Courtesy of CableLabs...............ccccccovviinnnn.

Figure 44. Water-soaked coax, FBC plot on left and impulse response on right. The impulse response

R 1o 1Yo 1] o T=T =TT N

Figure 45. Coax with standing wave response. FBC plot is on left and impulse response is on right.

The impulse response is NOt AISPEISEd.......c.oeiiiuuiiii e eaeeeees

© 2020 SCTE-ISBE and NCTA. All rights reserved.

.. 36

201



1. Introduction

One of the most versatile pieces of test equipment available to the cable industry is the spectrum analyzer.
Spectrum analyzers, which are instruments that display signals in the frequency domain (see Figure 1)
have for decades been used for headend, hub site, and outside plant maintenance and troubleshooting.
However, spectrum analyzers have historically been expensive and not typically available to field
personnel; usually not particularly portable; and in some cases, complicated to use.

That said, wouldn’t it be nice to have a REF 26.9 dBa¥ AT 10 db
spectrum analyzer in every cable bz e = L e
subscriber’s home? What if those in-
home spectrum analyzers could be
remotely accessed so that technicians
didn’t have to go to each home to use
them? Even better, what if that in-home
spectrum analyzer capability already
existed and was widely deployed?

Let’s answer those three questions in

reverse order, starting with the last one
first: In-home spectrum analyzer . : : : . : : :
capability does exist and has for several CENTER 560.50 Wiz SPAN 60.00 NNz
years. Those in-home spectrum analyzers AT ' : ‘ '

can be remotely accessed, using simple Figure 1. Spectrum analyzer screen shot showing
network management protocol (SNMP)  analog TV signals on the left side and digital signals
or similar. And while not in every cable  on the right side. The vertical axis is amplitude, and

subscriber’s home, they are in a sizeable the horizontal axis is frequency.
percentage of homes with Data-Over-

Cable Service Interface Specifications
(DOCSIS™) customer premises equipment (CPE).

That in-home spectrum analyzer capability is known as full band capture (FBC) and is a cable modem
spectrum analysis feature available in DOCSIS 3.0 and 3.1 cable modems. Cable modem spectrum
analysis functionality was first defined in version 120 of the DOCSIS 3.0 Operations Support System
Interface Specification (CM-SP-OSSIv3.0-120-121113) back in November 2012." See [Ref. 1].2

Figure 2 shows an example of an FBC display of the downstream in a cable network. The data was
captured remotely from an FBC-capable DOCSIS modem in the home of one of the authors, showing a
problem-free downstream spectrum. The vertical axis is amplitude ({BmV), the horizontal axis is
frequency in MHz, and the resolution bandwidth (RBW) is 117 kHz.

1 The DOCSIS 3.0 specifications were first published in 2006, and the first DOCSIS 3.0 cable modems were certified
by CableLabs in 2008.
2 References are in the bibliography near the end of the document.
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Figure 2. FBC screen shot of a cable network's downstream spectrum from a DOCSIS
modem in the home of one of the authors (courtesy of Comcast).

Figure 3 shows another example of an FBC display of the downstream spectrum in a cable network. The
display was captured remotely from an FBC-capable DOCSIS modem in a cable subscriber’s home, and
shows a suckout (notch) in the vicinity of 625 MHz that would otherwise have been difficult to identify
without having a technician on-site. As before, the vertical axis is amplitude (dBmV), the horizontal axis
is frequency in MHz, and the RBW is 117 kHz.

Spectra

e ‘Mm'w

100 200 300 400 500 600 00 800 800 1000

Figure 3. FBC screen shot of a cable network's downstream spectrum. This display
shows a suckout (notch) at about 625 MHz (courtesy of Broadcom).

Some operators have been using FBC successfully as part of their proactive network maintenance (PNM)
programs. But many operators have not taken advantage of FBC, perhaps because they don’t know about
it, or don’t know how to use it. Whatever the reason, FBC is a powerful tool that is supported in most
DOCSIS 3.0 and all DOCSIS 3.1 cable modems.

This paper highlights the benefits of FBC; provides an overview of how FBC works; shows several
examples of the types of impairments that can be identified using FBC, along with some use cases
demonstrating how cable operators use FBC to troubleshoot specific problems; and explains how to
retrieve and display spectral data from modems (example Python code to retrieve and plot FBC data can
be found in the Appendix). Also included is a discussion about using FBC for displaying upstream
spectral data — especially noise — a capability supported in some cable modem implementations. Finally,
the paper provides guidance and findings about how to transform the visual spectrum data into actionable
decisions, including opportunities for automation, and operational expenditure savings.
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2. FBC Benefits

As mentioned previously, FBC is being used by several cable operators as part of PNM programs, both in
standalone tools and in third party PNM tools. FBC enables operators to have spectrum analysis
capabilities wherever FBC-capable DOCSIS 3.0 and 3.1 cable modems have been deployed.

Is FBC really like having a spectrum analyzer in subscribers’ homes? Figure 4 and Figure 5 show a lab
setup comparing the screen shot from an FBC-equipped cable modem with a screen shot from a Keysight
spectrum analyzer. Single carrier quadrature amplitude modulation (SC-QAM) signals are located at the
low end of the spectrum starting at 261 MHz. Two orthogonal frequency division multiplexing (OFDM)
signals are located between about 408 MHz to 600 MHz and 608 MHz to 800 MHz respectively. A
continuous wave (CW) carrier is present at 303 MHz. A filter created a deep notch at about 337 MHz, and
a 5 MHz to 750 MHz bandpass filter rolled off the higher OFDM signal about 25 dB from 750 MHz to
800 MHz.

200 300 400 500 00 800 200 1000

Fraquiancy MHz

Figure 4. FBC from modem in lab setup (see text). Courtesy of CableLabs.
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Figure 5. Spectrum analyzer display of the same RF spectrum in Figure 4 (courtesy of
CableLabs).

FBC allows operators to obtain remote spectrum captures at the subscriber premises without having to
take an expensive spectrum analyzer into the field; without requiring access into subscribers’ homes; and
without having to roll a truck to identify problems! Key benefits of FBC include significant operational
advantages, not to mention operational cost savings.

With a substantial number of FBC-capable DOCSIS cable modems already deployed, these devices have
gathered critical mass and are now in a large percentage of subscribers’ homes. As such, operators can
use FBC to identify individual drop problems, and correlate RF spectrum signatures from neighboring
modems to troubleshoot and locate distribution network problems affecting groups of modems.

The width of the FBC spectrum — the full downstream spectrum (and sometimes also the upstream
spectrum, depending on modem implementation) — allows operators to detect very short micro-reflections
not visible when just a single channel is analyzed through adaptive equalization or pre-equalization. FBC
has enabled verification of channel RF level alignment — for instance, incorrect narrowcast injection
signal levels — and the detection of ingress. Correlation of FBC signatures before and after actives enables
the detection of nonlinear problems in amplifiers. And much, much more. Figure 6 shows examples of
some of the impairments that can be identified using FBC. Additional examples are included later in this

paper.
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Figure 6. Examples of some impairments found using FBC (courtesy of Comcast).

Clearly, having the equivalent of a spectrum analyzer in every home that has an FBC-capable modem
provides powerful troubleshooting and maintenance capabilities. That said, it is simply not practical for
cable operators to manually look at every modem’s FBC spectrum data. What to do? Automated spectrum
signature analysis and impairment detection are available to scale the analysis to the millions of modems
deployed with FBC functionality, and are discussed later in Section 8. All of this can be done remotely!

3. A Closer Look at Impairment Categories

Impairments to an FBC’s spectrum can be broken into two classes or categories: things that are added to
the FBC that should not be there, and downstream signals that have been modified from their original
unimpaired state. Fortunately, most downstream SC-QAM and OFDM signals appear to have a relatively
static noise-like appearance to a spectrum analyzer, but this is not true for upstream signals.

Energy that is added includes:

e Random noise from plant nonlinear distortion or from too-low RF levels.

e Wideband ingressors such as LTE signals and UHF TV broadcast signals, entering the network
via shielding problems in the hardline distribution network or subscriber drop (including inside
the home).

e Narrowband signals like broadcast FM radio and amateur radio transmissions, entering the
network via shielding problems in the hardline distribution network or subscriber drop (including
inside the home).

e House wiring noise. House wiring noise can enter the cable plant through defective coaxial cable
shielding, which is unfortunately pervasive. [Ref. 2] estimates that 12% to 20% of houses have
defective cable shielding and can pass noise from house electrical wiring to the cable plant.
House wiring noise is harder to detect and measure because it is often intermittent, usually
impulsive in nature, and concentrated in the upstream band, which is visible only with cable
modem FBC hardware that has an upstream view capability. Such modems are already deployed
in the field (more on this later),

e FBC measurement artifacts, such as an elevated noise floor and spurious signals. These generally
are relatively small and easy to identify.
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Things that modify the waveform include:

e Adjacency — One example is incorrect narrowcast RF signal levels compared to the rest of the
downstream spectrum.

o Filter — Indicates the presence of a filter (e.g., a high-speed data-only filter).

e Non-periodic waves — A response impairment that occurs in the presence of distributed
impedance mismatches that can be caused by, for example, water in the coaxial cable.

e Resonant peaking — Usually caused by a loose module, circuit board, poor grounding, etc., in an
active or passive device.

e Rolloff — Low-end rolloff is usually caused by a loose center conductor seizure screw or similar.
Higher-frequency rolloff is caused by water, or damaged cable or equipment.

e Standing waves — Periodic scalloped sinusoidal or sinusoidal-like amplitude ripple in the
frequency response is created by discrete impedance mismatches.

e Suckout — Notch in the frequency response affecting one or more channels, caused by loose
modules, module covers, printed circuit boards, poor grounding, and similar problems inside of
active or passive device housings. Can also be caused by repetitive, regularly spaced impedance
discontinuities in coaxial cable.

e Tilt — Some upward or downward tilt is normal, but excessive downward tilt is indicative of a
problem.

Because a cable operator may have many millions of cable modems in its plant, and because the artifacts
can be dynamic, as mentioned previously software exists that can automatically detect and report on both
added and modified impairments. The power of human eyes and brains is assisted greatly by sophisticated
PNM software algorithms processing thousands of FBC responses in batch mode.

Several examples of FBC spectrum displays showing a variety of impairments are included in Section 5.

4. How FBC Works

4.1. General Operation

FBC is a feature that uses low-cost discrete Fourier transform (DFT) and fast Fourier transform (FFT)-
based technology to support spectrum analyzer-like functionality in many DOCSIS 3.0 and all DOCSIS
3.1 cable modems.

As mentioned earlier, FBC spectrum data can be accessed remotely using SNMP or similar, allowing a
cable operator to see where various impairments might be problematic from the perspective of the
modems and without the need to be on-site at the subscriber premises.

Spectrum analyzers are instruments used to measure the frequency content of an input signal. This is also
what DFT does. Multiplying the input signal by what is called a DFT matrix measures the correlation of
that input signal with each row in the DFT matrix, and each row is a sine/cosine of a particular frequency.
Thus, each output bin represents the power of the input signal at that frequency with a complex value
which corresponds to the amplitude and phase of that frequency component within the input signal.
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Figure 7. Digital spectrum analyzer block diagram (see text).

Figure 7 shows a block diagram of a digital spectrum analyzer which could reside in a cable modem. The
input signal enters at the left of the diagram; this signal is the full upstream or downstream band of the
cable plant. An analog front end (represented by a small triangle in the figure) amplifies the signal and
provides RF gain control. A high-speed analog-to-digital converter (ADC) provides digital samples of the
signal. A digital tuner, consisting of a digital oscillator and lowpass filter, selects the desired analysis
band around a specified center frequency. The signal from the selected band is applied to the FFT, which
multiplies the signal by the DFT matrix. Each bin of the FFT output comprises a complex value
consisting of two numbers, real (I) and imaginary (Q), giving the correlation of the input signal with the
particular frequency corresponding to a single row of the DFT matrix. Typically, a spectrum analyzer is
only concerned with the magnitude, not the phase, of the FFT output. So, the power (magnitude-squared)
of each bin is computed, that is, I* + Q? for each bin. If spectrum smoothing is to be applied, the
previously-described process is repeated with a fresh set of data from the same band, and the power
values from several captures are averaged at each bin location. The smoothed bins are converted to
decibels by taking 10*logio of each bin power value. The decibel values, one for each frequency bin, are
displayed as the spectrum of the input signal.

If the entire band is able to be processed as a single analysis band, the tuner shown in Figure 7 is not
necessary. However, if the band is being analyzed in segments, then the tuner is used to step through a
sequence of analysis segments of the full band, and the individual spectrum segments are spliced together
to produce the overall wideband spectrum.

4.2. FBC Controls

The cable modem FBC feature is defined by the CmSpectrumAnalysis management information base
(MIB) object in the CableLabs DOCSIS 3.1 CM OSSI specification [Ref. 3]. The
CmSpectrumAnalysisCtrlCmd MIB provides a set of attributes which are used to configure and enable a
spectrum capture. The cable modem spectrum capture is performed over a set of spectral segments where
the segment width is defined by the SegmentFrequencySpan and the entire capture is defined by the
FirstSegmentCenterFrequency, LastSegmentCenterFrequency and NumBinsPerSegment.
WindowFunction allows selection from an assortment of windows. The RBW is a function of the
NumBinsPerSegment but is scaled by an amount related to the WindowFunction in use for the capture;
the reported RBW (units of Hz) is used to multiply an input signal or noise flat power spectral density
(PSD, or dBmV per Hz) to yield the power (IBmV) measured in each bin: Flat PSD (dBmV/Hz) times
RBW (Hz) equals bin power (dBmV). The frequency-resolving capability of the window, which is similar
to the frequency span of its passband, is different than the RBW, and is described by the
EquivalentNoiseBandwidth MIB object. This object is a unitless number relating the ratio of the window
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frequency span divided by the FFT bin spacing. At least one vendor has scaled the application of the
window function such that the RBW is always equal to the bin spacing, but the frequency-resolving
capability is still described by the EquivalentNoiseBandwidth MIB object. An averaging feature,
NumberOfAverages, is available for the FBC which uses the leaky integrator method. The averaging
feature is very useful in that the averaging is performed by the cable modem software prior to making the
data available. The data for a particular capture can be retrieved using the CmSpectrumAnalysisMeas
object or by using the Bulk Data CM Spectrum Analysis File uploaded via TFTP. Additional details are
discussed in Section 6.

The CableLabs specification has no requirements with respect to the accuracy of the spectrum analysis
feature. However, the measurement inherits accuracy from the cable modem requirement to report the
power per 6 MHz in any downstream channel with an accuracy of £3 dB. The amplitude data which is
made available as just described uses 16 bit two’s complement notation in units of hundredths dBmV per
bin.

5. FBC Examples

This section includes several examples of FBC screen shots from operating cable networks. The examples
highlight some of the more common impairments that can be identified using FBC. In systems where
FBC is being used, technicians’ comment that the spectrum analyzer-like displays are very intuitive and
easy to interpret. Use case examples with more detailed information about the problems observed are
included, too.
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Figure 8. Adjacency — While the spectrum is relatively flat, note that signals below 400
MHz are a few dB higher in amplitude than signals above 400 MHz. This suggests
incorrect RF level adjustment in the headend or hub site (courtesy of Comcast).
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Figure 9. Filter — Indicates the presence of a filter in the subscriber drop (courtesy of
Comcast).
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Figure 10. Negative tilt — Typical response at or near ends-of-line locations, but excessive
negative tilt could indicate a problem. Note presence of what appears to be FM broadcast
band ingress at the left end of the display (courtesy of Akleza).
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Figure 11. Positive tilt — Typical response at or near the output of nodes and amplifiers.
Note presence of what appears to be FM broadcast band ingress at the left end of the
display (courtesy of Akleza).
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Figure 12. Standing wave — Classic example of scalloped sinusoidal wave shape in the
response, caused by an impedance mismatch (courtesy of Akleza).
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Figure 13. Suckout — Notch in the response, centered just above 700 MHz (courtesy of
Akleza).
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Figure 14. Suckout - A severe example, centered between 500 MHz and 600 MHz
(courtesy of Comcast).
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Figure 15. Water damage - Non-periodic wave shape in the response and higher
attenuation at higher frequencies, typical of water damage in a subscriber drop (courtesy
of Akleza).

The next four figures show resonant peaking varying over a four-day period. An important note: Should a
varying response problem such as resonant peaking occur in the vicinity of the cable network’s AGC
pilot, amplifier operation will be affected and signal levels will vary, too. Tracking down what is often an
intermittent problem like this is usually difficult, but FBC can be a valuable tool to help quickly identify
and locate the source.
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Figure 16. Resonant peaking — Day 1 FBC spectrum (courtesy of Comcast).
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Figure 17. Resonant peaking - Day 2 FBC spectrum, same modem as previous figure
(courtesy of Comcast).
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Figure 18. Resonant peaking — Day 3 FBC spectrum, same modem as previous two
figures. Note that the problem seems to have disappeared (courtesy of Comcast).
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Figure 19. Resonant peaking - Day 4 FBC spectrum, same modem as previous three
figures. The response problem has returned (courtesy of Comcast).

5.1. FBC Use Cases

The following examples include additional details related to the use of FBC to troubleshoot problems.
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5.1.1. Water damaged drop

FBC was used to identify an individual subscriber drop that had water damage, specifically by the unique
signature in the displayed frequency response. As Figure 20 shows, the response has a non-periodic
wave shape, and attenuation increases dramatically at higher frequencies. Remote polling of the modem
showed that most of the downstream SC-QAM signals had poor performance, as shown in Figure 21.
The upstream was relatively unaffected.
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Figure 20. Water damage before repair. Note the non-periodic wave shape in the FBC
response and the higher attenuation at higher frequencies. This particular example
occurred when abrasion damaged the cable’s jacket, allowing water to enter the cable
(see text). Courtesy of Comcast.
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Figure 21. Most of the downstream SC-QAM signals have low signal level and degraded
RxMER, indicated in red shaded boxes. The upstream was relatively unaffected (courtesy
of Comcast).

Technicians went to the subscriber location and were able to find and fix the problem without having to
enter the premises. Figure 22 shows the coax jacket, which had been damaged by abrasion from the
electrical service drop. The damaged coax jacket allowed water to enter the cable and travel inside of the
cable all the way to the ground block. Figure 23 shows water coming out of the connector at the ground
block end of the drop.
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Figure 22. Damaged coax jacket where water was able to enter the cable.

Figure 23. Water coming out of the end of the connector at the ground block.
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The fix was to replace the subscriber drop from the tap to the ground block. Figure 24 shows the FBC
screen shot after the new drop was installed, and Figure 25 the post-repair SC-QAM performance.

Spectra
720.7265625: binData: -36.8

Il ‘ T WW-ﬂm”ﬂmmm'ﬁ’ﬂ'mﬁm‘?’r‘ﬂ‘qm‘wwr‘m«mnwf 7 W
LI - I

sprerererred

{

100 200 300 400 500 600 700 BOO 500 1000

Figure 24. FBC response after drop cable was replaced from the tap to the ground block
(courtesy of Comcast).
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Figure 25. Signal performance after the drop was replaced (courtesy of Comcast).
Additional discussion about water-soaked cable can be found in Section 7.4.
5.1.2. Localizing a problem to a specific drop

A problem was detected at Subscriber A: The OFDM modulation profile was limited to 64-QAM, but was
expected to be 2048-QAM or better.

The OFDM signal in this 860 MHz HFC network is from 774 MHz to 864 MHz, with an exclusion band
configured — 790 MHz to 820 MHz — to avoid ingress from the European 800 MHz 4G/LTE band.

Using the cable modem’s built-in FBC function (port 8080), strong ingress was detected at all 5G and
LTE frequencies in the area, as shown in Figure 26.
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Figure 26. Subscriber A's FBC showing 4G/LTE and 5G ingress (courtesy of Telia Norge).

Looking up the neighboring address (Subscriber B) and using FBC in that cable modem (Figure 27), no
ingress is to be seen.
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Figure 27. Subscriber B's FBC, showing no 4G/LTE or 5G ingress (courtesy of Telia
Norge).

It can now easily be determined that the root cause of the problem is related to the drop cable and/or
house internal network at Subscriber A’s premises.
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Checking the location of nearby base stations (Figure 28), it turns out that Subscriber A is located
approximately 420 meters (~1380 feet) from a cell site that is operating on the 700, 800 and 900 MHz

bands.

Base station

[1s35] 5G - 700MHz band

UL: 703-733MHz/DL: 758-788MHz
4G/LTE — 800MHz band

UL: 832-862MHz/DL: 791-821MHz
AG/LTE - 900MHz band

. ﬁApprDK 420m UL: 880-915MHz/DL: 925-960MHz

Figure 28. Location of cell site near the affected subscriber drop.

5.1.3. FBC Analysis and Fault Location Example

In this example a standing wave was detected that impacting a large part of a node’s service area. This
problem could clearly be seen in the FBC plots as shown in the traces on the right-hand side of Figure
29 and was impacting all subscribers downstream of amplifier [1]. Modems that were being fed by a
different distribution leg of upstream amplifier [2] did not show the impairment as can be seen in the FBC
plot on the left. This analysis immediately isolates the problem to output connections coming from
amplifier [1], the trunk output of amplifier [2] connecting to amplifier [1], or a cable fault between the

two amplifiers.
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Figure 29. Example of using FBC to isolate a standing wave fault (courtesy of Akleza).
The technicians first checked amplifier [1] and its output connections. When the amplifier was opened,

water poured out indicating a problem with the enclosure seal. Additionally, the internals of the amplifier
showed corrosion as can be seen in Figure 30.
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Figure 30. Amplifier [1] containing water and showing corrosion (courtesy of Akleza).

Given the amount of damage to the amplifier, it was replaced, and the cable modems rescanned. This did
not correct the problem indicating that the fault causing the standing wave was upstream of amplifier [1].
A field meter attached to the input side of the amplifier was used to verify this analysis and showed the
problem could be seen in the signal coming in from upstream amplifier [2] (Figure 31).

The fault must therefore be with upstream amplifier [2] or its trunk output as it was already determined
that the fault could not be seen on either of the amplifier’s auxilliary distribution outputs.
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Figure 31. Fault still visible after replacement of amplifier [1] (courtesy of Akleza).

Verifying the signal at the output test port for the trunk connection did not show any standing wave
meaning that the problem had to be with the output connector itself or the cable. When the output
connection was inspected it was noticed that the connector showed signs of corrosion as well as the center
conductor being cut too short, and therefore not making good contact internally (Figure 32). Corrorision
and badly installed connectors are common causes of impedance mismatches in the cable plant and can
cause standing wave spectrum faults.
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Figure 32. Ampilifier [2] with corroded connector (courtesy of Akleza).
Once the output connector was replaced, the cable modems were rescanned and showed that the standing

wave fault had been fixed. Figure 33 shows the resulting FBC plot from one of the cable modems after
the fault was corrected.
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Figure 33. FBC trace after faulty connector replaced (courtesy of Akleza).
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This example shows how analyzing FBC data collected remotely from cable modems within the network
can quickly be used to identify customer service faults and quickly triangulate the fault location based on
the FBC response from multiple devices.

6. How to retrieve and Display FBC Data

6.1. FBC Data Collection

In DOCSIS 3.0 the configuration and collection of FBC data uses SNMP requests to a cable modem
supporting FBC. The PNM Best Practices: HFC Networks (DOCSIS 3.0) guide [Ref. 4] describes the
high-level functionality while the SNMP MIB objects are defined in the DOCS-IF3-MIB.?

DOCSIS 3.1 introduced a new set of requirements on the cable modem related to the collection and
reporting of PNM data as described in Section 9 of the DOCSIS 3.1 Physical Layer Specification [Ref. 5],
and in PNM Best Practices Primer: HFC Networks (DOCSIS® 3.1) [Ref. 8]. DOCSIS 3.1 also introduced
a new bulk-data transfer mechanism that uses the trivial file transfer protocol (TFTP) to upload PNM data
to a destination TFTP server. Configuration of the PNM test execution, file storage, and TFTP destination
use SNMP as defined in [Ref. 3] and CCAP Operations Support System Interface (OSSI) Specifications
[Ref. 6].

While the DOCSIS 3.1 bulk-data transfer mechanism supports the collection of FBC data, this is only
supported by DOCSIS 3.1 cable modems. The DOCSIS 3.0 SNMP-only mechanism is, however,
supported by both DOCSIS 3.0 and 3.1 modems and functionally provides the same capability so can be
used as a single method across both cable modem types. This section covers the use of the DOCSIS 3.0
SNMP configuration and retrieval mechanism. For more information on the DOCSIS 3.1 bulk-data
transfer mechanism refer to [Ref. 3] and the DOCS-PNM-MIB.

Commercial FBC data collection, analysis, and display products are generally available in the market
from PNM vendors. The following information is provided on how to configure, retrieve, and plot FBC
data for those looking to experiment with and understand what is possible with that data. Because
capturing spectrum information requires SNMP read/write access to the cable modems, access using a
locally attached workstation is unlikely. Typically, an FBC solution is deployed within the cable
operator’s operations or back office organization and must deal with a number of elements including
security and data storage. A high resolution, full downstream spectrum capture can generate 200 kB to
300 kB of data that is streamed back from the cable modem. Deploying a system-wide solution therefore
requires careful engineering as well as suitable resources to handle the data collection and storage
requirements.

In the provided examples the freely available Net-SNMP tools are used which can be installed on most
operating systems. For specific instructions on installing and using Net-SNMP for a particular platform
visit the Net-SNMP website at www.net-snmp.org. Any SNMP community string or IP addresses
included in this paper are simply examples and should be updated to match your own environment. Some
Python-based scripts have also been provided to assist in the collection and display of the FBC data.
These are provided purely for informational purposes and should not be considered production-level code.
Figure 34 shows the DOCS-IF3-MIB objects that will be used to configure and retrieve the FBC data from
the cable modem.

3 The CableLabs MIB repository is here: http://mibs.cablelabs.com/MIBs/DOCSIS/
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v docsif3CmSpectrumAnalysisCtriCmd
F:g docsif3CmSpectrumAnalysisCtriCmdEnable
@ docsif3CmSpectrumAnalysisCtriCmd Inactivity Timeout
@ docsif3CmSpectrumAnalysisCtrlCmdFirstSegmentCenterFrequency
F:g docsif3CmSpectrumAnalysisCtriCmdLastSegmentCenterFrequency
docsIf3CmSpectrumAnalysisCtriCmdSegmentFrequencySpan
E docsif3CmSpectrumAnalysisCtriCmdMumBinsPerSegment
E docsif3CmSpectrumaAnalysisCtriCmd EquivalentNoise Bandwidth
@ doeslf3 CmSpectrumAnalysisCerlCmdWind owFunction
[# docsif3CmSpectrumAnalysisCtriCmdMNumberOfAverages
v docsIf3CmSpectrumAnalysisMeasTable
¥ docsIf3CmSpectrumAnalysisMeasEntry
% docsif3CmSpectrumAnalysisMeasFrequency
W docslf3CmSpectrumAnalysisMeasAmplitudeData
@ docsif3CmSpectrumAnalysisMeasTotalSegmentPower

Figure 34. IF3-MIB spectrum capture objects

While in general all DOCSIS 3.0 and 3.1 cable modems should be capable of spectrum capture, some
early DOCSIS 3.0 cable modems running older versions of firmware may not support the capability. In
order to first determine if a cable modem supports FBC, a simple SNMP read operation on the
docsIf3CmSpectrumAnalysisCtrlCmdEnable object can be performed. If the device supports FBC, this
object will return a value, while a device that does not support the function will return an SNMP No Such
Object error meaning that the cable modem firmware does not support the DOCS-IF3-MIB FBC objects.

This example shows a response from a cable modem that supports FBC.

$ snmpget -vZc -c public 10.60.0.7 docsIf3CmSpectrumAnalysisCtrlCmdEnable.@
DOCS-IF3-MIB: :docsIf3CmSpectrumAnalysisCtrlCmdEnable.@ = INTEGER: false(2)

This example shows the response from a cable modem that does not support FBC.

$ snmpget -v2c -c public 10.60.0.17 docsIf3CmSpectrumAnalysisCtrlCmdEnable.@
DOCS-IF3-MIB: :docsIf3CmSpectrumAnalysisCtrlCmdEnable.® = |No Such Object available on this agent at this OID

Instructing the cable modem to collect FBC data and then retrieving the data is a two-step process. First
the docsIf3CmSpectrumAnalysisCtriCmd objects need to be set to values describing the data capture you
want, and then the results are read from the docsTf3CmSpectrumaAnalysisMeasTable. Again, depending
upon the vintage of the cable modem and the functionality supported by its firmware, not all
configurations may be possible.

To understand the configuration of the spectrum capture, you first need to consider how much of the
spectrum you want to capture, and the resolution of the captured data. Between the start
(docsIf3CmSpectrumAnalysi sCtrlCmdFirstSegmentCenterFrequency) and end
(docsIf3CmSpectrumAnalysisCtriCmdLastSegmentCenterFrequency) points of the desired spectrum
capture, you define the width of a segment
(docsIf3CmSpectrumAnalysisCtriCmdSegmentFrequencySpan) and then how many samples or bins
(docsIf3CmSpectrumAnalysisCtrlCmdNumBinsPerSegment) you want measured within that segment.
The configuration of these parameter defines how much data is going to be collected and needs to be read
back from the cable modem. The greater the number of bins the higher the spectral resolution, however,
this will generate more data that must be retrieved.

For example, if you request a capture of the full downstream spectrum, from, say, 54 MHz to 1002 MHz,
using a segment frequency span of 6 MHz, and 256 bins per segment, you would generate 40,192 data
points at a resolution of 23 kHz per point. Reduce the number of bins to 64, and you would now only

© 2020 SCTE-ISBE and NCTA. All rights reserved. 225



have 10,048 data points with a resolution of 94 kHz per point. Depending upon how you intend to use the
data and the resources available to capture and store the data, you can adjust these configuration
parameters accordingly.

To initiate a spectrum capture, you first must set the configuration parameters and the enable flag. Figure
35 shows how to configure a high resolution full downstream data collection as just described.

$ snmpset -vZc -c public 16.38.8.12 \
docsIf3CmSpectrumAnalysisCtriCmdFirstSegmentCenterFrequency.® u 57000000 Y
docsIf3CmSpectrumAnalysisCtriCmdLastSegmentCenterFrequency.@ u 999000800 Y\
docsIf3iCmSpectrumAnalysisCtriCmdSegmentFrequencySpan.@ u 6000860 1\
docsIf3CmSpectrumAnalysisCtrlCmdNumBinsPerSegment.® u 256
docsIf3CmSpectrumAnalysisCtrlCmdEnable.® i 1

Figure 35. Configuration example for high resolution downstream data collection.

The command in Figure 35 sets the span width to 6 MHz, the start center frequency to 57 MHz, and the
end center frequency to 999 MHz. Setting the enable value to true (1) signals the cable modem to start its
spectrum capture. Using the 6 MHz span width additionally allows the spans to be aligned to standard
channel frequencies whose power is also measured during the spectrum capture.

With the spectrum capture now enabled, the spectrum data can be retrieved by doing a snmpwalk of the
docsIf31CmSpectrumAnalysisMeasAmplitudeData. This will return an SNMP table row for each
frequency span as shown in Figure 36.

$ snmpwalk -vZc -c public 18.38.0.12 docsIf3CmSpectrumAnalysisMeasAmplitudeData
DOCS-IF3-MIB::docsIf3CmSpectrumAnalysisMeasAmplitudeData.5708000@ = Hex-STRING:
03 65 CO 40 00 5B 8D 80 0O @O 01 OO0 00 0O 5B BD

00 00 5B 8D E6 D6 E6 EA E6 9D E6 43 E6 11 E6 19

E5 A6 E4 56 E3 BB E4 59 E5 B8 E6 41 E6 5C E6 2B

: S0ME DATA ROWS REMOVED TO SAVE SPACE

E6 C7T E6 BO E6 TE E6 4B E6 06 E5 73 E4 8D E3 77

E® F5 E®@ 8E E1 AC E3 41 E3 D1 E3 92 E3 4C E2 52

El 47 E2 1C

DOCS-IF3-MIB::docsIf3CmSpectrumAnalysisMeasAmplitudeData.999000000 = Hex-STRING:
3B 8B 87 CO 00 5B 8D 80 00 0O 61 00 B0 G0 5B BD

0@ @0 5B 8D E6 28 E4 OA E1 FB E2Z 9D E5 59 E6 59

E6 86 E6 AB E6 8E ES FC E4 C9 E2 EE DE 32 DE SF

: SOME DATA ROWS REMOVED TO SAVE SPACE

E8 87 EB 8F E8 26 E7 B9 ET 2F E6 E3 E6 C5 E6 61

E5 3E E4 55 E5 31 E7 45 ET FC E8 2F E7 D3 ET 0C

ES TA E2 41

Figure 36. Returned SNMP table row for each frequency span.

The first 20 bytes of each rows data consists of five integers (4 bytes) as follows:

4 bytes: CenterFreqg

The center frequency of the span.

4 bytes: FregSpan
The width in Hz of the span.

4 bytes: NumberOfBins
The number of data points or bins that compose the
spectral data. The leftmost bin corresponds to the
lower band edge, the rightmost bin corresponds to the
upper band edge, and the middle bin center is aligned
with the center frequency of the analysis span.

4 bytes: BinSpacing
The frequency separation between adjacent bin
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centers. It is derived from the frequency span and
the number of bins or data points.
The bin spacing is computed as:

BinSpacing = FrequencySpan/ (NumberOfBins - 1)

The larger the number of bins the finer the resolution.
4 bytes: ResolutionBW

The resolution bandwidth or equivalent noise

bandwidth of each bin. If spectral windowing is used

(based on vendor implementation), the bin spacing and

resolution bandwidth would not generally be the same.

Each remaining two-byte data pair represents a bin amplitude in units of 0.01 dB. The bin amplitude data

is in two’s complement format so must be translated into a decimal value. There are a number of ways to

convert two’s complement data to decimal, but to simplify, we first convert from hexadecimal to decimal.

Then, if the value is greater than 32767, it represents a negative number so we subtract 65535; otherwise,

use the initially converted value. Divide the result by 100 to get the amplitude bin in dB. For example:
E6D6 in decimal is 59094

As 59094 > 32767 then bin value = 59094 - 65535 = -6441
Bin Amplitude in dB = -6441 / 100 = -64.41 dB

Using the example data above, the first row would decode as:

center frequency: 0365C040 = 57000000 Hz
frequency span: 005B8D80 = 6000000 Hz
number of bins: 00000100 = 256

bin spacing: 00005B8D: 23437 Hz
resolution bandwidth: 00005B8D = 23437 Hz
Bin 0: E6D6 = -64.41 dB

Bin 1: E6EA = -64.21 dB

Bin 2: E69D = -64.98 dB

Bin 255: ECIC = -50.91 dB

Given the center frequency, the number of bins, and the bin spacing, the frequency of each bin can be
calculated

Frequency = center frequency - (number of bins / 2 * bin spacing) + (bin number *
bin spacing)

Using this formula, the frequency for the above example bins would be:

Bin 0: 54000064 Hz
Bin 1: 54023501 Hz
Bin 2: 54046938 Hz

Bin 255: 59976499 Hz

After decoding each of the docsIf3CmSpectrumAnalysisMeasAmplitudeData rows into their frequency
and bin amplitude parts, you now have a list of frequencies and amplitudes that can be plotted to show the
FBC spectrum.

In order to simplify the retrieval, decoding, the Appendix contains Python code listings of scripts that can
be used to collect and display FBC data. The output of the getFbcData.py script is a comma separated
values (CSV) file containing frequency and amplitude columns. This file can be directly imported into
Excel and a chart created. Figure 37 shows an example Microsoft Excel chart using this imported data.
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Figure 37. FBC plot using Microsoft Excel (courtesy of Akleza).

The Python script showFbcData.py reads a previously saved FBC CSV file and displays a plot using the
Python Plotly package. Figure 38 shows the same FBC data displayed using this script.
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Figure 38. FBC plot generated using example Python scripts (courtesy of Akleza).

As shown in Figure 34 there are a number of configuration parameters that can be used to control the
extents and resolution of the FBC function on the cable modem. Configuration parameters are also
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available to control the spectral windowing function and the number of captures to be averaged during the
spectrum capture.

The DOCS-PNM-MIB defines a number of windowing filters to smooth out spectral leakage problems in
the underlying capture mechanism. While a number of window functions are specified, not all cable
modem implementations support all of them but most do support the Hanning window which is
commonly used by setting the docsTf3CmSpectrumAnalysisCtrlCmdWindowFunction tO hann (1).

Averaging is an important configuration option to help in smoothing the instantaneous capture of the
underlying ADC within the FBC process. For example, Figure 39 shows the result of a capture with no
averaging performed.

$ snmpset -vic -c public 10.38.0.8 \
docsIf3CmSpectrumAnalysisCtriCmdFirstSegmentCenterFrequency.® u 57000000 \
docsIf3CmSpectrumAnalysisCtriCmdLastSegmentCenterFrequency.® u 999000008 \
docsIf3iCmSpectrumAnalysisCtriCmdSegmentFrequencySpan.@ u 6000000 \
docsIfiCmSpectrumAnalysisCtrlCmdNumBinsPerSegment.® u 256 \
docsIf3iCmSpectrumAnalysisCtrlCmdwWindowFunction.® 1 1 \
docsIf3CmSpectrumAnalysisCtrlCmdNumberOfAverages.® u 1 \
docsIf3CmSpectrumAnalysisCtriCmdEnable.® i 1

DOCHS Catdn Mudem Full B Cuaglrs

Artiats 95

] = o = T ] o ] = E

Prissseny (i)

Figure 39. FBC plot with no averaging (courtesy of Akleza).
Figure 40 shows a capture where the docsIf3CmSpectrumAnalysisCtrlCmdNumberOfAverages Was set to

32. Now you can more clearly see details such as the pilots and PLC in the OFDM channel which are lost
in Figure 39.
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$ snmpset -v2c -c public 10.30.0.8 \
docsIf3CmSpectrumAnalysisCtrlCmdFirstSegmentCenterFrequency.® u 57000000 \
docsIf3CmSpectrumAnalysisCtrlCmdLastSegmentCenterFrequency.® u 999000000 \
docsIf3CmSpectrumAnalysisCtrlCmdSegmentFrequencySpan.@ u 6000808 \
docsIf3CmSpectrumAnalysisCtrlCmdNumBinsPerSegment.0 u 256 \
docsIf3CmSpectrumAnalysisCtrlCmdWindowFunction.® i 1 \
docsIf3CmSpectrumAnalysisCtrlCmdNumberOfAverages.® u 32 \
docsIf3CmSpectrumAnalysisCtrlCmdEnable.® i 1

OGS Cal Mocem Ful Band Caplurs

-~

ey = = =3 e e - e
]

Figure 40. FBC plot with 32 averages (courtesy of Akleza).

Unfortunately, older cable modems do not fully support averaging, some supporting a smaller number of
averages, and some none at all. In these cases, the initial set of the
docsIf3CmSpectrumAnalysisCtrlCmdNumberOfAverages object will fail with an SNMP error as
follows:

Reason: inconsistentValue (The set value is illegal or unsupported in some way)
Failed object: DOCS-IF3-MIB::docsIf3CmSpectrumAnalysisCtrlCmdNumberOfAverages.0

When this occurs the polling application will have to make multiple requests to retrieve a number of
samples and then implement a running average over these samples.

With both averaging and collection of high-resolution captures, significant detail can be seen. Figure 41
shows the same capture as above but zoomed into see the detail of the SC-QAM signals and the start of
the OFDM signal with its pilots and PLC.
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Figure 41. Zoomed view of high resolution and averaged FBC (courtesy of Akleza).
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7. Advanced FBC Applications

7.1. Estimating Distances with High Accuracy

Because of a large potential bandwidth associated with an FBC spectrum, the ripples or waves in the
magnitude plot can be analyzed to produce very accurate distance estimates. A signal captured in a
narrow band can only produce inaccurate distance measurements. One method that has been developed in
the CableLabs PNM Working Group is to process spectral data with an inverse discrete Fourier transform,
using the FBC response for real coefficients and all zeroes for the imaginary coefficients. If a broadband
signal is transformed, this method produces a highly accurate time response, and a magnitude response
with decent and predictable results.

It is useful to examine exactly how delayed signals arrive at the cable modem or time domain
reflectometer (TDR), and how and where they can be observed using, for example, high impedance
probes. Figure 42 has two diagrams showing how reflections are generated on a cable line, one with a
single reflection and one with two reflections. The cable lines are blue and X marks the locations of
impedance mismatches R, RA, and RB. Each impedance mismatch in this example causes a 20%
reflection (Si1= S = 0.2). The horizontal lines are signals going downstream to the right and diagonal
lines are signals going upstream to the left. The strength of the signals in volts for each cable segment is
labeled in red and the coax is assumed to have no cable loss. The TDR impulse response plot is shown on
the left, and an FBC impulse response received downstream is shown on the right. Upstream and
downstream responses can also be observed by high impedance probes, placed as illustrated.

For the single reflection case, a 20% signal is reflected back from point R and is observed at probe 1, but
no delayed copy of the signal appears downstream (probe 2). However, probe 2 does observe that the
downstream signal is weaker than it should have been (0.8 instead of 1.0). In other words, FBC on a cable
modem is effectively blind to a single reflection caused by a single impedance mismatch.

For the two-reflection case, signals bounce back and forth between reflection points RA and RB
infinitely, although generally only the first few recursions can be observed before the signal is too weak to
be seen. A ripple in the frequency domain is equivalent to one or more impulses in the time domain. Thus,
when a ripple in the frequency domain is observed, you know you have an echo tunnel (distance between
RA and RB), but you don’t know the locations of the start point or stop point. However, you can
determine an exact length from an exact time delay obtained by an inverse Fourier transform. Figure 43
shows water damage that created one end of an echo tunnel, and the other end of the tunnel was caused by
a seizure screw not being tightened on a terminator.

Additional information about reflection types can be found in [Ref. 7].
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Figure 42. Diagrams showing what is observed at two points on a cable line for the one-
and two-reflection cases. The inpulse responses on the right can be observed by the
FBC and the inpulse responses can be observed by an active or passive TDR.

Figure 43. Damaged hardline coax that was at one end of an echo tunnel; the other end
was a loose seizure screw on a chassis terminator installed in an end-of-line tap. Further
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complicating things: The damaged cable was submersed in water. Courtesy of
CableLabs.

7.2. Drop Cable Testing

A simple test that can be done on drop cable to verify that it is working well is to disconnect one end, say
at the ground block, and test the drop cable from the tap with a TDR. The TDR impulse response should
reveal the open drop cable with only a few dB of attenuation associated with the drop cable. Any other
response indicates a bad drop cable. This method can be performed with a conventional metallic TDR or
with a passive TDR.*

7.3. Using FBC to View Upstream Noise

The FBC’s tuning range includes the upstream band. The upstream band is of interest to capture for much
the same reasons as the downstream band; just as impairments add energy that interferes with reception of
downstream signals (see Section 3), energy can be added that interferes with the reception of upstream
signals. Assume that somewhere in the drop or house wiring is a shield break that allows electrical noise
traveling on the outside of the coax to gain entry to the coax wiring. Once the noise gains entry, it travels
in both directions — toward the CPE and toward the headend or hub — the latter where it can cause
interference to other upstream signals at the CMTS receiver. The same interference can be detected by
terminal equipment located in the home, identifying the home where the ingress entered the cable plant.

How strongly the ingress enters the plant, compared to the upstream transmission, will determine the
ingress-to-signal ratio at the upstream receiver. Also, where the ingress enters the plant, in terms of
insertion loss to-and-from the cable modem, will determine how the ingress-to-signal ratio will appear at
the F-connector of the cable modem. Even if there are no filters or active components in the path between
the ingress point and the cable modem, the ingress-to-signal ratio will be lower at the cable modem F-
connector than at the CMTS upstream receiver, and will be lower by at least twice the insertion loss of the
path from the cable modem to the ingress point.

An additional consideration is that upstream signals can have levels in the range of +17 dBmV/1.6 MHz
to +53 dBmV/1.6 MHz, generally; for comparison, downstream signal levels can be in the range of -10
dBmV to +15 dBmV per 6 MHz channel. In some cases the cable modem’s transmitted upstream energy
can be significantly greater than it is receiving in the downstream. To be useful in locating ingress it will
generally be necessary to capture upstream ingress when upstream transmissions are not occurring at the
same frequency. This is because often an impairing ingress has smaller PSD than the transmitted signal, at
the cable modem, and will be obscured by the cable modem’s own transmission if it is occurring at the
same frequency as the ingress.

Capturing the upstream spectrum at the F-connector of the cable modem can help provide insight into
troubleshooting, and lead to fixing the cause of the ingress. Since the ingress-to-signal ratio is generally
already lower at the cable modem than at the upstream receiver, it is desired to capture the upstream
spectrum without the stopband loss that would occur on the high-frequency port of a cable modem’s

4 Water damaged cable may not show up well unless the TDR has test energy in the UHF spectrum, which can
usually be achieved by choosing a very narrow pulse width.
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internal diplex filter. Details of how this is facilitated in some cable modem implementations are beyond
the scope of this paper.

7.4. Using FBC to Find Water-Soaked Coaxial Cable

Figure 44 is a frequency response of a coaxial cable that has water inside the jacket. It can be compared
to Figure 45 which is caused by a standing wave created by a pair of separated impedance mismatches.
Operational experience has shown that this water characteristic is a highly reliable indicator of the
presence of water in coax, most typically in drop cable. But water responses have also been observed in
hardline coax. If a coaxial cable is tested with a TDR in wide bandwidth mode (narrow pulse width), a
nearby region of water damage can be localized. It has been observed to correct itself when the coax
either dries out or the water inside is frozen hard, although its characteristic reappears when the frozen
water thaws. Water gets inside the coax at abrasion points, hairline cracks, kinks, or at connectors. The
rough non-periodic spectral response is caused by the non-uniform saturation of water-versus-distance
over a section of the coaxial cable. Generally, a second characteristic accompanies the rough spectral
response: higher attenuation at high downstream frequencies, as much as 15 dB to 25 dB (or more!).
Upstream attenuation is typically only a few dB, but the high downstream attenuation often results in
greatly reduced throughput and customer dissatisfaction. The adaptive equalizer in the cable modem can
tolerate the rough spectral response, but loss of signal level results in data errors.

Relatively simple software currently exists to detect both types of impairments by their rapid variation of
amplitude versus frequency, but these simple algorithms cannot distinguish water damage from standing
waves.

A DSP algorithm is being developed where a spectral response is filtered, flattened and interpolated to
remove high-level responses such as AGC pilot signals, and low responses such as vacant spectrum.
Finally, an inverse Fourier transform produces an impulse response which is examined for dispersion.
One or two narrow lines indicate a standing wave, and a dispersed time response indicates water. The
dispersion can be enhanced by performing an autocorrelation function on the time response, improving
detection. Another revealing characteristic is large spectral down-tilt caused by water attenuation. Figure
44 shows a response with water in time and frequency and Figure 45 shows the same data for a standing
wave.

One simple method to measure dispersion is to measure the impulse response coefficients relative to the
DC term, remove the two largest coefficients, and then remeasure the coefficients. A small drop after
coefficient removal indicates a dispersed water response and a large drop indicates a large standing wave
response. Another method is to take the ratio of the peak-to-average of the time coefficients, where a
large peak-to-average indicates a standing wave, and a smaller peak-to-average ratio indicates a non-
periodic water-caused wave. Note that it is possible for a cable to suffer both water and standing wave
impairments at the same time. Likewise, it is possible for a cable to have a second standing wave
frequency present.
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Figure 44. Water-soaked coax, FBC plot on left and impulse response on right. The
impulse response is highly dispersed.
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Figure 45. Coax with standing wave response. FBC plot is on left and impulse response
is on right. The impulse response is not dispersed.

8. Impairment Detection

Detecting impairments from spectrum analysis data is simple but time consuming to do manually.
Fortunately, there are methods that can assist with this problem. Three practical categories for addressing
this problem effectively include:

e Simple magnitude and statistical methods followed up with manual inspection,

e Mathematical and statistical models to recognize impairments followed up with manual
inspection, and

e Machine learning approaches that find and classify impairments, for either direct action or
followed up with manual inspection.

Only operators will have numbers to compare between these methods, and so far we have not found any
data being shared. We expect, however, that the first two methods will generally be slower than the third,
based on a comparison of methods developed by CableLabs; and we expect that false positives and false
negatives will decrease moving down this list. Further, because the purpose is to address the impairments,
eventually someone will manually validate the results, before or during dispatch.
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However, it is important to mention that automating the first inspection of spectrum data can reduce the
bulk of manual labor necessary. The speed of automated inspection may not be a critical factor, but rather
the ability to do a reliable first inspection will save a large amount of manual work.

For example, consider 1000 results. If there are 10 impairments in 1000 samples, a manual process has to
look at all 1000 samples to find them. An automated process might have 50% false positives and 10%
false negatives, so might report 18 impairments. After looking at these 18 results manually, which is far
faster than looking at 1000, nine impairments may be found. The net result is finding nine impairments by
looking at 18 for a 50% efficiency, compared to finding 10 impairments by looking at 1000 for a 1%
efficiency. While not all impairments are found due to the false negative rate, the efficiency is profound.

For some time, there have been DOCSIS® 3.0 anomaly detection methods available in the CableLabs
Common Code Collection (C3). This method is a rule-based method that finds anomalies, identifies their
types, and finds the frequencies they impact, all using rules, statistics, and traditional methods. CableLabs
created a prototype which Comcast implemented and improved on, and that version is available for use by
operators.

For DOCSIS 3.1, CableLabs offers ProOps as a platform for operators to test PNM methods, which
includes a statistical method as well as the potential for a machine learning-based anomaly detection
method. The latter is used for RXMER data today, but we are confident that it can be trained to work with
spectrum data if operators wish to try this.

8.1. Impairment detection and automation

Automating FBC impairment analysis helps present the data in ways that are easy to understand and drive
business decisions. Anomaly detection and classification algorithms are available through CableLabs or
built into commercially available PNM tools. These algorithms detect and categorize the severity of the
impairments at each FBC-capable cable modem in the network. In addition to the detection and severity
categorization, the automation tools typically provide statistics and a list of modems with similar
impairments grouped by geographic areas. This gives insight into the area of the HFC network that is of
interest and has the potential to impact the customer experience of many subscribers.

For example, detected impairments are typically color coded by severity. Yellow for minor (less likely to
be impacting) and red for major (more likely to be impacting). This enables the automation tool to assign
a status of “red” to a modem that has one or more impairments identified, meeting the criteria for “red.”
Subsequently it is easy to count and calculate the percentage of modems with a “red” status, either overall
or by impairment. Combine the impairment severity information with HFC network topology
information, and the automation tool will guide an engineer or network analyst to the HFC segment with
the most issues identified.

The impairment algorithms use the FBC spectrum data, based on the bins, and calculate the power levels
to represent the 6 MHz channels when required. The following is a brief description of the available
impairment algorithms and their behavior:

Tilt — The condition where signal levels vary in a linear manner as the frequency increases. The variation
can be low to high (positive tilt) or high to low (negative tilt); refer back to Figure 11 and Figure 10
respectively. The parameters of the detection can be adjusted, but typically tilt is identified when the
power variation is calculated to be 15 dB or more. The algorithm will also calculate a severity number
between 0 and 100, with 0 being the least severe and 100 being the most severe. In this way, the severity
can be broken down into yellow or red. An example configuration would be yellow for severity number
between 0 and 80, and red severity for 80 to 100.
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Adjacency — Identifies a group of channels with median amplitude values several dB higher than other
channels in that part of the spectrum, likely caused by incorrect narrowcast injection levels; refer back to
Figure 8. The algorithm calculates the median amplitude within the 6 MHz channel and triggers an
impairment detection when the adjacent median amplitude differs (typically by 3 dB to 14 dB). An
example severity range would be yellow < 50 and red > 50.

Standing waves — Algorithm automation calculates changes in the median amplitude to determine when
the signal includes amplitude ripple (standing waves); refer back to Figure 12. The algorithm can account
for the natural tilt of the spectrum. Severity is calculated based on the difference between the min and
max power level in the detected wave range. Example severity levels are yellow < 7.5 dB and red > 7.5
dB.

Notch (suckout) — Algorithm detects when amplitude differences and high tilt are present in groups of
channels; refer back to Figure 13 and Figure 14. Severity is based on the amplitude depth of the notch.

Rolloff — Can automatically detect non-flat loss of signal level at or near the upper end of the RF
spectrum. The algorithm uses a rolling median and calculates severity by steepness of the roll-off
amplitude over 4 dB.

Resonant peak — The algorithm detects areas of the spectrum where the amplitude maximum is higher
than the average of the surrounding frequencies; refer back to Figures 16, 17, 18, and 19. Severity is
determined by the difference between the maximum and the average amplitudes. Sample severity
threshold is yellow at <7 dB and red > 7 dB.

9. Conclusion

Many DOCSIS 3.0 cable modems — and all DOCSIS 3.1 cable modems — support full band capture
capability. FBC gives cable operators the equivalent of a spectrum analyzer in every home in which an
FBC-capable modem has been installed. FBC spectral displays can show impairments such as ingress,
frequency response problems, the presence of filters, incorrect narrowcast versus broadcast signal levels,
and much more. Furthermore, those spectral displays are intuitive and easy to understand. A key benefit is
that many problems can be identified remotely without the need to first roll a truck.

Some cable operators use FBC for plant maintenance and troubleshooting, and some operators and third-
party vendors have incorporated FBC in their PNM tools. Yet many cable operators do not take advantage
of FBC — technology that already exists in their networks — or are unaware of its capabilities.

The industry has been given a valuable and powerful tool for plant maintenance, and software exists to
integrate FBC with operational practices. The opex is out there, waiting to be saved!

10. Abbreviations

4G fourth generation [mobile telecommunications technology]
5G fifth generation [mobile telecommunications technology]
ADC analog-to-digital converter

AGC automatic gain control

CCAP converged cable access platform

CMTS cable modem termination system

CPE customer premises equipment

CSVv comma separated values
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Cw

continuous wave

dB decibel

dBmV decibel millivolt

DC direct current

DFT discrete Fourier transform

DOCSIS Data-Over-Cable Service Interface Specifications
DSP digital signal processing

FBC full band capture

FFT fast Fourier transform

FM frequency modulation

HFC hybrid fiber/coax

I in-phase (real)

Hz hertz

ISBE International Society of Broadband Experts

kB kilobyte

kHz kilohertz

log logarithm

LTE long term evolution

MHz megahertz

MIB management information base

OFDM orthogonal frequency division multiplexing
OSSI operation(s) support system interface

PLC 1) physical layer link channel; 2) PHY link channel
PNM proactive network maintenance

PSD power spectral density

Q quadrature (imaginary)

QAM quadrature amplitude modulation

RBW resolution bandwidth

RF radio frequency

RxMER receive modulation error ratio

SC-QAM single carrier quadrature amplitude modulation
SCTE Society of Cable Telecommunications Engineers
SNMP Simple Network Management Protocol

TDR time domain reflectometer

TFTP Trivial File Transfer Protocol

TV television

UHF ultra high frequency
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12. Appendix

The following Python code is provided as a demonstration of how to retrieve and plot FBC data from a
cable modem.

The script getFbcData.py should be called after a capture is initiated on a modem by setting the
docsIf3CmSpectrumAnalysisCtrlCmdEnable object to true. The results are saved into the specified CSV
file that can then be imported into a spreadsheet application such as Excel or be used by the
showFbcData.py script.

12.1.File: getFbcData.py

Usage: getFbcData.py <SNMP community string> <cable modem IP address> <filename>

#1/usr/local/bin/python3

#

# THIS SOFTWARE IS PROVIDED BY THE AUTHORS AND CONTRIBUTORS "AS IS" AND

# ANY EXPRESS OR IMPLIED WARRANTIES, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED
# WARRANTIES OF MERCHANTABILITY AND FITNESS FOR A PARTICULAR PURPOSE ARE

# DISCLAIMED. IN NO EVENT SHALL THE AUTHORS OR CONTRIBUTORS BE LIABLE FOR

# ANY DIRECT, INDIRECT, INCIDENTAL, SPECIAL, EXEMPLARY, OR CONSEQUENTIAL DAMAGES
# (INCLUDING, BUT NOT LIMITED TO, PROCUREMENT OF SUBSTITUTE GOODS OR SERVICES;

# LOSS OF USE, DATA, OR PROFITS; OR BUSINESS INTERRUPTION) HOWEVER CAUSED AND

# ON ANY THEORY OF LIABILITY, WHETHER IN CONTRACT, STRICT LIABILITY, OR TORT

# (INCLUDING NEGLIGENCE OR OTHERWISE) ARISING IN ANY WAY OUT OF THE USE OF THIS
# SOFTWARE, EVEN IF ADVISED OF THE POSSIBILITY OF SUCH DAMAGE.

#

# Collects docsIf3CmSpectrumAnalysisMeasAmplitudeData from cable modem and save to
# Csv file

#

# This script requires the following python3 packages have been installed

# pysnmp

#

# Author: James Medlock, jmedlock@akleza.com

#

import sys, os, getopt
import plotly.express as px
from pysnmp.hlapi import *

# Define FBC SNMP OIDs used
docsIf3CmSpectrumAnalysisMeasAmplitudeData=".1.3.6.1.4.1.4491.2.1.20.1.35.1.2"

# Convert 2's complement 16 hex value to decimal
def twos(val):
X = int(val, 16)
if x > 32767:
X = x - 65535
return x

def main():
ampdata = []
for (errorIndication, errorStatus, errorIndex,
varBinds) in bulkCmd (SnmpEngine (),

CommunityData (str(sys.argv[1l])),
UdpTransportTarget ( (str(sys.argv([2]), 161)),
ContextData(),
0, 2,
ObjectType (ObjectIdentity (docsIf3CmSpectrumAnalysisMeasAmplitudeData)),
lexicographicMode=False) :

if errorIndication:
print (errorIndication)
break
elif errorStatus:
print ('$s at %$s' $ (errorStatus.prettyPrint(),
errorIndex and varBinds[int (errorIndex)-1][0] or '?'))
break
else:
for varBind in varBinds:
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ampdata.append(varBind[1l] .prettyPrint () [2:])

if len(ampdata) <= 1:
print ("No FBC data available")
sys.exit ()

# Decode each AmplitudeData row and write frequency,amplitude values to output file
with open(sys.argv[3], "w") as outF:
for x in ampdata:

centerfreg=int (x[0:8],16

fregspan=int (x[8:16],16)

numbins=int (x[16:24],16)

binspacing=int (x[24:32],16)

resbw=int (x[32:40],16)

startfreq = centerfreq - (numbins / 2 * binspacing)

i=0
bin = 0
while i < numbins*4:

freq = startfreq + (bin * binspacing)

j =40 + 1
hexvalue = x[j:j+4]
ampvalue = twos (hexvalue) / 100.0
print (str(freq) + "," + str(ampvalue), file=outF)
i +=4
bin += 1
if name == " main ":

if len(sys.argv) < 4:
print ("Usage: getFbcData.py <SNMP community string> <cable modem IP address> <filename>")
sys.exit ()

main ()

# End of file

12.2. File: showFbcData.py
Usage: showFbcData.py <filename>

#1/usr/local/bin/python3

THIS SOFTWARE IS PROVIDED BY THE AUTHORS AND CONTRIBUTORS "AS IS" AND

ANY EXPRESS OR IMPLIED WARRANTIES, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED
WARRANTIES OF MERCHANTABILITY AND FITNESS FOR A PARTICULAR PURPOSE ARE
DISCLAIMED. IN NO EVENT SHALL THE AUTHORS OR CONTRIBUTORS BE LIABLE FOR

ANY DIRECT, INDIRECT, INCIDENTAL, SPECIAL, EXEMPLARY, OR CONSEQUENTIAL DAMAGES
(INCLUDING, BUT NOT LIMITED TO, PROCUREMENT OF SUBSTITUTE GOODS OR SERVICES;
LOSS OF USE, DATA, OR PROFITS; OR BUSINESS INTERRUPTION) HOWEVER CAUSED AND
ON ANY THEORY OF LIABILITY, WHETHER IN CONTRACT, STRICT LIABILITY, OR TORT
(INCLUDING NEGLIGENCE OR OTHERWISE) ARISING IN ANY WAY OUT OF THE USE OF THIS
SOFTWARE, EVEN IF ADVISED OF THE POSSIBILITY OF SUCH DAMAGE.

Display FBC data stored in CSV file

This script requires the following python3 packages have been installed
plotly
pandas

Author: James Medlock, jmedlock@akleza.com

Usage: showFbcData.py <filename>

B b I e T

import sys
import csv
import plotly.express as px

def main():
xdata = []
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ydata = []
with open(sys.argv[1l]) as csvfile:
csvData = csv.reader (csvfile, delimiter=',")
for row in csvData:
xdata.append (float (row[0]) / 1000000)
ydata.append(float (row([1l]))

fig = px.line(x=xdata, y=ydata,
labels={'x':'Frequency (MHz)', 'y':'Amplitude (dB)'},
title="'DOCSIS Cable Modem Full Band Capture')
fig.update_layout ({'plot_bgcolor': 'rgba(0, 0, 0, 0)', 'paper bgcolor': 'rgba(0, 0, 0, 0)'},
title={"'x':0.5, "xanchor':'center'})
fig.update traces (hovertemplate='Frequency: <b>%${x:.2f} MHz</b><br>Amplitude: <b>%{y:.2f} dB</b>"',
B line color='rgb(68,114,196)")
fig.update xaxes(showline=True, linewidth=2, linecolor='black', gridcolor='rgb(209,209,209)")
fig.update yaxes(showline=True, linewidth=2, linecolor='black', gridcolor='rgb(209,209,209)")
fig.show()
if _name_ == "_main_":
if len(sys.argv) < 2:
print ("Usage: showFbcData.py <filename>")
sys.exit ()

main ()

# End of file
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Introduction

In 2019, Comcast developed a Profile Management Application (PMA) system for generating and
transacting D3.1 downstream (DS) profiles tailored to the conditions of each Orthogonal Frequency
Division Multiplexed (OFDM) channel in its network. The approach, machine learning algorithms and
system architecture were described in a previous SCTE technical paper [1]. The initial plan for this
follow-up paper was to focus on Comcast’s PMA deployment journey, the success of which is evidenced
by thousands of Cable Modem Termination Systems (CMTSs) managed by the PMA, yielding greater
than 20 Tbps of added downstream (DS) capacity to the network.

With the onset of the COVID-19 crisis, some of that focus shifted, in lockstep with the shift of the U.S.
and worldwide workforce from office to home. Figure 1 shows the 32% increase in upstream (US) traffic,
post-COVID, and the shift in peak times for DS traffic from 9:00 PM to 7:30 PM, and from 9:00 PM to
8:00 AM & 6:00 PM for US traffic. Figure 2 shows the bandwidth demand growth, around time of the
COVID crisis (Spring of 2020), for US traffic (black curve) and DS traffic (sky blue curve). With work-
from-home traffic increasing on the network, and because of the earlier implementation of the PMA, the
DS capacity was available, and the network was able to easily scale to the significantly increased demand.

The US is a different story. As a fraction of the total available spectrum, and even as it is being
industrially widened from sub-split to high-split configurations, the fact remains that US capacity is a
more difficult challenge. Commencing with shelter-at-home requirements, US traffic grew sharply,
seemingly overnight. Comcast has publicly shared data on the increases in traffic scale since COVID
started [2-4], along with transparency about the level of investment and technological attention that
prepared us for “Black Swan” scenarios like a pandemic. This enabled more effective management of the
additional traffic growth delivered over the Data Over Cable Service Interface Specification (DOCSIS)
broadband network [5]. As this paper will ultimately show, by adding an upstream PMA focus to the
existing PMA suite, we were able to boost upstream capacity by 36%, from 86 Mbps to 117 Mbps.

Given these extraordinary circumstances, with the COVID crisis in full swing, and with the shift in
internet usage, we refocused this paper to share our accelerated efforts in developing and deploying PMA
for the US using DOCSIS 3.0 technology. Fortunately, the technology that was brought to bear on the
challenges of US capacity was already under development. The effort was shaped by the early concepts
found in CableLabs member publications from the late ‘90s [6] into the early 2000s. Combined with
state-of-the-art methods, including scaled cloud-based compute, and machine learning techniques such as
Reinforcement Learning (RL), we were able to ensure system stability and optimize the network
bandwidth as spectral conditions and demand changed.
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Figure 2 - COVID network impact on bandwidth demand.

Note that at the start of 2020, the US D3.0 profile management was under development as part of a
holistic capacity management and long-range access network architecture plan, along with other efforts,
such as passive hybrid fiber-coax (HFC) with deeper fiber, virtualized CMTS with remote PHY nodes,
and spectrum augmentations, such as high-split and FDX. The D3.0 US PMA effort was initially targeted
at optimizing the upstream spectrum, in conjunction with the deployment of additional US channels. The
additional US channels were located in parts of the spectrum that would be difficult to manage without an
autonomous modulation profile optimization system, given known and persistent levels of ingress. The
D3.0 US profile management was also intended for those network segments without fiber deep and
spectrum upgrades, to help offset the timing risks related to developing and deploying new technology by
deferring or eliminating investment in legacy technologies.

The paper is organized as follows: Section 1 recaps our 2019 Expo paper by providing an overview the

PMA system and its algorithms and describing the current state of the DS algorithm. Section 2 presents
analyses and dashboards created to track system performance & health. Section 3 presents our vision for
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how the PMA system is expected to evolve in the future. Section 4 is dedicated to describing the US
PMA system. Section 5 concludes with the lessons learned from the PMA deployment journey.

1. Overview of System and Algorithms

The PMA system architecture and DS algorithms have been described at length in the previous SCTE
technical paper [1] A brief recap and description of the prior work is included here for professional
context. The PMA system is composed of four separate components, shown in Figure 3: Data Collector,
Data Storage, Analytics Engine, and Configuration Manager.

Centralized Change . A“*"Yﬁ‘:-s_ Pattern Network
Management Events Rec?gprt:(.m & Performance
Optimization Events

Configuration Manager Analytics Engine

* Transactional State Machine
* Policy driven workflow
Config * Integration with Comm5cope,

1 \
\7 §

* Machine Learned ‘Optimization’
* Policy driven decisioning

Upstream & Downstream
ML pattern recognition

\

4 :
,‘ Data Collector | l Data Storage
* Full DOCSIS information base !
*  CMTS Lifecycle - * Flexible On-Demand Data API
™ * CMTS Configuration Data » Scaled, Services, Elastic, Polling
* SNMPv3 Keystone Lake = Scaled Telemetry Streaming
* |CMP Ping

Figure 3. The PMA System Architecture.

The Data Collector is responsible for collecting telemetry data from CMTSs and gateway devices. The
data is polled at different frequencies that range from every 5 min to hourly, and was designed to
constitute a “comprehensive poller,” enabling applications beyond the scope of PMA. From a PMA
perspective, the data needed to support the construction of OFDM profiles falls into the following
categories:

o Network topology: Establishes linkage between device, OFDM channel, and CMTS.

e Configuration model: Provides characteristics of the OFDM channel, e.g. number of subcarriers,
subcarrier width, frequency range, position of exclusion bands, etc.

e CMTS type: Provides make, model, hardware & software versions of a given CMTS.
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e Telemetry: Retrieves Modulation Error Ratio (MER), Forward Error Correction (FEC), signal,
and traffic measurements from devices, and channel utilization measurements from CMTSs. This
category constitutes the largest bulk of the data, given that MER spectra are measured at a per-
device OFDM subcarrier resolution, with 4096 data points for each MER sample for each device.

The Data Storage is primarily comprised of a public cloud-based data lake, where the polled data listed
above land in raw (unprocessed) form.

The Analytics Engine (AE) is a machine learning pipeline that uses the data to construct OFDM profiles
suitable for use by the devices in the network—given spectral conditions measured over certain time
windows. At its core, constructing profiles is a type of optimization problem in which the stated objective
is to maximize channel capacity and minimize codeword error rates, subject to certain constraints. Thus,
the problem contains an inherent trade-off between improving robustness and increasing network
capacity, since reducing error rates is achieved by opting for lower modulation levels, at the expense of
reduced channel capacity.

The constraints are dictated by the CMTS hardware and software versions, as different CMTSs support
different numbers of profiles per OFDM channel. Within the construct of a profile, they may also support
different numbers of modulation exception zones (segments), as well as imposing additional constraints
on the attributes of a segment (e.g. segment width).

Algorithmically, the AE uses hierarchical clustering—a type of unsupervised machine learning
algorithm—to group together devices that share common noise characteristics and assign them a common
modulation profile. Additional smoothing algorithms are applied post-clustering, to reshape the segments
according to given constraints. In the current version of the algorithm, the clustering objective function is
designed to maximize capacity around a statistical decision boundary.

FEC rates are considered, indirectly, by imposing additional constraints on the mapping from MER
values to modulation levels (e.g. a MER value > 27 dB supports 256-QAM at maximum). As an example,
the plot in Figure 4 shows MER measurements alongside the constructed profiles on a dual y-axis plot.
Since spectral conditions vary over time, multiple MER samples are captured over a time window
dictated by AE policy. For each panel (device) we show 3 curves characteristic of the variation in MER:
the max level (dark gray curve), the min level (light gray curve), and the 10" percentile (red curve). Also,
per policy, it is the 10™ percentile that is fed to the algorithm as conservatively representative of the
device’s MER state. The constructed profiles are overlaid on the plots and follow the scale of the right y-
axis. In this specific example, the CMTS allows 4 profiles per OFDM channel, 4 segments per profile,
and a segment width that is a multiple of 1 MHz. Profiles 1-3 are overlaid in yellow, blue, and green
colors, respectively on the devices that are assigned to each of the 3 profiles. Profile 0 (not shown) is the
control profile and is set to a flat 256-QAM by AE policy. Note that the impairments shown are generated
in the lab and applied to select devices. Because of the CMTS-imposed limitation of 4 exception zones
(segments), the algorithm overcompensates for the V-shaped impairment exhibited in the MER spectra of
device #5.

Lastly, the Configuration Manager (CM) is responsible for transacting profiles generated by the AE. The
output from the AE defines profiles according to a standardized intermediate JSON format that is agnostic
to the CMTS make and model. The CM converts the output to commands that are specific to the CMTS.
The CM is also responsible for validating the profiles, deciding on whether to reject or accept the AE
recommendations, scheduling the transacting of the profiles according to a policy that defines allowed
maintenance dates/times, and performing pre- to post-transaction checks to confirm that the configuration
was successfully applied.
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Figure 4. Example of PMA profiles constructed for a set of 20 devices.

2. Network Visibility

A prerequisite to deploying PMA was achieving a high level of visibility into the network, in order to
respond to issues that may arise as deployment ramps up. Thus, this requirement opened a path to an
independent effort on dashboarding and automated notifications. While the PMA’s Data Collector is
exhaustive in the breadth of data it collects, the focus of this effort was to provide insight and visibility
into metrics that are PMA-related or perceived to be PMA-related. We start by introducing the basic
design criteria for the PMA dashboards:

max_mer
min_mer
nth_pct_mer
Profile 1
Profile 2

Profile 3

PLC

The overall health of the PMA system is to be monitored through a common “home view” that
constitutes an entry point to all other dashboards.
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e One must be able to drill down from the “home view” to an “OFDM channel” detailed view.

e All dashboards must display near-real time information (limited by the Data Collector’s polling
frequencies).

e Dashboards must be informative in the operational sense, i.e. highlighting issues and allowing
operations to take appropriate actions to remediate.

2.1. Home level view
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Stats from Latest Time .. Ly mkoed In ces (Le - Traffic Distribution Per Profile of Profiles (Days)
Capai.. " oMTS e il i ‘ | " ‘
Raw G... affic o A e i
L erface #5 X @ ! | || ‘
| Il I

Excl. M._
Division B
Capaci.. * CMTS tanked Interfaces (Last 24k} Traffic Distribution Per Profile Age of Profiles (Days)

40000

3 : = o | |
Raw G... Traffic ... gz T 5o o 2 ( 30000 ‘ |
"M Su.. Excl. M. f 5 ¥ & ) .

Division C

(= CMTS .. Lowest 100 Ranked Interfaces | ah) affic Distribution Pe file Age of Profiles (Days)

25000

601 lae prflsOTrENE T 100 5 . :" -""'-.|-::=- "," 2 =
Traffic .. erface #2 5 a D75 | i | (A " ‘ 2 ‘
s | A ——
Excl. M. 0 | | I | (Il I & |
! 46 7 ] il 5000
= : o Ll
L &

Figure 5. Screenshot of the DS PMA home view dashboard.

Given the design criteria, we next introduce some of the key metrics displayed on the home view
dashboard shown in Figure 5. The home view aggregates all metrics by division—the highest-level
organizational structure within Comcast’s network. This view is meant as a first entry point to monitor the
health of the PMA system. The “Lowest 100 Ranked Interfaces” table brings to attention interfaces
(OFDM channels) that are low performing, from a PMA perspective and, thus require further
investigation. Clicking on an interface name opens the interface-level dashboard with additional details.
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Note that names of divisions and interfaces shown in the dashboard screen capture were anonymized. The
metrics shown on the home view are:

e Point-in-time Metrics: Latest metrics on health and performance of the system that include:
o Capacity gain (34.3% for Division A in Figure 5): The capacity gain attributable to
PMA as measured relative to a 256-QAM baseline. Note that the capacity metric
represents an instantaneous value calculated from the actual traffic distribution across
different OFDM profiles as captured from telemetry in 100s of thousands of service
groups across the network.

o Raw gain (6020 Gbps for Division A in Figure 5): Same metric as above but calculated
in units of absolute Gbps.

o Number of CMTSs (587 for Division A in Figure 5): Number of CMTSs managed by
the PMA system at the time of this snapshot.

o Traffic on Profile 0 (2.1% for Division A in Figure 5): Since Profile 0 is configured as
256-QAM or 64-QAM by policy, ideally no devices would use Profile 0. Thus, this
metric is indicative of a combination of the health of the system and the freshness of the
configured profiles. If spectral conditions degrade and data profiles are not updated in a
timely manner, more traffic will flow on Profile 0.

o CM success rate (91.0% for Division A in Figure 5): Percent of CMTSs that were
successfully configured with updated profiles during the last configuration window,
which is set by policy.

o Excluded modems (0.8% for Division A in Figure 5): Percent of devices with severe
impairments that were excluded from the clustering algorithm. The rationale for device
exclusion is to avoid wasting a customized profile on severely impaired devices that
require field work to effectively mitigate. The current criteria for excluding a device
requires that the mean modulation that a device supports is less than the profile 0 capacity
(256-QAM or 64-QAM).

o Lowest 100 ranked interfaces: The aggregate measures described above may conceal severe
issues affecting only a small number of OFDM channels. Hence, this table ranks the 100 channels
that require most attention. The ranking is based on a combination of metrics that include traffic
on Profile 0, number of devices experiencing OFDM partial service issues, and total number of
devices on the channel. In addition, this table provides an entry to detailed interface-level
dashboard by clicking on the channel name.

e Traffic distribution: This is a time series showing the distribution of traffic across profiles
aggregated for all OFDM channels in the topology context. The capture shows that >90% of
traffic flows through Profile 3—the highest capacity profile. It also reveals some cyclical
behavior with increased traffic on Profile 2 during peak usage times. Note that PMA configures
profiles based on device clustering according to the MER characteristics. Even though the PMA
assumes that each device should be assigned a specific profile, the ultimate assignment of profiles
is left to the CMTS, according to its internal profile selection function as a policy. The fact that
most of the traffic flows on Profile 3 indicates that the mapping between MER values and
modulation levels is conservative. Section 3 discusses capturing additional capacity gain by
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adjusting the AE policy thresholds.

e Age of profiles: A distribution of profile age shows that most interfaces were updated within the
last day (column labeled 0 days). This view allows monitoring profiles that may become stale.
The current update frequency is daily. However, the AE will recommend profile updates only if
there was a change in the spectral conditions that warrants updating the existing profile. Hence, it
is expected that the age distribution will show profiles that are older than 0 days.

2.2. Interface level view

Interface vy Bpesd

Modem Count Data
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Figure 6. Interface level view dashboard for DS PMA.

The interface (OFDM channel) level dashboard offers a highly detailed view of the network dynamics
occurring on that interface. A screenshot of the interface dashboard is shown in Figure 6. It shows point-
in-time metrics as well as time series metrics covering various dimensions. This view shows device
counts and reboots, traffic distribution, and channel speed as function of time. Other views including the
CM status message statistics and error rates are “collapsed in” (not shown in screen capture) for
conciseness. The view contains several sections covering the following areas:

e Point-in-time metrics: These are similar to the home-level view of point-in-time metrics but
aggregated at the interface-level.

e Modem counts data: Counts of devices by profile, total device count and count of device
reboots.

e Traffic distribution: Traffic distribution across profiles and the speed of each profile.
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o Modem CM-Status Messages: Breakdown of D3.1 CM-status messages reported by devices
related to the health of the OFDM channel.

e FEC error rates: Time history of the correctable and uncorrected codeword error rates.

e Traffic volume data: Time history of traffic volume (unicast octets) as reported both by CMTS
and devices.

Note that similar dashboards were developed for the US PMA. Select views of these are shown in
Section 4.

2.3. Notifications

Because networks tend to degrade over time from an impairment perspective, if not maintained, we
developed methods to reduce the impact of the network on the customer experience. In addition to the
operational views described above, impairment detection algorithms are provided as a core part of the
architecture. Notifications from these are delivered across a messaging bus to other Comcast OSS tools,
to ensure that technicians are dispatched to the right hubs, network segments and homes to remediate
issues. The following data are provided as part of the notifications, to assist with event prioritization and
triangulation:

e Interface details such as Physical Link Channel (PLC) location, start/end frequencies, total
number of impacted cable modem counts.

List of impacted cable modems with severity of impairments.

Interface impairment ranking at the national, divisional, and regional levels.

Reference to the API for historical data stored in the data lake related to the event.

Reference for the API to enable fix agents to collect real-time on demand data, to confirm that the
issue is still present, a