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 Abstract 
 
     As MVPDs shape their approaches to 
bringing 4K Ultra HD services to market, the 
emergence of High Dynamic Range (HDR) 
technology signals that they will soon have an 
opportunity to deliver a far more compelling 
viewing experience to their customers. 
 
     There’s no longer any question that 
MVPDs must move sooner rather than later to 
address market pressures that mandate a 
near-term 4K UHD offering.  
 
     Going well beyond the immersive big-
screen benefits of 4K, HDR supported TV sets 
combine greater luminosity, deeper contrast, 
and a broader color gamut to deliver a 
stunning picture unlike anything ever seen in 
mass market television.  Just how important 
HDR is to accelerating 4K adoption can be 
ascertained simply by viewing a UHD set 
operating in basic 4K mode next to one 
equipped to support HDR.  
 
     Given market pressures and competitive 
dynamics, MVPDs can ill afford to wait for 
HDR to gain traction, even as 4K UHD 
services are in their nascent phases.  Clearly, 
MVPDs must embrace a migration strategy 
that embraces the 4K UHD content that exists 
today, while allowing for the future potential 
of HDR.   
 
     Understanding the distinctions between the 
most prominent HDR modes and what’s 
entailed in the preparation of content for 
each, is the first step toward factoring HDR 
into a UHD service migration strategy. As 
shall be seen, an appreciation of what’s at 
stake and the attendant challenges, raises the 
question of what can be done to minimize  

 
 
time-to-market, lower the costs of delivering 
4K services that meet consumer expectations, 
and futureproofing for HDR.    
 
     This paper begins with a brief overview of 
the UHD market, followed by a discussion on 
the bitrate impact on quality to enable 
MVPDs to offer 4K UHD content in this early 
state.   We then cover the impact HDR 
technology is having on the quality of the 
UHD experience. Next, we turn to a detailed 
look at HDR technologies, the paths to market 
adoption and progress toward establishing 
the new workflow elements that will go into 
bringing this content to market. 
 

UHD MARKET MOMENTUM 
 
The Big-Screen Factor 

     Consumer demand for large-screen smart 
TVs is the greatest force behind the 4K UHD.  
Early sales are less driven by consumer 
demand for viewing UHD content, of which 
there are limited titles (although upscaling 
capabilities allowing 4K UHD sets to display 
Blu-ray 1080p HDTV at a higher level of 
resolution have been heavily promoted as a 
sales incentive).  

     A rapid drop in prices, rated by consumers 
in the CEA study as the biggest consideration 
in 4K set purchases, is fueling expectations 
for increased sales.1 Top-tier brand suppliers 
are pricing 55-inch 4K sets at under $2,000, 
which is anywhere from $600 to $1,000 above 
the cost of a reasonably good quality 55-inch 
HD smart TV. This is a long way from the 

2015 Spring Technical Forum Proceedings



thousands of dollars that separated them three 
years ago. 

The Content Factor 

     Before long, content will begin to play a 
larger role in 4K UHD demand, thanks in part 
to the aggressive steps taken by OTT service 
providers.  UHD services are already 
available to owners of 2014 or later LG, 
Samsung, Sony, and Vizio UHD sets. MVPDs 
are also making moves into the market, 
starting with Comcast and DirecTV, whose 
initial offerings are targeted to Samsung TVs.  

     Adding to the momentum, Dish Network 
announced it will roll out a new UHD set-top 
this summer that will work with UHD TV sets 
equipped with HDMI 2.0 and HDCP 2.2. 
Major pay TV networks may soon be 
contributing UHD content as well.  A recent 
survey conducted by researcher FairmileWest 
found that at least six pay TV broadcasters 
plan to offer some UHD content online this 
year.2    

MOVING AHEAD WITH 4K UHD 

  Launching a 4K UHD service is a major 
undertaking that cannot be accomplished 
merely by adding a new generation of 
transcoders. Acquiring and ingesting content 
for UHD is much more complicated than what 
MVPDs are accustomed to in the HD realm, 
where they typically receive content that has 
been pre-qualified with respect to basics like 
synchronization of video and audio, 
compilation of metadata, captioning, 
thumbnail art, etc.  
 
     Formatting content from various sources to 
a uniform level of 4K quality requires 
expertise in different conversion processes, 
depending on whether the content was 
originally shot in 35 mm film, 1080p HDTV 
or 4K cinematic profile. Unlike the highly 
automated processes attending format 

conversions in the HDTV realm, these 4K 
UHD conversions are resource intensive. 
 

     For example, MVPDs must be able to 
implement quality assurance procedures at 
every stage of the workflow, from ingest to 
final staging for distribution.  Critical to 
delivering a superior consumer experience is 
the ability to take high quality content and 
make it playable across multiple formats and 
devices, while also testing that content across 
the vast range Consumer Electronic 
companies to ensure the intended playback 
experience. 

Bitrate Impact On Quality 

     Supporting 4K UHD to both large form 
factor TVs and lower resolution formats on 
mobile devices is a balancing act, with the 
need to minimize bitrates without sacrificing 
quality in the HEVC transcoding process.   
This is dependent on the relationship between 
the source material, size of the master file and 
the quality of output in the transcoding 
process.  
 
     While there is much fanfare about 4K 
natively shot content, a significant portion of 
the libraries will likely be available utilizing 
the very best 1080p ProRes HQ master source 
materials available at bitrates of 600-700 
Mbps or higher, that can be up-converted to 
4K UHD.  High bitrate source material, >100 
Mbps, is key to achieving high-quality outputs 
in the HEVC transcoding process. Lower 
bitrates typically delivered to the MVPD, <15 
Mbps, is not a sufficient source for up-
converting and transcoding a 4K UHD output.  
 
     When using higher quality source material, 
MVPDs are able to deliver 4K UHD-caliber 
content that has been up-converted from 
1080p masters with output maximum bitrate 
settings of just 10 Mbps. Furthermore, this 
content can be delivered as adaptive bitrates 
(ABR) in lower HEVC transcode outputs of 
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1080p 7.5 Mbps and 720p 3.8 Mbps to ensure 
the adaptive bitrate video stream will continue 
uninterrupted in instances where congestion 
or other events momentarily cut a user’s 
bandwidth throughput to below 10 Mbps. 
 
Results Using Episodic 1080p Masters 
 
     Deluxe OnDemand recently conducted 
tests with video camera captured, episodic 
1080p material with the following source 
specifications:  ProRes HQ 422 10-bit 600 to 
700 Mbps.  Through advanced “up-res” 
processing, Deluxe was able to produce 
content that looks better on a 4K TV than on 
an HD TV from standard AVC and MPEG2 
ready to play 1080p material.   Results 
showed: 

• When objects move through the screen, 
UHD provides more pixels to smooth the 
motion and reduce image ghosting across 
multiple frames compared to HD. 

• Edges are distinct providing clear 
separation from backgrounds and other 
objects in UHD – edges will be slightly 
fuzzy on HD. 

• Static backgrounds do not exhibit 
blocking or compression artifacts – with 
less bits HD may mush pixels together to 
save bits for areas of motion, resulting in 
macro blocking. 

• Straight lines are clean and crisp in UHD 
– HD may exhibit stair stepping across 
pixels. 

• Skin complexion is more readily apparent 
in UHD, with greater detail than HD. 

• UHD is capable of displaying individual 
hairs - HD tends to lose thin line details. 

• Static backgrounds do not exhibit 
blocking or compression artifacts – with 
less bits HD may mush pixels together to 
save bits for areas of motion, resulting in 
macro blocking. 

- Small details on fabrics are captured in 
UHD – HD detail will average fine 
patterns, looking less clear. 

Results Using Studio 4K Native Shot Maters 
 
     Deluxe OnDemand conducted additional 
tests on 4K native shot footage that had all of 
the challenging elements that video 
compression technology struggles with -- 
motion, dark footage, water, reflection, skin, 
hair and CGI.   
 
     The content was presented in two bitrates 
and from two source masters: 
 
Output 
Bitrate  
 

Source 
  
 

20 Mbps 
 

UHD Master, 8 Gbps, v210 AVI 
 

15 Mbps 
 

UHD Master, 8 Gbps, v210 AVI 
 

20 Mbps 
 
 

1080p Master, 600-700 Mbps, 
 ProRes HQ  
 

15 Mbps 
 

1080p Master, 600-700 Mbps, 
 ProRes HQ 

      

     Clearly, the output based on the UHD 
master at 20 Mbps yielded the best 
experience.  However, consumers would see 
discernable improvements from the UHD 
master source at 15 Mbps and the1080p 
master source at 20 Mbps. 

THE HDR FACTOR 

     Now there’s a new development that could 
make a big difference in UHD penetration and 
service expectations – HDR.  
 

     As the name implies, High Dynamic 
Range goes beyond the spatial resolution 
benefits of 4K by breaking with the long-
standing Standard Dynamic Range (SDR or 
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ITU REC 709) specifications that have 
defined how TV content is presented since the 
dawn of the HD era 20 years ago. The various 
HDR modes now vying for market acceptance 
all have in common (a) support for a much 
wider color gamut,(b) much greater contrast 
dynamics with deeper levels of black in the 
darker pictorial elements and (c) far greater 
luminance in the brightest white and color 
elements. 

     As depicted in Figure 1, the impact of 
HDR is obvious. 

 

 

 

 
 

Figure 1:  Impact of HDR 
 
     
 The goal is to more closely match the 
dynamic range of the human visual 
experience in the natural world. HDR 

specifications were tied to the limitations of 
the cathode ray tube (CRT), which can render 
the darkest scenes at no lower than .117 nits 
and top out with the brightest white at 100 nits 
and color brightness ceilings at various levels 
below 10 nits.   

     The human eye can detect a luminance 
range from one millionth (0.000001) of a nit 
to about 100 million nits. For formulating 
HDR displays, the goal of course, isn’t to 
match this range but rather, to operate within 
a dynamic contrast range that is closer to what 
the eye experiences in the natural world as a 
person’s gaze moves from bright to dark 
backgrounds – in other words, the 
instantaneous dynamic range available to 
human perception as a function of pupil 
dilation and other opto-physiological 
processes in real-world situations. 

THE TECHNICAL ELEMENTS OF HDR 
 
Contrast Ratio 
 
     One way to measure dynamic range in 
video imaging is to derive a contrast ratio 
across the entire luminance range based on 
exposure value or stops, which originated 
with the f-stops used in camera settings for 
still photography. One stop is equivalent to a 
doubling of light value, so that with each stop 
the luminance increases by a power of 2.  
 
     The dynamic range of SDR, at about seven 
stops, represents a contrast ratio of 128:1. 
HDR, at the baseline value incorporated in 
some emerging standards, is about 11 stops, 
which represents a contrast ratio of 2,048:1, or 
about 16 times that of SDR. The contrast 
ratios enabled through enhancements used 
with templates supported by Dolby, Philips 
and others go up from there. With everyday 
experience in the natural world, the maximum 
contrast ratio registered by the human eye in a 
given instant with minimal adaptation is about 
20 stops, which equates to a 1,048,576:1 
contrast ratio. 
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     Dolby, in ascertaining with focus groups 
the ideal dynamic range that its Dolby Vision 
enhanced HDR technology should support to 
create the most realistic human experience 
possible without producing contrasts that 
would be jarring to viewers, found that 
consumers chose as the optimum a range of 0 
to 10,000 nits. But while a 10,000-nit 
dynamic range became the foundation 
specification for Dolby Vision, the company 
has settled on 4,000 nits, equating to between 
17 and 18 stops or a contrast ratio of 
200,000:1, for the initial commercial iteration. 
 
Color Space  
 
     Where color gamut is concerned, the goal 
is to set a benchmark for production that 
minimizes the amount of color lost from 
original camera capture, such as occurs when 
producing content that maps to the REC 709 
standard. The ITU has developed REC 2020 
as the successor to REC 709, thereby 
providing a standardized palette for use in 
video imaging that comes closer to the full 
color range in nature. Where, with 8-bit 
encoding, REC 709 encompasses 16.78 
million colors, REC 2020 with 10-bit 
encoding offers 1.07 billion colors. With 12-
bit encoding the REC 2020 color count tops 
out at an incomprehensible 68.7 billion colors.  
 
     But a more reasonable target to shoot for is 
the color gamut devised by the Society of 
Motion Picture and Television Engineers 
(SMPTE) with the DCI P3 standard, which is 
the color range that cinema projectors are 
pegged to and which, therefore, is the color 
range used in the filmmaking postproduction 
process. With 10-bit encoding DCI P3 
encompasses a range of 756.6 million colors.  
See Figure 2. 
 

 
 

Figure 2:  Color Gamut Comparison 
 
     Deluxe, which has been working closely 
with Dolby to set post-production parameters 
for content to be viewed on Dolby Vision-
enabled TV sets, has set the color gamut 
target to the DCI P3 specifications. This 
provides a uniform post-production gamut 
which will also be more than enough to meet 
the requirements of “baseline” HDR TV sets. 
 
The Transfer Function 
 
     A key parameter affecting the ability of 
manufacturers to repurpose current generation 
LCD/LED displays to support HDR is what is 
known as the “gamma function,” which is a 
non-linear transfer function that maps the grey 
scale signal strength of the display system to 
the color gamut and dynamic range of the 
post-production master. Originally set to the 
display dynamics of CRTs, the gamma 
function has been enhanced to accommodate 
the capabilities of LED/LCD displays. 
 
     SMPTE 2084 defines an Electro-Optical 
Transfer Function (EOTF) that is meant to 
replace the gamma function in order to extend 
the range of the color gamut and contrast 
transfer into the realms defined by REC 2020. 
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SMPTE 2084, using an encoding system 
known as Perceptual Quantization (PQ), also 
serves to compress the transferred information 
in order to reduce the number of bits per color 
that would otherwise be required to execute 
the new parameters. For example, without PQ 
Dolby Vision would probably require 16- 
rather than 12-bit encoding to signal the high 
dynamic range and wider color gamut to the 
display decoder. 
 
     Baseline 10-bit HDR systems at luminance 
levels in the 1,000-nit range and with color a 
gamut significantly below the full scope of the 
12-bit version of REC 2020 or DCI P3, can 
use the enhanced gamma function. However, 
Dolby Vision and the enhanced HDR system 
developed by Philips rely on the more 
expansive EOTF to enable the display 
systems to reach the higher color and dynamic 
ranges achieved with 12-bit encoding. The 
dividing line between the levels of HDR 
performance that can rely on the gamma 
function versus performance levels that 
require use of SMPTE 2084 may well be a 
key factor in efforts to define a common 
baseline HDR standard and a “premium” 
standard. 
 
Display Systems 
 
     Another key factor in setting HDR 
parameters is the need to minimize costs by 
leveraging the current generation of SoCs 
(systems on a chip) used in TV sets. These 
chipsets have enough processing power to 
handle the Dolby Vision luminance, color and 
contrast enhancements. These enhancements, 
utilizing 12-bit encoding, are conveyed in a 
metadata overlay, which the SoC decoding 
processes combine with the regular REC 709 
video feed to deliver an integrated signal to 
Dolby Vision display systems.  
 
     This bifurcated overlay approach ensures 
that content mastered to Dolby Vision 
specifications will also be viewable on 
traditional displays, where the SDR decoder 

does not interact with the metadata. But, from 
a bandwidth perspective, it adds about 20 
percent in bandwidth overhead to the 
bitstream. 
 

 
     

Figure 3:  Display Luminance in Nits 
 
 As shown in Figure 3, the big difference 
between Dolby Vision, and more basic HDR 
systems when it comes to manufacturing 
requirements, is in the displays themselves. 
Dolby Vision uses individually modulated 
LED semiconductors that can be switched 
across multiple steps of luminance from 0 nits 
to the chosen peak level of brightness, which, 
as mentioned, is about 4,000 nits for the first-
generation Dolby Vision. This requires 
production of all-new display systems, 
whereas the current generation of LCD 
displays, particularly those with better local 
back-lit contrast controls, can be repurposed 
with firmware upgrades of current-generation 
SoCs at the factory to support HDR platforms 
operating in the 1,000-nit range.   
 

STANDARDIZING HDR 

     At CES 2015, most of the major brands 
had prototype HDR sets on display with a 
bewildering potpourri of labels such as Wide 
Color LED from LG Electronics, Dynamic 
Range Remaster from Panasonic, X-tended 
Dynamic Range from Sony and SUHD from 
Samsung. Prototypes supporting Dolby Vision 
were on offer from Toshiba, Hisense, Philips 
and Vizio. 

     Efforts to set standards have made 
significant headway, but there are many 
initiatives underway that will have to be 
brought together on the road to true 
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standardization. These include the ITU’s 
pursuit of a global UHD standard; the U.S. 
broadcast industry’s development of ASTC 
3.0; the Blu-ray Disc Association’s (BDA’s) 
Ultra-HD Blu-ray platform; the end-to-end 
UHD agenda at the Ultra HD Forum, and the 
efforts of the new UHD Alliance.  

     The UHD Alliance, which was launched at 
CES, is the latest undertaking, fueled by 
Samsung’s proposal of an open HDR solution. 
This initiative has brought together some key 
players from across the consumer electronics, 
OTT, MVPD, content and studio sectors. 

     At this early stage, while there may be 
refinements to Samsung’s proposal through 
contributions from other UHD Alliance 
members, it appears that open HDR will 
prevail as a “basic” HDR format, while Dolby 
Vision could well emerge as a “premium” 
format. Where the first generation of Dolby 
Vision has been pegged to a 4,000-nit range in 
luminance, Samsung’s version of open HDR 
supports a 1,000-nit range. 

     Meanwhile, the BDA has revealed basic 
parameters of the Ultra-HD Blu-ray standard 
scheduled for release later this year. 
According to press reports, the specs will 
support an open HDR standard using 10-bit 
HEVC encoding and SMPTE 2084 signalling 
while making provisions for two optional 
solutions, Dolby Vision and the Philip’s 
proposal, that can be layered onto the basic 
platform. The BDA also includes means by 
which 10-bit encoding and the wider color 
gamut can be applied in the presentation of 
SDR content. 
 
     It remains to be seen how all this plays out. 
While the goal is to deliver products that can 
be branded with an HDR label guaranteeing a 
consistent quality of experience on all 
displays, the industry must reach consensus 
on basic questions such as what the minimum 
nit threshold should be, at what point does the 
nit count exceed viewers’ comfort levels, how 

much contrast is too much and how broad the 
color palette must be to qualify as HDR 
compliant. 
 

THE COMMECIALIZATION OF HDR 

     Whatever comes of the standardization 
efforts, one thing is certain: HDR when 
combined with the high resolution offered by 
4K UHD, delivers a powerful viewing 
experience that truly differentiates UHD. 
While today's LED/LCD TVs deliver 
luminance at up to 300 to 500 nits, which is 
sufficient to enable viewing in a brightly lit 
room, these levels of brightness are achieved 
with display enhancement techniques applied 
to content that has been mapped to the 
contrast and color range of REC 709.  

     There’s no improvement when it comes to 
fidelity to color or better contrast. For 
example, there’s still no ability to accurately 
render Coca-Cola Red or the green used on 
Caltrans highway signs in California. In fact, 
these brightness enhancements introduce 
distortions that often take the viewer farther 
away from the creator’s intent with 
heightened emphasis on “out-of-gamut” 
colors. And without sufficient contrast, the 
increased brightness can produce a wash-out 
effect across color gradations on the limited 
REC 709 scale. 

HDR from OTT Providers 
 
     Consequently, buyers of HDR-enabled 4K 
UHD TV sets will look for 4K content 
sources that can deliver the far superior 
experience of HDR. Judging by plans 
publicized so far by various content providers, 
HDR set owners won’t have long to wait.  
 
     One OTT provider, for example, has 
publicly committed to begin streaming HDR-
caliber content this year. While the company 
has been a vocal proponent of Dolby Vision, 
executives have said it will be able to support 
other formats as well.  Dolby has announced 
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commitments from many OTT providers at 
the present time. 
 
     The motion picture studios are beginning 
to react to the HDR potential as well.  Some 
are already formatting movies for viewing on 
Dolby Vision displays while others have 
announced exclusive deal to make some of its 
movies available for viewing on displays 
using Samsung’s open HDR. 
 
     While we don’t know how soon HDR-
enabled 4K UHD TV sets and the availability 
of HDR content from OTT sources will begin 
shaping the expectations of cable subscribers, 
the fact that early adopters will most likely 
come from the ranks of MVPDs’ highest 
paying subscribers means their expectations 
will carry special weight in determining how 
HDR factors into UHD service strategies. 
Thus, it’s likely MVPDs will need to begin 
supporting HDR sooner than later, well before 
the standards issues are fully resolved. 
 
MEETING THE MVPD CHALLENGES 
 
Expediting the Move to HDR 
 
     The advent of HDR introduces new 
challenges for MVPDs. The ability of OEMs 
to quickly move from 4K UHD to HDR 
attests to the fact that the systems on chips 
(SoCs) used in today’s television sets are so 
powerful that new levels of viewing 
experience can be achieved through advances 
in software, without having to wait for new 
generations of hardware.  
 
     As a result, MVPDs face a protracted 
period of transition to mass market adoption, 
during which they will want to be able to 
support multiple permutations of HDR 
without incurring untenable costs. In addition 
to all the steps associated with ingesting, 
storing and processing content for higher 
resolution, MVPDs must be able to establish 
the workflows essential to ingesting and 
converting content that can be mapped to the 

higher color gamut, luminance and contrast 
ratios of each HDR mode.  
 
     Thus, the benefits of the outsource option 
increase with the addition of support for 
HDR, which may only be of interest to a 
small proportion of their subscriber bases. By 
utilizing an outsource service that is able to 
support any commercially viable HDR mode, 
MVPDs will avoid the pain of any format 
wars preceding industry agreement on 
standards. 
 
     The new procedures start with establishing 
relationships and a means for acquiring source 
material that has not been processed in post-
production for SDR distribution. In other 
words, MVPDs want to be able to use source 
materials that have not lost their original 
colors, contrast range and brightness in a 
mastering process. In so doing, they will be 
able to add value even to old films, which will 
be converted for TV viewing at a quality level 
that rivals the original theatrical experience. 
 
     MVPDs will need to be able to adopt 
conversion processes essential to supporting 
whichever HDR modes gain traction in the 
marketplace. This will require new expertise, 
new tools, and in the case of an enhanced 
HDR service such as Dolby Vision, support 
for 12-bit encoding and processing steps 
related to creating the metadata for 
transmitting enhancements to the baseline 
REC 709 formats.  
 
     Adding to the challenges is the fact that, at 
this early stage of HDR development, the 
details of how to execute on all these 
requirements must be worked out through 
close working relationships with providers of 
HDR technology. For example, just as it took 
time for Deluxe OnDemand to work out all 
the details that have allowed it to create a fast-
to-market launch pad for 4K UHD services, it 
will take time to develop the optimal HDR 
platform for baseline and enhanced levels of 
HDR distribution.    
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     Deluxe, working closely with Dolby and 
other HDR platform providers, is moving 
rapidly on this path. As a result, MVPDs can 
proceed with launching and scaling 4K UHD 
services in tandem with market demand 
without waiting until they’re ready to support 
HDR.  
 
     When they are ready to add HDR to their 
UHD options, they will be able to avoid the 
long delays they would incur by having to 
climb the learning curve in-house. With the 
workflows, tools and practices already in 
place, they will be able to get underway as 
soon as they determine market conditions 
have reached the point where they stand to 
gain by offering their customers the 
unprecedented viewing experience of HDR. 
 

CONCLUSION 
 
     The prospects for consumer adoption of 
4K UHD have been increased by virtue of 
commercial introduction of HDR technology 
as a major enhancement to the viewing 
experience. With 4K UHD penetration 
outpacing earlier industry projections and ever 
more 4K UHD content entering the market, 
MVPDs already have ample reason to launch 
a 4K UHD service, but it won’t be long before 
the same can be said of HDR. 
 
     By delivering a quality of experience far 
beyond that of SDR-formatted content, HDR 
promises to drive consumer expectations even 
higher as 4K UHD takes hold. Already, 
leading OTT suppliers, who were first to 
market with 4K UHD content, are preparing 
to introduce HDR content before year’s end. 
 
     Just as MVPDs cannot afford to cede the 
4K UHD viewing advantage to OTT 
competitors, they cannot ignore the 
implications of HDR for service development. 
The question is, with 4K UHD just getting off 
the ground and so many HDR formats in play, 
how can these emerging market imperatives 
be accommodated without spending immense 

sums on the staffing, workflows, tools and 
storage capacity these new technologies 
require, long before the market for these 
services will grow large enough to generate a 
reasonable ROI. 
 
     The answer can be found in leveraging the 
shared-cost environment of an outsource 
supplier for the heavy lifting to launch and 
scale 4K UHD in the near term, with 
expectations that similar benefits will accrue 
when the time comes to introduce HDR 
services. Companies such as Deluxe 
OnDemand are already playing the role of the 
outsource workflow supplier of 4K UHD 
services to MVPDs, with all the processes 
essential to delivering a superior 4K UHD 
service at minimal costs. Furthermore, the 
outsource strategy has an inherent futureproof 
component for HDR support. As a result, 
customers can be assured they will have the 
opportunity to introduce HDR services 
whenever they determine the timing is right to 
enter this next phase in the transition to next-
generation TV. 
 
     
Footnotes: 
 
1 Consumer Electronics Association, 4K Ultra 
HD Update: Consumer Adoption & 
Awareness, January 2015 
 
2 The Digital TV Group, “At Least Six Pay 
TV Broadcasters Set to Launch UHD Services 
this year,” January 2015 
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Abstract 

   While it may seem like a distant memory, 
and in retrospect seems hard to fathom, 
High-Definition (HD) video got off to a very 
slow and inauspicious start.  The adoption 
cycle was quite long.  Obviously display 
technology, costs at every stage of the 
content cycle from creation to display, and a 
very recent massive digital video revolution 
played a role in the adoption rate.  Once the 
conditions were in place, however, HD took 
hold and there was no going back. 

   Fast forward to today, where HD is 
mature, deployed in scale, and impossible to 
live without.  While an important and 
profitable component of the operator’s 
business model, there is a resource price to 
be paid in term of the capacity HD consumes 
compared to Standard Definition (SD) TV.  
Operators are regularly adjusting their 
service mix and introducing technology to 
increase capacity and make better use of 
existing capacity to support service 
evolution.  Today’s HD falls into this latter 
category.  High Def’s maturity, and MPEG-4 
encoding’s capability present in fielded STBs 
allows operators to deploy HD content more 
efficiently. 

   An HD channel typically has an SD brother 
in the channel lineup – it’s a simulcast.  This 
is not very efficient, but also not terribly 
penalizing given the relative bandwidth that 
SD consumes.  Now, along comes….4kHD.  
It’s not quite really here, and there will be 
clear limitations at first.  But, it is quite 
reasonable to expect that 4kHD scales into a 
mass service within a decade.  However, a 

simulcast approach for current HD channels 
to be made available in 4kHD would be 
difficult.  The likely option to prepare for 
4kHD, in addition to HEVC encoding, is 
transitioning to an all-IP architecture.  
Already part of most operator’s future plans, 
4kHD may be additional inspiration to drive 
forward with a methodical transition 
strategy. 

   This paper will take the reader through an 
all-IP transition scenario that considers key 
aspects that an operator must coordinate in 
phases.  Access architecture, bandwidth, 
encoders, CPE, home architecture, and 
multicast services represent major balls to be 
juggled in the transition of services.  We will 
walk through a hypothetical case study based 
on a typical existing system serving as the 
Day 0 scenario.  We will quantify the CPE 
situation and migration plans for STB and 
HSD solutions.  We will describe a spectrum 
management plan with a sensible pace that 
balances legacy box retirement with capacity 
demand.  And, we will consider how services 
and capacity tie to network evolution. 

   An all-IP nirvana has been a future vision 
for quite some time.  With enhanced video 
and continued HSD speed demand, the future 
has arrived. 

 

INTRODUCTION 

   Over the last two decades of service 
evolution of video, voice, and data, operators 
have developed in their DNA a keen sense 
for the planning and implementing growth 
opportunities at just the right time.  MSOs 
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have been a very successful with a pay-as-
you grow approach, adopting new 
technology at the proper point in their 
lifecycle to deliver on increasingly 
demanding consumer services.  A major 
enabling component has been access to new 
HFC capacity, incrementally exploited by 
pushing fiber deeper, expanding RF 
bandwidth in the distribution plant, use of 
WDM in the Optical Distribution Network 
(ODN) to fuel continued segmentation and 
services, and migrating all-digital video, or in 
some cases deploying switched digital video 
(SDV).   

   The challenge of continuing to aggressively 
deliver on new services, which are being 
introduced more rapidly than ever, and 
matching the pace of this with network 
evolution, has never been greater.  It is the 
nature of infrastructure that changing it does 
not come simply or inexpensively.  Various 
emerging initiatives in Network Function 
Virtualization (NFV) and Software Defined 
Networks (SDN) promise to bring some 
renewed flexibility to evolving the network 
quickly, but big iron at the edge, connectivity 
to the home, and CPE are necessarily part of 
the equation. 

   The transition to all-IP has been part of 
most cable operator’s thinking for years, and 
recent service deployment decisions have 
been weighted towards the recognition of 
moving towards an IP end state as opposed to 
adding new capabilities to the legacy digital 
video, often referred to as the “QAM” 
ecosystem (confusingly so since cable’s IP 
pipe – DOCSIS – also uses QAM 
modulation).  As new technology draws out 
the untapped capacity potential of HFC, it 
will be used to deliver the next generation of 
HD services, 4KHD, as well as be called 
upon the support the unquenchable appetite 
for IP data capacity and speed.  Together, 

they will fuel the final stages of the all-IP 
transition. 

SEEING MORE BANDWIDTH 

   The appetite for HD is stronger than ever, 
and it has become a must-have for most 
video subscribers.  However, the lifecycle of 
HD, which itself carries a large relative 
bandwidth penalty compared to the 
longstanding SD services, has only just 
begun.  Cable systems deliver programming 
in both 720p and 1080i formats today, while 
1080p already exists in consumer electronics 
such as Blu-Ray and gaming consoles.  Flat 
panel televisions continue to become larger 
and sizes as large as 84” (7 feet!) have been 
available on the market for a couple of years.   

   Of course, such screen sizes are able to 
take advantage of emerging higher resolution 
HD formats, such as 4K HD.  The 4K HD 
format represents 4x the number of pixels of 
1080-column HD. Figure 1 shows the well-
understood relationship between resolution, 
screen size, and viewing distance that 
governs the practicality of its use as it relates 
to improved video quality.  Note that 4K HD 
is more than just more pixels.  It also enables 
“better” pixels and potentially increased 
frame rates in the future. 

   By the end of this year, it is projected that 
nearly all majority of TVs sold new will be 
4K HD capable.  Obviously, they will not be 
displaying content that has been delivered in 
4K HD format right away.  Most cable 
operators utilize and monetize all or most of 
their spectrum at all times.  They regularly 
manage that spectrum and adjust services, 
mostly adjusting the video and data service 
mix.  Most of the spectrum is broadcast 
video spectrum, and it is not practical that 
“HD 2,0” in the form of 4K HD is delivered 
on the cable network as a simulcast alongside 
the existing SD and HD broadcast services.  
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Figure 1 – Screen Size, Viewing Distance, and Spatial Resolution [1]

   For example, a 750 MHz system may have 
300 SD channels and 150 HD channels.  
Using MPEG-2 encoding, the spectrum 
allocated to these channels as broadcast 
would be about 85 slots – 60 for HD and 25 
for SD – for a total of 115.  The remaining 
spectrum can be allocated to On-Demand 
(VOD) or data services (DOCSIS). 

   With 300 SD and 150 HD, let’s assume 
half again (75 channels) would be 4K HD 
broadcasts.  Based on Table 1 below [2], 
those 75 programs would need another 75 
spectrum slots encoded as MPEG-4.  A 750 
MHz system has about 116 spectrum slots in 
total, so the notion of a simulcast broadcast 
using MPEG-4 of 4K HD is clearly not in the 
cards. 

Less Filling 

   MPEG-4 codecs are valuable and mature 
tools for operators to manage HFC spectrum 
as HD content and OTT video services 

continue to grow.  However, as was obvious 
in the 4K HD calculation, MPEG-4 
efficiency gains do not offset the resolution 
increase due to pixel count alone. 

   MPEG-4 is, of course, not the latest 
encoding standard to draw on – that would be 
High Efficiency Video Coding (HEVC), or 
H.265.  HEVC has been successfully shown 
to achieve its objective of 50% less average 
bandwidth compared to MPEG-4.  It is fair 
enough to expect that the emergence of 
HEVC should undoubtedly be turned toward 
the 4K HD service, and in this case 38 
spectrum slots are necessary to support such 
a broadcast.  Not available typically, but we 
are in a much closer realm of possibility with 
a combined set of practical set of tools for 
network evolution, as we shall see.  

   In addition to linear services, there would 
be an expected increase in VOD due to 4K 
HD content being part of the library, roughly 
doubling the VOD allocation. 
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 Table 1 – Video Streaming Rates [2] 

 

   How would 38+ more spectrum slots be 
possible?  Several technology tools similar to 
those that operators have developed in the 
past when capacity expansion was required 
can be exploited towards this goal.  In 
particular in this case, Fiber Deep, which 
provides new standard spectrum and also 
expanded DOCSIS 3.1 spectrum, and 
DOCSIS 3.1 itself, which provides more 
“effective” spectrum slots, could provide a 
path to this broadcast 4K HD support.   

   However, while 4K HD is a step function 
of new capacity on a relatively full network, 
video is not the only thing growing in the 
cable network these days.  Wise operators are 
preparing for all projected service evolutions.  
And, thinking of video through only the lens 
of video channels is also no longer sufficient 
– it now blends with IP data, which has been 
governed by a persistently aggressive 
Compound Annual Growth Rate (CAGR). 

PERSISTENT AGGRESSIVE CAGR 
(PACAGR) 

   Figure 2 captures the breadth of services 
and applications now common in today’s 
residential service portfolio.  The “triple 
play” has been a valuable bundle, offering an 
attractive combination of customer 
satisfaction as well as sound business 
strategy and opportunity for the operator. 

 
Figure 2 – Residential IP-Based Services 

Continue to Expand [10] 

   The IP data component of the triple play 
has driven many of the new growth 
applications.  Having delivered on the initial 
game-changer of high-speed web browsing, 
broadband data service rapidly evolved into 
the rich content and ubiquity of access we 
assume today. Operators invested in 
increasing capacity and speed year after year, 
as demand grew and applications became 
more sophisticated.   

   Many of today’s applications take 
advantage of these ever-increasing network 
capabilities.  Expectations have become 
gradually raised, and supporting more 
sophisticated and bandwidth-hungry 
applications seamlessly is a customer 
requirement.  Key examples include online 
gaming, Over-the-top (OTT) streaming video 
(i.e. Netflix), file sharing applications, 
telecommuting, the exploding use of image 
and video-centric social media, and access to 
on-demand programming on all screens, 
anywhere in the home.   

   Recently, operators have branched out into 
whole home services such security, home 
control and automation, and even energy 
management. Unlike the prior 
media/entertainment-centric applications 
described, these services deliver completely 
new value to operators and customers.  
Currently deployed applications are perhaps 
the tip of the iceberg as the “Internet of 
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Things” (IoT) possibilities emerge.  As 
envisioned in Figure 3, new service growth 
opportunities unrelated to typical media-
centric and telecommunications services are 

vast, with promising new categories already 
underway on or the horizon in telemedicine, 
health, and wellness.  

 

Figure 3 – The Emerging Area of Whole Home Services [10]

   All of the above promise to keep PACAGR 
racing steadily ahead, and perhaps (gulp!) 
accelerating as we move beyond media 
delivery, which has finite practical limits of 
human consumption [3].  And, as noted 
above, the media consumption component 
itself continues to grow with the introduction 
of 4K HD, which in part has to do with the 
fact that there is room in the human 
experience for improved video quality – we 
have not yet achieved the “looking through a 
pane of glass” experience.  Because of this, it 
remains important to account for these 
emerging video formats when we analyze 
long-term capacity management.  Herein, 
that focus is on 4K HD, but higher 
resolution, 8K HD, formats also exist and 
could play a future role. 

   On the bandwidth asset side of the ledger, 
there is vast, untapped capacity in the HFC 
architecture.  However, it is not infinite. The 
competing phenomenon of growth and HFC 
capacity can be observed using the Capacity 
Management Timeline approach, as shown in 

Figure 4.  This approach represents a simple 
a tool that allows operators to understand the 
impacts of PACAGR to HFC resources.   

   Figure 4 is a basic example using the 
common 50% CAGR trend on a particular 
serving group.  A 16-channel DOCSIS 3.0 
spectrum allocation, operating at half of total 
capacity (there is runway for growth), 
follows the red trajectory which compounds 
at 50% YoY – doubling roughly every 21 
months.  As the trajectory climbs, node splits 
occur in 2016 and 2021.   

   Video and data service evolution occurs in 
parallel with architecture evolution, and the 
most daunting of the service evolution steps 
is the all-IP Transformation.  However, this 
is a an essential transition for the long term, 
maximizing capacity, simplifying operations, 
as well as enhancing service flexibility, 
breadth, and velocity.  The path to an IP 
network nirvana is a complex balance of new 
services arriving, old services phasing out, 
and architecture evolutions introduced 
nimbly. 
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Figure 4 – Capacity Management Timeline Approach: PACAGR vs HFC Capacity [4]

 

LAST MILES AND MILES 

     Typical deeper fiber HFC migration has 
been shown to be a valuable tool for 
providing continued lifespan runway for 
video evolution such as HD and OTT, as 
well as non-video IP data traffic growth [5].  
The use of node splitting reaches its final 
phase when the last active feeding the home 
becomes a fiber optic node.  This architecture 
goes by various names – Passive Coax, 
Fiber-to-the-Last-Active (FTLA), or N+0, 
and the names are not used to refer to the 
same thing across the industry.  Figure 5 
illustrates this commonly used multi-phased 
migration strategy to segmenting a serving 
area [4]. 

An “N+0” strategy often involves more than 
just exchanging amplifiers for nodes, which 
can be an inefficient way to create a logical 
N+0.  A more strategic implementation 
optimizes the node placement for reach, 
balancing the optimal reach with the re-use 
of existing infrastructure.   

Three main benefits of N+0 are: 

1) Small serving groups; more average 
capacity per HHP 

2) Opportunity to exploit new coaxial 
bandwidth; over 60% more 
downstream and more than doubling 
of the upstream 

3) Higher performance (higher SNR) 
channel  

 

 

Figure 5 – Service Area Segmentation 
using Common Node Splitting [4] 
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   The latter two are related to DOCSIS 3.1, 
which enables 10 Gbps of downstream 
capacity by enabling use of more spectrum, 
and by making use of more bandwidth 
efficient modulation profiles (4096-QAM, 
possibly higher).  DOCSIS 3.1 modernizes 
the core technology, primarily updating the 
forward error correction (FEC) and 
introducing the use of OFDM.  N+0 also 
leaves operators a stone’s throw from FTTP. 

   Figure 6 compares today’s 256-QAM 
modulation with 4096-QAM as enabled by 
DOCSIS 3.1 [6].    

 

Figure 6 – Comparing Maximum 
Modulation Profiles of DOCSIS 3.0 and 
DOCSIS 3.1 [6] 

   Figure 7 on the following page captures the 
broad essence of the N+0 or “Fiber Deep” 
architecture [4]. 

 

 

IP HOME – A HALFWAY HOUSE 

   IP video access in the customer home and 
onto customer devices occurs with OTT 
services as well as MSO-managed services, 
with operators developing apps for second 
screens that connect to their networks to 
authenticate devices and enforce content 
rights.  Traditional STBs will remain in the 
field for some time.  However, as part of the 
IP transition, as they are removed there is no 
longer an intent to replace them with a more 
sophisticated version integrated into the 
QAM ecosystem.   

   Hybrid gateways, IP gateways, and IP 
client STBs, operated from the cloud, is the 
realm of the majority of new “STB” 
development.  As this transition takes place, 
both QAM and IP networks (DOCSIS, 
MoCA™) will be running simultaneously on 
the coax in the home, as will WiFi™, of 
course.  We are “half-way” to the IP 
conversion in the home.  However, this 
hybrid state is common during the 
technology phase of any transition. 

   Traditional HFC allows for placement of 
CPE anywhere in the home that a coaxial 
outlet is located.  However, in the case of 
HFC spectrum re-allocation, spectrum 
expansion, or even future FTTP extension, a 
network demarcation point may be 
established at the point of entry.  In this 
sense, it is a natural “two box” system of 
network termination device plus in-home 
CPE.   

   A whole-home hybrid architecture that 
utilizes MoCA™ and WiFi™ to deliver 
video over IP on the Home LAN while 
passing through QAM is as shown in Figure 
8 [10]. 

256-QAM

4096-QAM
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Figure 8 – Cable Home LAN Today [10] 

   With current HFC, MoCA™ bands are 
implemented that do not overlap with the 
spectrum used by current services, because 
today’s CPE terminate the HFC access 
network inside the home.  The Home coaxial 
LAN, as stated, is part IP – there is an IP 
Home LAN, but it is a shared resource with 
conventional QAM signals today.   

   With the network terminated at the point of 
entry, the entire coaxial infrastructure in the 
home can be allocated to the IP Home LAN, 
and lower MoCA bands, and higher in-home 
speed and capacity are enabled.  Of course, 
to make this a practical reality, existing 
QAM digital video services and STBs must 
be removed from the network.  The “pass 
through” of legacy services shown in Figure 
8 must be eliminated.  In other words, this 
architecture is well-suited to the end-state of 
the all-IP transition. 

In many ways, the implementation and 
turning on of IP-based video services is the 
easier part – the more difficult and complex 
part of the IP Transition is the business-
driven aspect of retiring legacy QAM video. 

 

  

 

Figure 7 – The Essence of the N+0 or “Fiber Deep” Architecture 
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 IPTV IN THE ACCESS NETWORK: THE 
LAST FRONTIER 

   The reasons for cable to migrate to IP for 
video, or IPTV, are numerous and varied, 
and have been the subject of many industry 
papers in the past, and we will not delve into 
them here.  Some key ones are listed below: 

o Multi-screen video – IP Devices 
and Home LANs 

o Access to content anywhere 
o Blending video with other services 

(Social media, merchandising, 
targeted ads) 

o Cost efficiencies of single unified 
network operations 

o Leveraging of the global 
development and equipment 
ecosystem 

o Access agnostic for similar IP-
based systems structured on OSI 
principles 

o Software-based digital content 
rights and management (DRM) 

o Flexibility of IP traffic 
engineering at the edge 

o Standard remote management 
tools 

   When the network is all-IP, content and 
transport will have no limiting relationships.  
Video service is abstracted from access 
architecture, and the network is consolidated 
around a single unified delivery system.  

   The transition to an all-IP network is an 
end-to-end effort.  However, the “transition” 
largely left to take place is almost exclusively 
in the access network, as epitomized by 
Figure 9 [10].  Video gets to distribution 
hubs and Headends using IP/Ethernet 
delivery.  Behind the access network edge 
right up to the EdgeQAM or CMTS, 
IP/Ethernet is the dominant transport and 
hardware implementation.  Broadcast and 
narrowcast video is delivered to the edge in 
this format, whereupon it makes its way onto 
the HFC network as MPEG-TS only.   

 

 

Figure 9 – End-to-End IP – Most Work Remains in the Access Network [10]
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   In the HFC access network, the IP 
transition has two major implications.  First, 
the transition of all content to IP eventually 
enables the potential to eliminate legacy 
analog and QAM carriers.  There will be a 
period of simulcast of existing video services 
and IP-based content, but the maximum 
benefits of the IP transition occur when all 
legacy spectrum is recovered and freed up for 
use as IP capacity.   

   A second implication of the all-IP 
conversion is the ability to distribute video 
over any other IP-based transport mechanism 
– in particular other RF (Wi-Fi™, MoCA), 
Ethernet, and future FTTP, such as Ethernet 
PON (EPON). 

 IP Video – Multicast, Multiplexing & 
Variable Bit Rates 

   IP video over DOCSIS 3.0 or DOCSIS 3.1 
makes available techniques that provide 
valuable efficiencies over tradition broadcast 
QAM – multicast and wideband IP traffic 
multiplexing gains. 

   Legacy QAM architectures squeeze a fixed 
number of video signals in a 6 MHz QAM 
slot with the help of video statistical 
multiplexing to make the most of the roughly 
40 Mbps per slot.  IP Video can be 
implemented using variable, adaptive bit 
rates, over bonded DOCSIS 3.0 channels or 
wider DOCSIS 3.1 spectrum.  IPTV over 16 
bonded DOCSIS 3.0 channels, for example, 
is a resource pool of 640 Mbps.   

   Various analysis have estimated the 
incremental efficiency associated with wider 
spectrum and natural IP traffic multiplexing 
[8].  Bonding, coupled with more streams per 
QAM of MPEG-4 or HEVC benefits from 
the law of large numbers, reducing average 
bandwidth.  Many independent streams over 
much more pipe capacity results in effective 
self-averaging.  

   Based on simulations and observations of 
the prior analysis, we use an 80% scaling as 
the bandwidth required for VBR-based 
channel bonded DOCSIS 3.0 video in 
comparison to single carrier QAM transport. 

   A second valuable benefit is the use of IP 
Multicast, which means that only when a 
program is asked for is it put onto the 
network, in contrast to broadcast channels.  
Others in the service group access the same 
multicast stream when they tune to the 
program, saving access bandwidth. 

   Trends have been moving towards more 
unicast for many years and for many reasons: 

• Time-Shifting 
• 2nd Screen viewing 
• Smaller service groups 
• Targeted advertising 
• Voluminous on-demand offerings 

 

   Nonetheless, the most popular programs 
and channels tend to always benefit from 
multicast for even shrinking service groups at 
prime time, although the number of channels 
this applies to can be surprisingly small – the 
top 20-30 in the lineup, for example.  In IP, 
of course, we are streaming programs, not 
channels, which is another layer of 
granularity and potential for dynamic 
flexibility.  

   Figure 10 is an example of the type of 
analysis showing the dependency of IP 
multicast to number of concurrent users and 
content mix.  Note that this analysis is based 
on MPEG-2 video encoding.  Since the 
analysis of Figure 10 in [9], MPEG-4 has 
become mature and is expected to be the 
dominant compression format initially for 
IPTV. 
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Figure 10 –IP Multicast Efficiency 
Analysis [9] 

  An important premise of determining IP 
Video capacity needs is to recognize that 
ultimately what matters is the number of 
eyeballs at primetime.  The rest is just 
mathematical scaling.  Customers are 

agnostic to delivery method and what is 
underneath the hood. 

A WALK IN “IP” PARK 

   Figure 11 pulls together a possible 
transitional spectrum map integrating the 
items we have discussed herein and more.  
While the approach is to incrementally 
evolve services and technology in phases 
such as the eight steps in Figure 11 below, 
recognizing the impracticality of a straight 
“cutover” in most cases, the steps shown are 
still relatively coarse.  The primary focusing 
was to introduce impacts of key technology 
components while having a reasonable 
number of permutations, but enough to create 
a useful timeline of guidance with the chart. 

   We describe the steps introduced in 
Figure 11 below.

 

 

Figure 11 – Spectrum Transition Example Involving 4KHD, IPTV, Fiber Deep, and D3.1

 

 

 

Day Zero: 
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   An HD channel typically has an SD brother 
in the channel lineup – it’s a simulcast.  This 
is not very efficient, but also not terribly 
penalizing given the modest relative 
bandwidth that the SD consumes.   

   As a starting point, we assume 300 SD and 
150 HD channels of broadcast, 12 channels 
dedicated to VOD, and 16 channels for 
DOCSIS 3.0.  It is apparent already (and not 
surprisingly) that this lineup consumes most 
of a 750 MHz HFC plant.  All of the 
spectrum is being monetized for services. 

Day 1:  MPEG-4, DOCSIS 3.1 

   The introduction of a substantial chunk of 
spectrum for DOCSIS 3.1 is shown occurring 
using spectrum mined from transitioning HD 
to MPEG-4 for HD content. 

   Some of the spectrum reclaimed from the 
QAM pool is used to introduce DOCSIS 3.1 
and enable Gigabit data service. 

  Note that the fact that DOCSIS 3.1 uses the 
6 MHz spectrum slots more efficiently is 
embedded in the accounting of Figure 11 
throughout all steps that incorporate 
DOCSIS 3.1 

Day 2: Cloud DVR 

   Cloud DVR is an emerging service that 
continues the MSO move to IP-based video 
service.  The impacts of cDVR can be 
projected mathematically based on available 
data on DVR penetration, video consumption 
behaviors, and content type. 

  We will assume an initial recorded viewing 
percentage at 33% based on [11].  We use 
60% video services penetration, 70% peak 
busy hour (pbh) usage, 1.5 streams per home 
time-shiftable, and the 33% concurrency of 
recorded consumption.   

   We also assume all DVR customers have 
exchanged local storage service for cDVR 
service.  Again, this transition will occur in 
phases in practice. 

Day 3: IP VOD, IPTV 

   The move of VOD to IP VOD has occurred 
in this phase.  Again, this will happen in 
phases, but in Figure 11 we show only all-
QAM and all-IP cases, with the assumption 
of equivalent eyeballs meaning an efficiency 
improvement for IP VOD due to MPEG-4 
encoding basis. 

   In addition, IPTV using IP Multicast is 
activated as a simulcast service using 
Figure 10 as a guide for required DOCSIS 
channels. 

   To remain contained in a 750 MHz 
network, the slots allocated to SD services 
was reduced.  The reduction shown is about 
16% on average, so more efficient use of 
existing compression may be sufficient.  Of 
course, a full 50% is obtainable if desired 
with investment for the SD tier as well. 

Day 4: Release 1 of DOCSIS 3.1 

   Use of DOCSIS 3.1 expands to the two full 
OFDM blocks per the initial capability 
requirements.  DOCSIS 3.0 equipment has 
been replaced (again, a phased transition in 
practice).  

   Day 5: Intro to 4KHD 

   We consider the case of introducing 4KHD 
as a simulcast/broadcast, using HEVC 
compression. 

Day 6:  IP 4KHD 

   We remove broadcast 4KHD, and 
implement 4K VOD and linear as IP only 
using HEVC encoding. 
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Day 7: Fiber Deep 

   A Fiber Deep architecture (N+0) is 
considered.  The architecture guidelines for 
Fiber Deep cap the maximum serving group 
size at 128 hhp.  

End States 

   Both nominal service group size and a 
Fiber Deep architecture (N+0) are considered 
as the legacy QAM services are retired.  

7 BUSY DAYS – SUMMARY 

   The Day 0 state points out the obvious, 
using the 750 MHz network assumption – 
operators wisely use nearly all of the 
spectrum at their disposal for revenue-
generating services. 

   Day 1 makes clear an important and oft-
overlooked component of HFC capacity 
management.  That is, while PACAGR 
garners all of the headlines, the industry has 
hardly stopped innovating in the video 
compression space.  Since the deployment on 
a wide scale digital video over cable using 
MPEG-2 compression, a full two generations 
of MPEG compression have been completed 
and become deployable.  The vast majority 
of non-IP based digital cable spectrum is still 
MPEG-2 based.  Obviously there is a STB 
dependency that makes rapid changeover 
difficult, but a carefully managed changeover 
is quite reasonable and underway with many 
MSOs.   

   Day 1 indicates the effect of MPEG-4 on 
the HD broadcast spectrum only.  Some of 
the reclaimed spectrum of the 50% HD 
savings is allocated to deploy DOCSIS 3.1 
with enough capacity that bonded DOCSIS 
3.0 and DOCSIS 3.1 channel achieve Gigabit 
data services.   

   Note that the net of MPEG-4 conversion 
and DOCSIS 3.1 introduction is an increase 

in spare spectrum, largely because DOCSIS 
3.0 already existed and is providing a good 
percentage of the total capacity needed to 
support 1 Gbps. 

   In Day 2, we can see that the spare 
spectrum set aside is sufficient (not 
accidentally!) to enable Cloud DVR services 
(cDVR) at 100% penetration of DVRs.  The 
service is assumed supported over DOCSIS 
3.0, as the initial production of these DVRs it 
is assumed occurred in the DOCSIS 3.0 era 
(i.e. now) 

   By Day 3, we assume the transition of 
VOD to all-IP has occurred.  Viewing 
behaviors are assumed held constant, and the 
IP version benefits from the use of MPEG-4. 
The introduction of IPTV occurs, based upon 
analysis as shown in Figure 10 for multicast 
gain and channel count required (spectrum). 

   As mentioned, the SD tier was reduced in 
order to make enough room for linear IPTV 
service.  This can be a sacrifice of SD 
content, perhaps acceptable this many years 
down the road, squeezing better efficiency 
out of existing MPEG-2 compression, or of 
course MPEG-4 encoding is available for the 
SD tier if the investment is worthwhile to be 
made on SD services by this stage. 

   In Day 4, all of the IP services – HSD, 
cDVR, IPTV, VOD are over DOCSIS 3.1 
only.  The added spectrum efficiency of 
DOCSIS 3.1 allows all of these to consume 
less total spectrum.   

   However, HSD capacity growth and speed 
requirements are expected to continue as 
these phases (years) go by.  All of the freed 
up spectrum is given to DOCSIS 3.1.  The 
total number of DOCSIS 3.1 is increased to 
allow for the two full OFDM blocks of 
192 MHz to be deployed.  This now just fits 
within the 750 MHz envelope (again, not by 
accident!). 
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   On Day 5, we can see the extreme scenario 
of the 4KHD dilemma.  It displays the “what 
if” a broadcast simulcast of 4KHD (over 
HEVC) sat alongside SD and HD content.  
This does not make much sense to consider, 
and there is likely no one with such a plan.  
Figure 11 simply makes this abundantly 
clear. 

   On Day 6, however, we begin to see a pixel 
of light at the end of the 4KHD tunnel when 
we deploy 4KHD linear video and VOD over 
IP.  While we have stepped over the 750 
MHz boundary, we are comfortably within 
the 1 GHz boundary of existing HFC 
equipment and infrastructure with well-
understood upgrade cost and logistics. 

   Alternatively, we have the Day 7 approach 
to HFC evolution involving Fiber Deep as 
shown in Figures 5 and 7.  The assumption of 
Fiber Deep in this case is a service group 
reduction by a factor of four, effecting the 
number of channel required for all 
narrowcast (unicast or multicast) services.  
This can be calculated.  Note that spectrum 
allocation associated with a peak speed 
requirement (in this case, a 1G 
assumption).must still be maintained despite 
shrinking service groups and less total 
capacity utilized.  

   As can be seen in Figure 11, each of the 
evolutions of Day 6 (1 GHz upgrade) and 
Day 7 (Fiber Deep) are possible solutions to 
4KHD capacity management.  It is 
straightforward to show that the broadcast 
4KHD case does not fit within 750 MHz 
when “Fiber Deep” is implemented.  
However, Fiber Deep in the form of N+0 and 
strictly NO amplifiers is inherently a 1 GHz 
architecture based upon a new Fiber Deep 
node.  In this case the 4KHD broadcast is 

actually supported.  So, HFC could support a 
4KHD broadcast if necessary.   

   However, given that the IP transition is in 
process, just as 4KHD comes to life 
alongside HEVC, and given the much higher 
spectrum efficiency possible deploying over 
IP and with DOCSIS 3.1, it is understandable 
how we can look at 4KHD as a logical 
stimuli to the movement of video on the 
network to exclusively IP-based 

   End State makes the correlation between 
the scaling of 4KHD content and service, and 
the IP transition, abundantly clear. In this 
case –Fiber Deep or no Fiber Deep, retiring 
QAM spectrum and clearing its use for IP 
only services, delivered over maximally 
efficient DOCSIS 3.1 is the HFC Network 
Nirvana. 

Note also that in this final state, which is 
assumed to be some years away, a D3.1 
spectrum allocation supportive of 2G speeds 
is included, still comfortably. 

   End State – No Fiber Deep – make a pretty 
compelling case as to why the transition to 
IPTV includes the technology evolution of 
full video services over IP, but also the 
retirement of legacy video services, 
eventually eliminating broadcast/simulcast 
spectrum inefficiency.  Ultimately, this 
simply makes the network traffic completely 
correlated with customer demand, which is 
significantly skewed today because of 
broadcast video services. 

CONCLUSION 

   Cable operators are well underway in their 
transition to all-IP.  However, it is along 
road.  Behind the edge, throughout the home, 
and onto second screens are all mature 
aspects of IP video for cable operator (non-
OTT) programming as well as OTT itself.  
This paper hopefully described some of the 
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key puzzle pieces, and shows an example 
instructive pathway – a mix of technology 
and service evolutions – that can serve as 
coarse guidance of the “how-to” of IP 
transition management. 
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A SYSTEMATIC APPROACH TO VIDEO QUALITY  
ASSESSMENT AND BITRATE PLANNING 
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 Abstract 
 
     We present a streamlined method of setting 
operational video quality and bandwidth 
using either subjective or objective testing, 
using individual golden-eyes or focus groups 
of any size. A key feature of the method we 
present is it provides a means of validating 
test content to ensure that it is representative 
of actual programing. Another key feature is 
that this method enables bandwidth planning 
based on both average video quality and the 
probability that hard-to-compress content will 
fall below a predetermined just-acceptable 
video quality threshold. The data and analysis 
we present are intended to aid in planning 
video quality and bandwidth resources across 
a range of service offerings from OTT through 
Ultra HD. 
 

INTRODUCTION 
 
     Cable operators and other MVPDs can 
significantly reduce the complexities of 
providing ever more viewing options to 
subscribers by streamlining their approaches 
to setting video quality thresholds and the 
minimum bitrates for achieving those 
thresholds across all streams.  
 
     As pay TV providers continue to pursue 
ways to improve bandwidth efficiency 
through better encoding techniques on their 
legacy SD and HD channels, they must also 
be able to set new quality and bandwidth 
benchmarks in response to subscriber demand 
for access to premium content on every type 
of IP-connected device. This entails working 
with multiple adaptive bitrate (ABR) 
streaming modes to determine minimum 
bitrates for delivering content over fixed and 
wireless outlets at acceptable quality levels 
for each type of device.  

     At the same time, service providers are 
exploring how to benefit from the 
introduction of HEVC (High Efficiency Video 
Coding) compression technology in the IP and 
legacy domains. This includes preparations 
for migration to the next plateau in display 
resolution, 4k Ultra HD. Quality assessment 
processes are integral to these efforts as well. 
 
     These developments present 
unprecedented challenges to performing 
systematic, scientifically valid quality 
assessment at a time when content licensing 
policies and new approaches to monetization 
require consistent cross-platform quality 
performance. Cable and other network 
operators must be able to define acceptable 
viewing parameters for every type of service 
and set the minimum bitrate requirements for 
whichever encoding protocols they’re using to 
deliver those services. 
 
     As part of this process they must be able to 
comparatively determine which encoding 
solutions achieve the best results. And their 
procedures must include a straight-forward 
approach to determining whether the technical 
nuances of the test files they use in focus 
groups and other testing forums mirror the full 
scope of nuances in motion, color, zooms, and 
other dynamics to be found in real 
programming.  
 
     Meeting these challenges requires a 
practical approach to video quality assessment 
that is fast, rigorous and cost-effective. This 
can’t be done simply by relying on objective 
methods like PSNR (Peak Signal-to-Noise 
Ratio), which were not designed to gauge the 
actual human viewing experience1. Yet there 
is nothing quick or cost-effective about 
repeatedly going through all the time-
consuming and costly steps associated with a 
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comprehensive approach to the subjective 
MOS (Mean Opinion Score) method of 
assessing real viewing experience, as 
prescribed in guidelines set by the ITU’s 
BT.500 video assessment recommendations2. 
 
     Instead, operators must be able to take a 
much more streamlined approach to 
perceptual video quality assessment which 
still can be relied on to generate accurate 
results from the MOS method of measuring 
real human experience while affording 
operators the flexibility to employ objective 
measures wherever appropriate to specific 
assessment goals. This simplified approach 
should generate quantifiable results that can 
be easily communicated in data-driven 
discussions about video quality on all 
services. This means the methodology must 
be sufficiently comprehensive to generate a 
matrix of average test scores at multiple 
bitrates across a wide range of video 
sequences representing the gamut of variables 
in each service category. 
 
     By compiling results from all test 
sequences in a systematic, quantifiable way 
operators will be able to use analytic 
techniques to quickly find answers to different 
types of questions. For example, operators 
should be able to use the scores from average 
viewing experiences at various bitrates across 
multiple video test sequences to calculate 
optimal quality thresholds. Looking at test 
scores generated at different levels of 
complexity in the video test sequences, they 
should be able to calculate what the 
operational bitrate threshold should be for 
achieving the target quality for a given class 
of video service.  
 
  Operators also want to be able to identify the 
sequences that have the most negative impact 
on overall quality performance so that they 
can focus on finding solutions that will do the 
most good in raising quality levels for any 
given bitrate or, alternatively, lowering the 
bitrate for achieving a given level of quality. 

They want to be able to identify and quantify 
the differences in results generated by 
different encoding systems across multiple 
test sequences at multiple bitrates. They want 
to determine whether improvements enabled 
by new solutions are of sufficient magnitude 
to merit replacing solutions currently in use.  
  
     As explained in the ensuing discussion, 
extensive commercial experience with a wide 
range of quality assessment procedures has 
led to development of a scientific approach to 
video quality assessment and bitrate planning 
that will allow operators to achieve highly 
reliable results in far less time and at far less 
expense than was previously the case. This is 
not a one-size-fits-all approach. It provides 
leeway for using various combinations of 
subjective and objective testing with reliance 
on scoring from one or more outside focus 
groups or from just one individual “golden 
eye” on the operator’s staff.  
 
     In all cases, the method involves a means 
of validating test content to ensure it not only 
represents the full scope of video 
characteristics in actual programming but also 
introduces uncommon extremes that serve to 
stress test encoders. The method also supports 
bandwidth planning based on average video 
quality while accommodating the probability 
that hard-to-compress content will 
occasionally fall below a predetermined, just-
acceptable video quality threshold. 
 
NEW CHALLENGES IN VIDEO QUALITY 

ASSESSMENT 
 
     From a cable perspective, not very long 
ago the tasks associated with defining 
minimum levels of acceptable video quality 
and the bitrates required to hit those targets 
focused on just two types of video streams – 
MPEG-2-encoded SD and HD programming 
delivered over QAM channels to set-top 
boxes. Today, operators must also be able to 
perform quality assessment and bitrate 
planning on those legacy channel streams 
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when MPEG-4 H.264 encoding is used. And 
they must be prepared to apply similar 
assessment procedures to HEVC H.265 
encoding as well. 
 
HEVC and 4k UHD 
 
     Encoding methodologies applied with 
MPEG-2 and MPEG-4 are relatively stable, 
which means operators need to occasionally 
look at improved encoding techniques to 
determine whether such improvements 
translate into gains in bitrate reduction that 
justify the costs of replacing existing systems. 
But, where HEVC is concerned, the protocol 
is still in a relatively unstable phase of 
implementation, which means assessments of 
video quality for purposes of setting bitrates 
will have to be made more frequently in the 
early rollout phases and beyond.  
 
     This is especially true in the use of HEVC 
to deliver 4k UHD services, which will most 
likely be a primary driver to early use of 
HEVC in cable and other MVPD networks. 
The emergence of 4k UHD requires the 
setting of new quality thresholds and bitrates. 
Given the increase in bitrates required for 4k 
even with the use of HEVC, incremental 
improvements in encoders will be even more 
significant to operators than has been the case 
with SD and HD encoding. As operators add 
ever more content to their 4k service 
portfolios, updated video quality assessment 
will be vital to ensuring maximum bandwidth 
efficiency as HEVC matures. 
 
Streamed IP Video 
 
     Greatly complicating matters is the need to 
deliver premium video over ABR streams to 
smartphones, tablets, computers, game 
consoles, IP set-tops, and smart TVs over Wi-
Fi and mobile 3G and 4G connections. This 
introduces new form factors requiring 
different bitrate settings to reach minimum 
quality thresholds, depending on which 
encoding protocols are in use. 

  
     To determine what the appropriate 
minimum quality thresholds should be for 
each category of device requires that operators 
be able to quantify measured video quality in 
a way that accurately correlates with the 
quality of actual human viewing experience in 
accord with widely accepted parameters. In so 
doing they can determine what the minimum 
bandwidth requirements will be for a given 
range of bandwidth contention levels across 
multiple types of devices, thereby avoiding 
excessive spending on network capacity as 
they seek to accommodate the multiscreen IP 
service paradigm.  
 
     Complicating matters is the fact that 
configurations required for ABR distribution 
are different from standard broadcast 
configurations. Interlaced broadcast video 
must be converted to progressive scan. Frame 
rates and horizontal and vertical resolutions 
must be adjusted to comport with the types of 
devices targeted by the ABR streams. How 
these processes are performed in today’s 
automated transcoding systems can impact the 
quality of the viewing experience and so must 
be accounted for in analyzing the results from 
tests used in video quality assessment. 
 

OVERVIEW OF VIDEO QUALITY 
ASSESSMENT METHODS 

 
     Much attention has been devoted to video 
quality assessment over the decades. There 
are 2 main kinds of tests: subjective and 
objective. Subjective methods use systematic 
and repeatable psycho-visual tests to quantify 
human judgment of video quality. Objective 
methods rely on computer-based algorithms to 
attempt to predict human judgment. 
 
     When testing video quality, it is important 
to understand that “video quality” is an 
imprecise term. What is really important is 
being able to answer specific actionable 
questions such as: 
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• “What is the minimum operational bitrate 
that will provide a good video quality of 
experience to my subscribers?” 

• “How often might my subscribers notice 
problematic video quality?” 

• “Is encoder A better that encoder B?” 
• “Did the latest encoder upgrade improve 

video quality or allow a lower operational 
bitrate?” 

• “What is standing in the way of better 
video quality and lower bitrates?” 

 
     For all video quality assessment methods – 
subjective and objective – the reliability of the 
results obtained depends crucially on the 
extent to which the test clips represent the full 
range of characteristics common to video 
content. Thus, there need to be clips devoted 
to emphasizing high motion, random motion, 
horizontal and vertical pans, zooms and so on. 
Moreover, the clips chosen from test libraries 
should go beyond conveying the nuances of 
these characteristics as they appear in average 
programming by creating stress conditions 
suitable to testing the limits of encoder 
performance. 
 
Subjective Methods 
 
     Subjective methods are the golden 
standard by which all other methods of video 
quality assessment must be compared. Yet, 
there is not just one type of subjective test. 
Which test should be used depends on the 
question the experimenter hopes to answer. 
 
     There are two international standards that 
give guidance on subjective tests and the 
methods that should be used to analyze 
results. ITU-R BT. 500 is a formal 
recommendation for television. ITU-T P.9103 
is explicitly intended for multimedia 
applications such as video conferencing, 
telemedicine, etc.; but may also be applied to 
television (particularly as the lines between 
traditional TV and Internet video blur). The 
aim of all standardized tests is to produce 

quantitative data such as Mean Opinion 
Scores (MOS).  
 
     Standardized test methods may be 
classified in various ways. Some display test 
video in simultaneous pairs either side-by-side 
or top-to-bottom on one or two displays. 
Other tests display video test sequences 
sequentially, thus relying on a viewer’s visual 
memory. An important way in which 
subjective methods may be classified is based 
on the manner in which pristine reference 
video is introduced. In some testing protocols, 
the reference is “explicit” and the viewer 
knows which video sequence is the reference. 
In other protocols, the reference is “hidden,” 
meaning that the viewer does not know which 
video sequence is the reference. When no 
reference video sequence is provided, the test 
may be said to use “implicit” reference, which 
is usually based on the test viewers’ previous 
experience and expectations with respect to 
the video quality of commercial television. 
 
     The standardized method called Absolute 
Category Rating (ACR) is worth highlighting 
as it inspires the method we describe in this 
paper. The ACR method is a sequential, 
implicit-reference subjective method. Short 
test video sequences are displayed and the 
viewer(s) scores the quality of the video after 
each test sequence. Each individual test 
sequence is a particular short clip (10 seconds 
is a good length) processed or compressed to 
a different extent. The advantage of ARC is 
that it is relatively easy to set up. It is also 
similar to the way in which people watch 
television. People never see and compare 
television programming to a pristine 
reference. A potential disadvantage of ARC is 
that special care needs to be taken to create a 
range of test video sequences that include 
discontinuities such as scene changes, fades, 
graphic scrawls, etc. typically seen in 
commercial television. 
 
     In addition to the subjective testing 
methods specified by international standards, 
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there are non-standardized methods that are 
routinely used to make business decisions 
involving multi-million dollar equipment 
purchases. One example of a non-standard 
method is the “side-by-side bake-off” in 
which two versions of test video are compared 
on side-by-side displays. Often the evaluator 
will go “eye to the glass” to inspect tiny 
artifacts at very close distances, much closer 
than any usual viewer. The advantage of this 
approach is that it is quicker and easier to 
implement than any standardized method. It 
also enables an evaluator to compare different 
video processing options – often products 
from competing vendors – to highlight and 
isolated differences with great precision. The 
disadvantages are that it does not produce 
quantitative data nor does it give a good 
indication of how a subscriber or other viewer 
might react to the artifacts. 
 
     It is important to recognize that subjective 
testing creates an unnatural television viewing 
experience that can impact how the results 
should be interpreted. When someone is 
watching television for the sake of watching 
television, that person is not actively looking 
for artifacts. Rather, the viewer notices poor 
quality when the artifacts are significant 
enough to grab the viewer’s attention. In 
subjective testing, a viewer’s tasks are to 
inspect the television display(s), mentally 
classify the importance of the any distortions 
that can be seen, and physically record scores. 
Thus, subjective testing provides information 
that marks the boundary of what a viewer 
could see rather than providing direct 
information about what a viewer would see 
during normal television viewing.  
 
Objective Methods 
 
     Subjective testing can never be as fast and 
automatable as objective computer-based 
algorithms. That is the major advantage of 
objective testing and why it is so attractive 
and tempting to use instead of subjective 
testing.  

     Objective methods and metrics may be 
classified as either fidelity-centric or 
perceptual-centric. An objective metric can be 
said to be useful if it is accurate and precise, is 
consistent across different kinds of content, 
and varies monotonically with subjective 
scores. 
  
     Fidelity-centric methods are the quickest 
and easiest to use. They quantify the numeric 
difference between processed and 
unprocessed video sequences. Peak signal-to-
noise ratio (PSNR), sum of absolute 
differences (SAD), and mean-squared error 
(MSE) are very common fidelity-centric 
metrics that accumulate pixel-by-pixel 
differences. The Structural SIMilarity (SSIM) 
index4 and the related multiscale-SSIM (MS-
SSIM) analyze correlations between groups of 
pixels in a test and reference. SSIM and MS-
SSIM are moderately more computationally 
demanding than PSNR but tend to be better 
predictors of subjective scores and have thus 
been gaining in popularity in recent years. 
 
     Perceptual-centric methods are those that 
model human vision. Research and 
development into perceptual models has been 
very active for decades and is ongoing. 
Among the better known and more commonly 
used perceptual-centric methods 5-9 are: Video 
Quality Metric (VQM); Sarnoff JND (JND 
borrows from the psychophysical term “just 
noticeable difference”); and Visible 
Differences Predictor (VPD). 
 
     PSNR, SSIM, MS-SSIM, VQM, VPD, and 
Sarnoff JND are full-reference metrics (FR), 
which means that test videos are compared to 
unprocessed reference video. As such, full-
reference metrics are analogous to subjective 
tests that use explicit or hidden references. 
Consequently, full-reference may be thought 
of directly addressing the same class of video 
quality questions: i.e., “How noticeable is the 
difference between processed and 
unprocessed video?” rather than “What is the 
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video quality my subscriber will normally 
experience?”  
 
     Precise spatial and temporal alignment 
between test and reference videos is a 
significant issue when using full-reference 
methods. Being off by a single frame or by a 
single pixel vertically or horizontally can have 
a huge impact that could lead to erroneous 
conclusions. Many objective video quality 
products have automated alignment methods, 
but misalignment errors can be so significant 
that close attention should always be paid to 
it. Particular caution must be used when the 
reference and test videos are at different 
resolutions, different interlacing, different 
frame rates, or there are skipped, dropped, or 
repeated frames in a test video. 
 
     Because of the recognized issues using 
full-reference metrics, significant research and 
development has gone into developing 
reduced-reference (RR) and no-reference 
metrics (NR). Reduced-reference means that 
some metadata concerning the reference video 
is made available to the video quality analyzer 
rather than the reference video itself. No-
reference means that the video quality 
analyzer has no access whatsoever to the 
unprocessed reference video. As such, no-
reference metrics are most closely analogous 
to someone watching television in a normal 
way. 
 
     As tempting as objective methods are, they 
should be used judiciously and the results 
interpreted cautiously. No full-reference, 
reduced-reference, or no-reference metric can 
yet take the place of people looking at video. 
Recent tests on FR, RR, and NR methods for 
HDTV by the Video Quality Experts Group 
(VQEG)10,11 give hope and suggest that we 
are on the right path to developing objective 
metrics and methods than can serve as proxy 
for people; but VQEG states in its conclusions 
that “None of the evaluated models reached 
the accuracy of the normative subjective 
testing.” 

     Often, perceptual-centric methods and 
products that use them will report results as 
“MOS” or differential MOS (“DMOS”). 
While understandable, it is worth noting (at 
the risk of being too pedantic) that this 
terminology can be confusing and lead to 
wrong conclusions, particularly by business 
colleagues who do not have a deep 
understanding of video quality assessment and 
the limitations of certain methods. We find 
habitual use of the terms “predicted MOS” 
and “predicted DMOS” when referring to the 
results of objective tests to be a safer more 
accurate approach. 
 
     Objective methods and metrics are very 
useful even if they are not yet able to take 
over from subjective testing entirely. 
Objective methods are great for monitoring 
systems and for regression testing. The key is 
to be cognizant of the interpretation of the 
objective data. Objective results can highlight 
differences and changes that might require 
action from an operator or equipment vendor, 
but objective results should not yet be used 
synonymously with quality terms such as 
“better” or “worse.” No doubt the day for 
artificial subjective video quality intelligence 
will arrive, but that day is not today. 
 

STREAMLINING THE SUBJECTIVE 
EVALUATION PROCESS 

 
     While formal ITU-R BT.500 and ITU-T 
P.910 testing can provide the results operators 
need to make mission-critical decisions, the 
general perception is that standardized 
subjective testing is too time-consuming and 
costly to be practically useful in all the 
situations where video quality assessment is 
required in today’s operations. In truth, 
however, long experience in video quality 
assessment shows that a much less time-
consuming, less costly iteration of 
standardized MOS testing can produce results 
comparable in reliability to those of the 
comprehensive approach described in ITU-R 
BT.500 and ITU-T P.910. 
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     As illustrated in Figure 2, there are 4 main 
components of the streamlined methodology 
we have found useful: 1) pick an intuitive 
scoring metric; 2) create a benchmark viewing 

environment; 3) create a library of test 
sequences; 4) decide on one or more decision 
metrics. 

 

 
 
Figure 1. The 4 key components of our streamlined video quality scoring protocol 
 
Simplifying Scoring 
 
     Our streamlined method is a simplified 
form of the Absolute Category Rating (ACR) 
system specified in ITU-T P.910. We have 
found that the ARC scoring metric is very 
easy to explain and most test subjects 
intuitively understand what is meant by “Bad” 
(1), “Poor” (2), “Fair” (3), “Good” (4), and 
“Excellent” (5). The key to choosing a scoring 
metric is that it not be overly prone to nuance 
and has stable meaning over time.  
 
Simplifying Viewing Conditions 
 
     While the viewing environment must be 
consistent for all participants in a given 
testing operation, the conditions that must be 
factored into creating such an environment are 
easy to replicate in comparison to the broad 
set of highly specific conditions such as 
backlight luminance and minimal ambient 
noise levels that are described in the ITU 

recommendations. Test results will be reliable 
as long as all tests use the same display 
system with the viewer at a prescribed 
distance from the screen, room lighting or 
lack thereof is consistent, and there is no 
reflected screen glare to interfere with 
viewing. In our testing, we strive to create 
viewing conditions that would not be 
unfamiliar to people watching television at 
home or viewing content away from home on 
a mobile device. Although setting up ad hoc 
testing environments is possible, we have 
found that having dedicated testing 
environments, even small ones, helps us be 
more agile in responding to opportunities to 
improve our products. 
 
Fewer Test Subjects 
 
     The streamlining extends to reducing the 
number of subjects participating in a test. 
While there’s always an incremental gain in 
reliability as the number of subjects increases, 
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those gains become increasingly less 
significant as the number increases. As long 
as test viewers are properly vetted to be sure 
they have good eyesight and no significant 
perception impairments, good results can be 
attained from just a handful of viewers. In 
fact, results obtained from tests involving just 
a single “golden-eye” viewer on the 
operations staff whose assessments of video 
quality have been shown to be consistently 
reliable can be useful to an operator’s decision 
process. 
 
Building, Validating, and Simplifying a Test 
Library 
 
     Creating a re-usable test library is perhaps 
the most important aspect of systematic video 
quality assessment. At a minimum, a test 
library should represent the variety of content 
that one would expect to find on commercial 
television or distributed over one’s video 
service; i.e. “typical” content. However, we 
have found that also including synthetic and 
very hard-to-compress “torture” content 
provides significant advantages. 
 
     It is tempting to simply use live 
programming as input video for video quality 
testing, particularly for testing transcoders and 
re-encoding. Using live video has the 
advantage that, over time, it is representative 
of one’s video distribution service. And it is 
often as simple to implement as tuning to a 
live channel. The disadvantage is that it is not 
repeatable, which is a critical issue for 
scientifically valid testing. Moreover, live 
programming rarely provides the “torture” 
moments for video processing that help define 
the full range of performance for equipment 
and services. 
 
     We have found that a better approach is to 
record clips of live programming as either 
MPEG-2 transport streams or decompressed 
video for possible inclusion in a master video 
quality library. Such clips may then be stored 
and played back in a loop or in concatenation 

with other test content as many times, and in 
as many separate tests, as needed. 
 
     As mentioned earlier, the test sequences 
should be chosen to reflect rigorous stress-
level representations of all the characteristics 
that go into assessing video quality. This 
ensures that the tests will maintain a balance 
between “easy” and “hard” characteristics, 
thereby avoiding a skewing of scores too far 
to the high or low ends of the MOS spectrum. 
As discussed below, compression-busting 
“torture” test video can also help to show an 
operator or equipment vendor what particular 
technological improvements might be 
undertaken to improve video quality and/or 
reduce operational bitrates. 
 
     When is a test library complete enough 
that it can be used to generate actionable data 
through video quality testing? Validating a 
test library is very important. It is also 
important that the test library not become too 
burdensome. It is often counterproductive to 
have too many test videos, particularly for 
subjective testing. It is better to have a smaller 
set of test videos that strategically spans the 
range from very simple, through typical, to 
very hard-to-compress. (Objective methods 
are a great companion to subjective testing in 
this regard. They can process larger test 
libraries to probe for corner cases to be 
identified for further investigation.) 
 
Extending the Usefulness of Single Stimulus 
Testing 
 
     Most important of all when it comes to 
simplifying video quality assessment 
procedures, operators can use the single-
stimulus test results to achieve all the goals 
normally associated with both single- and 
double-stimulus testing. In other words, they 
can dispense with the side-by-side and 
sequential comparative testing between 
reference and test videos commonly used in 
encoding vendor “bake-offs” and for 
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determining video quality and bitrate 
thresholds. 
 
Our Streamlined Testing Protocol 
 
     In our streamlined protocol, the subjective 
testing is carried out by asking a viewer to 
watch short test clips from test libraries we 
have developed over time in our interactions 
with colleagues and customers in cable, telco 
IPTV, direct-to-home satellite, industry 
groups, and standards bodies. Test sequences 
were 10 to 20 seconds each and were 
displayed up to 3 times in a continuous loop.  
 
       After the presentation of each test video, 
the viewer scored the video quality of the test 
clip. Each test video represented a different 
combination of source content and 
compressed bitrate. Note that our streamlined 
protocol may be used with test videos that 
were compressed in either constant bitrate 
(CBR) mode or variable bitrate (VBR) mode. 
 
     Care should be taken in the preparation of 
test videos. In most of our testing, we play the 
source video on a short loop and perform 

continuous real time encoding so as to avoid 
artifacts related to start-up effects of the rate 
control algorithm. An alternative approach 
would be to create a short uncompressed clip 
from a longer captured compressed bit stream. 
The uncompressed clip could then be played 
on a short continuous loop as the test 
stimulus.  
 
     Figure 2 shows data from a subjective 
testing session from a number of years ago. 
Although the scores are now obsolete 
(encoders keep getting better), they provide a 
useful way to illustrate the data analysis 
component of our streamline protocol. The 
data are also somewhat unusual because they 
are from a “golden eye” session in which a 
single expert viewer recorded individual 
scores. This particular subjective testing 
session was undertaken to provide 
information with respect to choosing a 
particular technology development path that 
required a quick response on our part. We 
provide this use case here to highlight that we 
believe our method has value even in such a 
case, though more viewers will always 
provide more reliable results. 

 

 
 
Figure 2. An example of subjective scores for a particular session. In this session, 13 test 
sequences were each encoded at 12 CBR bitrates from 0.05 Mbps to 11.5 Mbps. Note that the test 
sequences/bitrate combinations were presented in random order during the test. The data shown 
here were sorted during data analysis according to average content complexity (see Figure 4.) 
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Deriving Multiple Answers from a Single 
Scoring Matrix 
 
     As shown in Figure 3, these results can be 
analyzed in three different ways to provide 
answers to key questions associated with 
video quality assessment. One parameter 
produced in the analytics process is the degree 
of complexity of each test clip as reflected in 
the average score at each bitrate. In this 

example, the least complex clips produce an 
average score of 5 (“excellent”) at a minimum 
bitrate of 6.5 Mbps while some of the most 
complex clips only reach 5 at 11.5 Mbps and 
one never goes above 2 even at the top bitrate. 
This analysis suggests that the set of test 
sequences used in this session represent a 
range of complexity even in this streamlines 
testing process. 

 

 
Figure 3. An example of analyzing the subjective scores to help answer 3 important technical 
questions that affect business: 1) “Is the test library sufficiently varied to allow for solid 
conclusions from the recorded data?” 2) “What may we expect the average viewer experience to 
be?” 3) “What bandwidth should I plan for in order to achieve a particular level of video quality?” 
 
     A more detailed view of the validity of the 
set of test sequences used may be obtained by 
calculating the average score across all 
bitrates for each test clip, as plotted in Figure 
4. It is clear that 12 of the 13 test clips cover 
the just-below-fair to just-above-good range, 
but only 1 test sequence probes below poor 
and none above good. The value of plotting 
the averages in this manner is that it shows us, 
in hindsight, our test of several years ago 

would have benefited from a more diverse set 
of test sequences. If these were results for a 
test we were performing today, it would be 
prudent for us to add more test sequences and 
record more subjective scores. Over time, 
analyzing the master test library and updating 
the library based on the results would help to 
optimize the library so as to support better 
decisions about video quality and bitrate 
plans.
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Figure 4. An example of analyzing the subjective scores to determine if the test library is 
sufficiently varied to allow for solid conclusions from the recorded data 
 
     By providing insight into the average 
viewing experience across all sequences at 
any given bitrate the methodology allows 
operators to calculate the overall average 
score at each bitrate, as reflected in Figure 5. 
This chart shows that the encoder used in this 
test produces a good quality of viewing 
experience, on average, starting at a bitrate of 
approximately 5.5 Mbps and an excellent 
video quality starting at around 8.5 Mbps. 
 
     These measures can be used by the 
operator to perform comparative analysis on 
different encoding systems, as shown in 
Figure 6. Here the tested performance of the 
improved encoder shown in Figure 5 is 
charted with the performance of a previously 
existing encoder to show key points of 
disparity between the two, such as the higher 

bitrates at which the previously existing 
encoder registers “good” and “excellent” 
scores. 
 
     The third type of analysis provides 
operators the metrics they need to determine 
where they want to set the operational bitrate 
for reaching a targeted level of quality. As 
shown in Figure 7, the resulting histogram 
shows the tested encoder achieves fair or 
better quality on 90 percent of the test 
sequences at a bitrate of 5.5 Mbps, good or 
better quality at the 90 percent threshold at a 
bitrate of 8.5 Mbps and excellent or better at 
11.5 Mbps. 
 
    Using the same type of histogram results to 
compare the performance of the two encoders, 
the operator can assess the degree to which 
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the bitrate threshold for achieving a given 
quality target can be lowered with use of the 
improved encoder.  
 

As shown in Figure 8, the threshold can be 
lowered by a margin of about 1 Mbps for 
achieving good-or-better performance on 90 
percent of the sequences with the improved 
encoder.

 
 
Figure 5. An example of analyzing the subjective scores to provide information that would be 
predictive of subscriber’s overall video quality of experience 
 

 
 
Figure 6. An example quantifying how much one compression option might improve the overall 
view quality of video experience compared to another compression option 
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Figure 7. An example of analyzing the subjective scores to help determine how much bandwidth 
should be planned in order to achieve a particular level of video quality for a certain percentage of 
programming 

 
 
Figure 8. An example quantifying how much one compression option might lower the operational  
bitrate requirements compared to another compression option 
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Facilitating Improvements in Performance 
 
     The scoring matrix also provides a ready 
means of identifying the areas of weakest 
quality performance for a given encoding 
system, as shown in Figure 9. Whether the 
matrix is used by encoding designers or 
operators, they need to be able to quickly see 
where efforts to improve performance will do 
the most good.  

     By focusing on the weakest spots as shown 
in the test clip scores, developers and 
operators will be able to obtain the greatest 
improvement in overall performance ratings. 
Ongoing efforts to improve performance can 
be focused on the next most troublesome 
areas once the performance on the initially 
targeted set of “troublemakers” is improved as 
much as technical means allow. 

 

 
 
Figure 9. An example of using the subjective scores to help decide where to allocate resources 
toward improving and optimizing video processing equipment and services 
 
     These examples demonstrate how a 
simplified, systematic approach to single-
stimulus MOS testing can enable a data-
driven discussion about video quality across 
all service categories. Such quantifiable 
results are essential to guiding the selection of 
quality targets, setting minimum bitrates, 
choosing encoders, and determining whether 
to make investments in new encoding 
solutions. 
 

CONCLUSION 
 

     As the need for video quality assessment 
encompasses an ever-expanding range of 

cable and other MVPD operations, from 
legacy SD and HD to TV Everywhere and 
IPTV to HEVC and 4k UHD, operators 
cannot afford to base critical decisions on 
unreliable testing processes. PSNR is not 
designed to be, nor should it be, used as 
substitutes for measuring human perception of 
video quality. Other objective methods 
leverage knowledge of human vision to a 
greater or lesser extent, but none of them 
should yet be relied on as a replacement for 
people. 
  
     Efforts to base key decisions affecting 
quality thresholds, bitrate settings, and 
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technology choices on real human viewing 
experience should not be impeded by 
unnecessary complications in the testing 
process. There’s not enough time or money 
for executing all the procedures typically 
associated with using standardized MOS-
based measures of human perception as the 
foundation for decision making. 
 
     Fortunately, there is a much simpler, 
scientifically valid approach to generating and 
applying the results of MOS testing in video 
quality assessment. By reducing the number 
of participants in tests, eliminating overly 
precise conditions for creating viable test 
environments and focusing on using the 
results of single-stimulus testing to answer 
questions traditionally addressed through 
more complicated dual-stimulus procedures, 
operators can perform reliable video quality 
assessment essential to answering all key 
questions much faster and at far lower costs. 
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AN MSO APPROACH TO SECURING THE ‘INTERNET OF THINGS’ 
 Jim Poder 
 IOT Strategy and Innovation  
 

 Abstract 
 
     As the Cable Industry prepares to support 
the onslaught of connected devices that make 
up the 'Internet of Things' we must consider 
our role in managing and securing the devices 
and services that appear on our networks and 
in our customer's homes.  Traditionally the 
Cable Industry has provided these functions 
in other service areas through heavy 
specification, certification, and testing 
regimes, but in this new-world of devices that 
can not be the case.  This paper describes 
how devices acquired through a variety of 
channels can successfully be managed and 
networks and services secured even without 
the traditional Cable model of specification, 
certification, and test.  Through Device and 
service "fingerprinting" and taking an 
analytical approach to traffic monitoring, 
security can be delivered to the ‘Internet of 
Things' world.  This paper also explores the 
rapidly evolving world of 'Internet of Things' 
standards and discusses their relative merits 
where it comes to enabling the MSO to 
provide management and security while 
enabling service. 
 
 
 
 
 

SCOPE OF THE IOT 
 
The Internet of Things (IoT) is rapidly 
evolving!  This is not much of a revelation to 
anyone who is involved in the tech industry 
and is not even to most technology users.  
Sensors and devices have become pervasive 
in our daily lives.  From wearables like Fitbit 
or the Apple Watch to home automation and 
security systems like Xfinity Home and 
Lowes Iris to vertically integrated point 
solutions like the Nest Thermostat, many 

people are now living with something that 
could be described as the Internet of Things.  
Companies and market researchers will debate 
the size of the IoT, but most will admit that it 
is many billions of devices.  Despite efforts 
toward creating and adopting standards like 
the AllSeen Alliance, Open Interconnect 
Consortium, Thread Alliance, and others, the 
“unified theory” of the IoT currently eludes 
us.  There are many reasons why this is the 
case, but ecosystem control is one of the key 
drivers.  Many device and sensor developers 
want a clear and easy path to consumers that 
doesn’t leave them beholden to a service or 
platform provider.  For them it can be an 
easier go-to-market strategy to build their own 
vertical integration where they build not only 
the device/sensor, but the communication 
protocol, data model, server, and web and 
mobile interfaces as well.  The issue is that 
the power of the IoT is in correlating data 
from many devices and sensors to provide 
value to the user.  Single data points don’t 
allow for the rich set of services that have 
been envisioned.  Integrated platforms and 
standards do not provide the panacea for 
devices either.  Today the standards are 
incomplete, or under-supported, and often 
there are multiple standards that must be 
certified to in order to get devices deployed 
on a platform with a provider.   Not only can 
this be very time consuming, but also very 
expensive for a smaller company.   
 
Security is one of the largest and most 
complex issues when it comes to IoT.  
Systems typically have so many interfaces 
that it can be difficult to properly test them all 
to assure that there are no vulnerabilities.  
Additionally, the software and service layers 
evolve rapidly making it difficult to assure 
that new vulnerabilities are not introduced.  
We have seen many examples in the news 
over the past couple of years where systems 
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have been exploited due to vulnerabilities of 
interfaces.  Attacks can come from somewhat 
unrelated systems that happen to share 
common server or network elements.  Several 
years ago there was an example of a large 
retailer in the US that had a significant theft of 
credit card data.  It was discovered that the 
attack was perpetrated by infiltrating the 
climate control/HVAC systems for the stores 
and once the attacker had access to the 
internal network the Point-of-Sale (POS) 
system was open.  While the POS system had 
strong security elements associated with it, the 
HVAC system did not.  The moral to the story 
is that if security is not thought of and 
addressed holistically, the IoT cannot be made 
secure. 
 
  

DEVICES OF THE IOT 
 
As we look at the end devices of the IoT the 
challenges in securing them are numerous:  
They will come from a variety of suppliers, 
utilize a variety of standards and technologies.  
These devices may not be able to be truly 
authenticated, might not be trustworthy, and 

may not be patched or updated on a regular 
basis.   
 
 
Role for Standards 
 
There are many Standards being proposed to  
make up the IoT.  Figure 1 shows each of 
their roles across the standard OSI stack.  
While these standards take good measure to 
ensure device authentication and secure 
communications, they fail to address the 
issues if the devices themselves have been 
comprimized.   
 
The concern is that devices already on the 
home network, but have been comprimized 
can cause a serious issues such as sending 
data to non-authorized services or sending 
commands to other IoT devices. 
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Figure 2 IoT Architecture 

Figure 2 shows a high-level IoT architecture 
with devices communicating with 
servers/services by traversing the gateway and 
applications running therein.  For devices 
utilizing TCP/IP protocols and a thin-gateway 
where the application is expected to reside in 
the IoT server Stack the device is left open to 
communicate with other servers.  This 
communication may be part of normal, 
expected operations such as the device 
checking in with a manufacturer server to see 
if new firmware is available to be 
downloaded, but can also be used maliciously 
for a device to send data to other locations.  
Figure 3 describes the scenario where a rogue 
device (that is authticated to the network and 
is certified) is listening to messages on the 
device bus it can then forward these messages 
to another IoT server.  Under most existing 
IoT standards this would be perfectly 
acceptable and compliant, but could result in a 
breach of personal information.   
 
Rogue devices may also send commands to 
other devices on the network.  A 
compromised device may send a command to 
a thermostat for instance to change the 
setpoint to 99 degrees!  If the gateway is not 
blocking these sorts of malicious attacks it 
could cause real problems. 
 

This really points out the need for device 
fingerprinting. 

 
Figure 3: Rogue Device 

 
DEVICE FINGERPRINTING 

 
Device Fingerprinting can be thought of as 
network-wide pattern matching.  When 
devices are communicating as expected the 
network runs fine, but should a device begin 
to operate outside of its expected parameters 
the network blocks the transactions and alerts 
are sent to the system and its users. 
 
So how do we determine “expected 
parameters”? 
 
White List, Black List and Grey List 
 
When a device is trying to join the network 
and can be authenticated it will declare its 
capabilities as part of the authentication 
process (i.e. Thermostat, lighting controller, 
audio playback device, etc.) along with a 
manufacturer ID, device ID, hardware 
revision, and software revision.  The gateway 
must then be responsible for doing a service 
level authentication for that device.   Through 
a database stored on the gateway or service in 
the cloud the device will be determined to 
belong to a white-list of known and trusted 
devices, a black list of known untrusted 
devices, or a grey list of unknown or 
somewhat trusted devices.  White list devices 
are those that have undergone rigorous testing 
and are certified throughout to be good 
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players.  Black List devices are ones that have 
been proven to be bad players either through 
non-compliance with standards or expected 
operations or through rogue behaviors.  These 
devices should not be allowed to participate in 
IoT services and the end user as well as the 
service provider should be warned of there 
presence so that they can be removed or 
mitigated.  It is expected that the grey list of 
devices will prove to be the largest of the IoT.  
Devices that have not been seen before or that 
have not gone through the stringent 
certification process of white list devices will 
remain in this category.  They do not have full 
permissions to access servers and services and 
any communications sent or received by these 
devices will be subject to fingerprinting to 
determine compliance with the security 
model. 
 
 Fingerprinting is the role of the gateway.  
During authentication and service level 
authentication the gateway will create a 
profile for each device containing  device 
manufacturer, model, HW/SW revision.  This 
will also contain expected behaviors of the 
device.  These include: 
 

• Heartbeat frequency, size of packet, 
and destination 

• Normal communications frequency, 
size of packet, and destination(s) 

• Firmware upgrade size and destination 
 The gateway keeps running counters for each 
of these attributes for each device on its 
network and will assure that  
 
 If a profile does not exist, the system will 
start with either a default model for that 
device type, or will begin the fingerprinting 
process.  All of these are meant to establish 
what normal communication behavior means 
for a particular device.  This may mean how 
often the device transmits a message, the 
destination for that message, or even the 
content of that message.  For example, a 
connected thermostat may relay its status 
every 30 seconds, and send a heartbeat every 

10 seconds and all of its communications have 
the climate control app within the gateway as 
its destination.  If at some point the thermostat 
starts sending messages bound for a server on 
the internet or for a lighting control device in 
the home that communication is blocked and 
the system is notified of a potential issue.   
Given that there will be many manufacturer of 
similar devices, the fingerprinting algorithm 
will compare profiles of similar function 
devices against one another and should a 
device be sufficiently out different from its 
counterparts it will be flagged for possible 
blacklisting.  One challenge to this model is 
that all intra-device communications inside 
the home must traverse the gateway where 
messages will be fingerprinted and evaluated 
as to their adherence to that device’s allowed 
model before being delivered.  This does not 
mesh with some IoT standards, notably 
Allseen which relies on peer-to-peer 
communications over the D-Bus architecture.1 
that rely on device-to-device communication 
using a publish-subscribe model on the home 
network.   
 
Source of Rogue Devices 
 
With the huge potential for suppliers for IoT 
devices it must be assumed that not all will be 
trustworthy, and some devices may come with 
software onboard that has alterior motives.  
This was seen in 2014 on some smart phones 
sold at retail in the U.S. that contained the 
malware ‘DeathRing’ preinstalled and note 
able to be uninstalled by the user.2 This 
malware would transmit personal information 
from the smart phone to an unknown 
destination.  This type of behavior must be 
expected, accounted for, and dealt with in the 
IoT.  By fingerprinting devices and comparing 
device types this type of misbehavior can be 
rooted out. 
 
Additional sources of Rogue devices involve 
long-lived devices that may not get 
maintained. 
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The Legacy of the IoT 
 
Many of the smart home devices are ones that 
become part of the infrastructure of the home; 
Thermostats, outlets, lighting, appliances, 
motion detectors, door/window sensors, 
smoke alarms, etc.  These devices are long-
lived in homes and most consumers will never 
replace these devices once they are installed.  
This legacy-building problem is well known 
to MSOs.  Take for instance the claim on an 
iconic lighting device of a 15 year life.  
Supporting it and insuring security robustness 
for that lifespan is going to be daunting. 
Feature upgrades aside, these devices are 
unlikely to have any long-term sustaining 
engineering support to patch bugs and 
security flaws that are found later in the 
device’s life.   
 
This presents a significant challenge to the 
smart home.  Who is responsible for the 
security of the overall network and how will 
they accomplish this when all of the devices 
are not under their control?  
 
Should a device manufacturer cease to exist or 
has declared end-of-life for a product there is 
the chance of a flaw being discovered later in 
that device’s life that can be exploited 
maliciously.  While these devices may be 
automatically added to the Black List and 
users notified, that is not a consumer friendly 
approach. Fingerprinting may help identify 
devices that have been exploited, but only 
after an attack has occurred and been 
identified.  Fortunately, these attacks are 
limited to individual homes and are unlikely 
to be perpetrated on a wide-spread scale. 
 
Another approach that is being addressed by 
Arm with their MBED OS is to require 
devices to run an underlying Operating 
System (OS) that can be upgraded by the 
system without harming the application 

software. 3

 
Figure 4: Arm MBED OS software Stack 

  Using this model, the security features and 
communications protocols can be upgraded 
without the need for the manufacturer’s 
intervention.  This can be difficult for all 
devices as many of the single-function, 
battery powered devices today do not run any 
sort of OS.  As the need for manageability as 
well as over-the-air software upgrades 
becomes standard, it is believed that this will 
change.   
 

CONCLUSIONS 
Although it is too early to say which standards 
and approaches will prevail, it is clear that 
standardization and open security models are 
going to be an important piece of the IoT.  
Security of device and sensor networks must 
be thought of on a system wide level through 
device and communication fingerprinting 
along with dynamic white, black, and grey 
lists of accepted devices.  These must not 
become an impediment to innovation and 
adoption, however.  Service providers will 
have to be diligent in selecting architectures 
and devices, but must realize that they are 
building a legacy with consumers that will 
have to be supported for a very long time.  We 
can then begin to realize the promise of 
services and analytics that can yield 
tremendous new businesses and services. 
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1 Allseen Alliance Security 
https://allseenalliance.org/developers/learn/co
re/system-description/alljoyn-security  
2 Security Watch, PC Magazine December 8, 
2014 
http://securitywatch.pcmag.com/security-
software/330164-mobile-threat-monday-
deathring-malware-pre-loaded-on-android-
smartphones 
 
3 Arm IOT device Platform 
http://www.arm.com/products/internet-of-
things-solutions/mbed-IoT-device-
platform.php 
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