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Abstract

The sheer volume of video a consumer can
watch on a TV in the comfort of the living
room is becoming overwhelming;
unfortunately, user interface design has not
kept pace with the Ul advancements and
innovation we have seen in desktop
computing. In addition, TV suffers (as mobile
platforms do), from the constraints of
restricted screen real estate and sub-optimal
input mechanisms  (on-screen  keymats,
directional keys, number keypads, qwerty
keypads, etc.).  This combination of a
dynamically increasing amount of content
and sub-par browsing paradigms has
accentuated the need for better and more
powerful search functionality for the TV
experience.

Building a better search solution for the
living room TV experience poses a number of
challenges for the TV aggregator:

e Massive growth of programming
choices

e  Multiple data sources to be indexed
and merged for one search
box/results list

e Metadata enhancement & consistency

e FEasy Input — search-as-you-type,
incremental results

In the past, MSOs have struggled to improve

their search capabilities and have accepted
limited search functionality, relying on basic

techniques such as purely lexical-based
matches, (as opposed to relevance-base
techniques similar to how Google works).
However, most aggregators recognize the
value of search and the need for
improvement.

There are numerous technical challenges
and user experience issues involved in
building a better search solution. In this
paper we propose a novel search and browse
system that is based on the principle of
minimizing a user’s input, (i.e. the number of
keystrokes), to get to the desired content. We
outline  how the system needs to
simultaneously support maximal-recall, field
agnostic querying, and incorporate enough
of the user’s application context that the
number of input key-strokes is minimized (by
squeezing as much information as possible
from each key-stroke).

CONTENT DISCOVERY

Search And Discovery Components

vTap’s basic Incremental Search paradigm
helps users to easily find specific individual
videos from a plethora of videos. vTap’s
Universal Smart Tag Clustering Engine
creates a huge number of independently
searchable collections of videos
corresponding to every known person,
movie, TV-show, music band, sports team,
and ‘micro-genre’ in the world, by analyzing
the text meta-content, (the subject, genres,
fields and other attributes), of individual
items. Each searchable collection is like a
channel; there are a wvirtually unlimited
number of semantic, subject-specific
channels. Based on the nature of the
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collection and current, (TV, VOD and
internet), availability of pertinent items, these
listings may dynamically evolve over time
when the user browses them. Furthermore,
vTap’s Contextual Search allows easy search
and dynamic creation of playlists of
individual items within the limited context of
a specific named collection. When deployed,
this feature enhances the user’s ability to
browse into a particular collection’s listing
and then refine it further while still in that
context, creating a playlist on-the-fly. In
addition, vTap also uses a Learning Engine
that observes the Smart Tags, micro-genres
and keywords associated with videos
watched by a user, and implicitly infers a
stochastic video signature of that user that
captures his taste in video, (the smart tags
and micro-genres), along with TV/VOD
related habit patterns and subscriptions. A
Recommendations Sub-System then uses the
stochastic signature of the user, (inferred by
the Learning Engine), and smart tags therein,
as well as explicit smart tags set by the user
to recommend relevant individual videos
encountered in the server’s dynamically
evolving TV/VOD/streaming video database.
A Usability Personalization Sub-System uses
the stochastic signature, (the smart tags
dimensions as well as specific habit related
information), to make possible personalized
reordering in Search, Browse and Actionable
listings that improve usability in significant
ways.

Incremental Search — A New Search
Paradigm

The way vTap Search enables users to easily
find content is via the network-based
incremental search technique — for each
character input by the user, (without hitting a
‘return’ or ‘enter’ button), a network search
operation instantaneously returns a new set
of corresponding results that enable the user
to ‘converge’ to the desired result with
minimal text input. vTap’s incremental

search is fundamentally different from other
approaches, which incrementally help users
complete search queries by performing a
strict prefix-based lookup on a database in
which each record is simply a query made in
the past. In contrast to these approaches
which return completed query candidates,
one of which needs to be picked up by the
user to launch the real search that returns
results, vTap Search directly returns results
which can be meaningfully acted upon.

In vTap Search, each record is not a simple
string, but is in fact a composite structure
comprising multiple text fields — for
example, title, tags, descriptions, source-sites
etc. Specifically, vTap incremental search is
characterized by the following attributes:

e On any single-word or multi-word
query, it simultaneously checks
across all fields for prefix-matches
with any of the query words.

e Not only are multiple query-words in
user’s incremental input = string
allowed to be incomplete, these
incomplete query words can each
prefix-match a distinct word in a
distinct field of a composite record.

e Having multiple fields inside a record
allows for calculating more detailed
match-scores, based on the matching
fields, which in turn helps to better
rank results. Field match scores can
be based on the semantics or
importance of the fields from a
search-recall perspective.

e Features such as giving results even
when the query has spelling errors.

Incremental Search Intellectual Property

One way to implement the incremental
search just described is to simply scan every
word in every meta-content record of the
video database and then display matching
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results. When the database of records is
small, (e.g., hundreds of names in a contacts
database), naive techniques will suffice.
However, clearly this approach of going
through every word of every record in the
video database for every query does not
scale, (say, for tens of thousands of
movies/music artists/cast, millions of music
tracks and internet videos etc.). The
fundamental innovation in vTap Search is the
mechanism by which only a small fraction of
items need to be looked up in order to return
meaningful results for incomplete queries.
All of the following work in unison as part
of vTap incremental Search:

(a) the video and cluster/collection
popularity computing algorithms for
different kinds and types of videos,
(vTap uses a variety of heuristics and
internet sources to assign popularities
as described in the next subsection),

(b) the pre-processing, static indexing
steps and the term relevance logic
which blend video and cluster
popularity ~ with  the  relative
importance of the meta-content fields
that contain the term,

(c) the custom runtime incremental
search data structures,

(d) the runtime query processing and
term relevance re-calculation based
on how and which meta-content
fields matched the query terms

(e) runtime relevance changes based on
scheduled  time,  subscriptions--
availability-dependent, (e.g. if a
program VOD window just expired),
TV schedule attributes such as LIVE
or reruns etc., and user-signature
dependent dynamic runtime relevance
changes and,

(f) the custom runtime computation steps
that bring it all together.

vTap Video and Cluster Popularity

vTap Search applies to text based search for
items that may be TV, VOD or internet
videos or named smart tag clusters of those
videos.

The vTap service’s video database of
available TV and VOD videos is updated
regularly using TV and VOD guide feeds
available from various data suppliers. In
addition vTap uses a variety of other internet
sources to secure richer information on every
conceivable movie and TV program. Internet
link, modified page rank and rating based
heuristics are used to assign popularities to
movies and TV programs from various
internet sites first. Movies and programs
available in VOD and TV listings of the
vTap video database are correlated to
corresponding entries in a universal database
of all movies and TV shows, and these
listings then derive a base popularity metric
from the corresponding entries of the
universal database. They also derive
enhanced text meta-content, (more terms for
indexing), based on the correlated entries.
TV show popularity can be further adjusted
by taking into account when the show is
telecast, the nature and popularity of the
network telecasting it, whether it is a current
TV show or not, the cast in the show and its
popularity, and so on. Similar rules can be
applied to VOD content, except there is no
telecast time there -- although there are
notions of “recently available.”

There are different kinds of internet videos
based on their source. Some videos — e.g.,
news, sports and those from content
companies, have a dominant recency
component in their popularity computation
and are also topical in nature based on meta-
content and the popularity and authority of
the site producer. Videos from other content
companies depend roughly on how well
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known or popular the consumer facing
content website is. While calculating the
popularity of user-contributed internet video,
(since most videos do not have external
referring links or very few links), the notion
of internet page rank or popularity is of
limited use. So for user-contributed videos,
one must make wuse of °‘social graph’
information, internal page ranks among the
site’s uploading users and subscribing users
in various ways, and statistics such as view
counts, number of comments and recency.
Many popular video sharing sites have
content partners uploading videos regularly,
and the popularity of these videos is again a
function of partner popularity and recency.

The popularity or relevance of specific
collections, (Smart Tags), of videos is a
function of the corresponding topic’s
‘popularity’ overall and in its domain, and
also the temporal properties of the videos
associated with that topic.

Term Relevance For Each Term In The Text
Meta-content Of A Video

The vTap paradigm of incremental search
makes it very important to assign appropriate
‘search’ weights to appropriate keywords,
terms and meta-content in the specific
subfields associated with a video. Text meta-
content for TV and VOD listings have fields
such as title, episode title, keywords and
crew members -- correlation with internet
sources of movies and TV shows can enrich
this meta-content. Internet videos typically
have titles, descriptions and tags. User
generated videos have very basic meta-
content, whereas videos from content
companies have editorially created richer
meta-content.

Web search engines use information and
signals embedded in the keywords and
associated with various html tags and page
structure at the time of indexing. When

indexing videos from TV, VOD and the
internet, Veveo can use the fact that text in
different fields, (title, description etc.), is of
varying importance. The basic advantage of
creating a structured database of multi-field
records, is that it allows the same record to
be recalled using multiple associated names
and keywords with different search weights:
for example, also-known-as names and,
(where appropriate), abbreviations can also
be wused to index the same record.
Additionally, some of the fields -- e.g.,
running time, video format, dates etc., allow
for a filtered or sorted view of search results.

vTap Search ‘Number Mode’

When using vTap incremental search from
devices such as PDAs that have a QWERTY
keyboard, the user‘s input is unambiguous as
each keystroke is mapped to an individual
character. However on most phones and on
all conventional TV remote controls, there is
typically only a numeric ‘phone’ keypad and
inputting a single character using these
devices may frequently require pressing the
same key two, three or four times. The
associated inter-digit timers make the process
of inputting a query to a search engine from
numeric keypads both error prone and
cumbersome. Contrast this with the relative
ease of composing SMS or text messages in
the so-called ‘predictive-text mode.” This
ease is a result of the fact that more often
than not, the user presses a single keystroke
for each character of each word in the
composed text message. However, as far as
the search application goes, assuming the
database being searched is a huge web-scale
database, even the ‘predictive-text mode’
technology used to create text messages from
such phones 1is completely useless in
practice. This is because the device resident
‘predictive-text mode’  technology is
premised on the practical assumption that
there is a very restricted list of words that
constitute the ‘working set’ of words a user
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will draw from in order to create text
messages. In stark contrast, the set of terms
that a user has at his fingertips to launch a
search query is a mammoth set, comprised of
all kinds of noun phrases, all (full, short,
nick) names and proper nouns of every
entity, (including movies, TV-shows, bands,
songs etc), or persons that have been named,
‘user ID’s of various kinds, words and terms
from all languages, including multi-word
noun phrases and so on. This renders the
‘predictive-text’ approach completely
unworkable in a  web-scale search
application.

In order to dramatically ease the experience
of using vTap incremental search from such
numeric keypads, vTap provides a ‘number

mode’ -- based on Veveo’s proprietary
technology geared towards the incremental
search principle -- wherein the user needs

only to press a single key, (the numeric digit
corresponding to the character), for each
character. The ability to input queries
quickly, especially without having to pay any
heed to inter-digit timers, and then receive
results in the vTap incremental search style is
what dramatically enhances the search
experience from phones and TV remote
controls. Even though the user’s query is
inherently ambiguous, (227’ could mean
‘car,” ’bar,’ etc.), vTap computes and blends
results corresponding to all meanings of the
multiple input query tokens according to
highest relevance. Even in the number
mode, vTap wuses all aspects of its
incremental search algorithm so that al/l of
the features mentioned work in the number
mode, including auto-corrected spelling
matches. vTap displays matched strings to
clearly enable the user to recognize the
records of interest among the results.

A Comparison Of vTap’s Character-based
Incremental Search vs. ‘Standard’” Word-
Based Commercial Search Engine
Techniques:

Since the results change with each keystroke
input by the user, the user can get to the
result of interest with a minimal number of
keystrokes, (the query words are allowed to
be prefixes of words in the result). This
creates a tremendous advantage over the
cumbersome character input on devices like
phones, TVs and Mobile Internet Devices.

The technology and algorithms used to
implement vTap’s incremental search are
distinct from the ones used in standard word-
based search engines. In the latter, the user
types one or more words and hits an ‘enter’
button so that the user’s input step and results
step consist of discrete distinct phases.
Because the query almost always contains
full words, it can essentially look up pre-
computed lists of matching records, (one list
for each word), and finds the best records
amongst those that are present in all or most
of the lists. Moreover, the items that are
indexed are not records with fields but
unstructured html web pages.

On the other hand, in vTap, the input and
results processes are finely interleaved and
interactive, so that the user may get to the
desired results with a minimal number of
input keystrokes. So, at every keystroke, an
implicit query is launched to the server and
in general, the query may consist of a space-
separated list of multiple incomplete
prefixes. Using the same approach as the one
described above for word-boundary based
search would require the pre-computation of
one distinct list of records for each prefix of
each term in the system. This is infeasible
even on huge infrastructures when the
number of indexed terms and records in the
system is large enough. In order to provide
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the incremental effect, vTap’s search
technology uses a unique set of search data
structures and algorithms in a special purpose
information retrieval system focusing on
instantaneously returning relevant results in
response to each keystroke input by the user.
The key aspect that enables this system to
very quickly compute relevant results for
each keystroke even when the search
database is massive, is the way it combines
offline relevance computation, search data
structures, and runtime algorithms; in that
way, the result computation process has to
examine only a small fraction of the entire
search index.

vTap’s Universal Smart Tag Clustering
Engine

vTap’s Clustering Engine provides a
practically unlimited number of specific
collections of videos which are the rough
analogue of conventional ‘TV channels.” In
order to facilitate very diverse and specific
interests, vTap provides not just the usual
broad categories of TV/VOD/ streaming
videos, (news, sports, etc.), but also a huge
number of specific and dynamically evolving
collections of video items. Each collection
corresponds to a vTap Smart Tag. Basically,
every named person, movie, TV-show, music
artist, sports team or entity is tracked by
vTap in a Universal Smart Tag database. As
and when the system discovers more smart
tags, these are added to the UST database.
The main motivation is that in the
entertainment domain, the user often wants
to get to a specific set of items or a topic and
then browse through the items all at once,
rather than always performing a search for
each single item. Furthermore, the UST
based clustering forms the basis of capturing
the video taste and video interests in the
Learning Engine, which is used in the
Recommendations sub-system, Personalized
Usability sub-system as well as in analytics.
In vTap Search, named collections, (each

collection corresponds to a smart tag), and
single items are appropriately blended in the
search results, so that each collection can be
independently retrieved using incremental
search based on the associated meta-content.

The clustering engine works by analyzing the
meta-content crawled and mined for each
video or clip, and then using clustering
techniques to associate each video with one
or more named specific smart tags, or
broader ‘genre’ categories. Examples of
specific smart tags include George Bush, the
Boston Red Sox, Tom Cruise, Jay Leno,
Herbert Von Karajan, Richard Feynman,
Otto Von Bismarck etc. In short, the
clustering engine creates specific collections
representing meaningful Smart Tags from
domains such as news, science, music,
sports, movies, TV, as well as topics based
on personalities and other named entities.

As a result of the dynamic nature of the TV
schedule, VOD asset availabilities and
changing websites, the Smart Tags are also
dynamically evolving: new smart tags are
added as part of the TV/VOD availability
changes, crawling, discovery and clustering
processes. The relevance of the collections
among search results also varies:  video
items belonging to any given collection may
change based on new videos that get
discovered and fall into that collection, old
videos no longer available on TV or VOD or
whose web links become stale have to be
removed, and the ordering of videos
themselves may be optionally changed when
the user decides to browse a collection.
Examples include: news oriented topics
listing the latest videos on top; sports topics
supporting a dichotomy between videos
corresponding to scheduled LIVE games,
videos featuring highlights of the games
themselves, (as opposed to more generic
news videos on the same); movie topic
previews and interviews, as well as VOD and
TV availabilities of full movies and so on.
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In vTap, the default organization of videos of
a collection may depend on the topic of the
collection as described above, and be
segmented into TV, VOD and internet video
sections. However, vTap can also allow the
user to sort and browse the videos in each
section as appropriate.

vTap’s Contextual Search And User-
Specified Dynamic Playlists

As previously mentioned, named collections,
(i.e. Smart Tags), of related videos are
included as individual search results to a user
query. This is useful especially when the
user’s intent is tentative, which is more
typical when the user is in the mood for
entertainment as opposed to conducting a
typical internet search. For instance, the user
may start off with the intent to watch Jay
Leno videos in general, but after watching
one or two, decide to watch specific Jay Leno
videos lampooning George Bush.

Using vTap, a user can quickly get to the Jay
Leno video collection within a few characters
and then begin to peruse the list of Jay Leno
videos in the collection. After watching one
or two, vTap allows the user to very
intuitively conduct a contextual incremental
search within the collection by typing in
more characters. So, for instance, the user
could start typing in ‘Bush’ and vTap would
then pull up Jay Leno videos that mention
George Bush in their meta-content. Going
further, the user can easily play this list of
George Bush videos one after another as a
video playlist. Effectively, this is a user-
specified dynamic playlist created by first
tentatively focusing on the full subset of Jay
Leno videos, and then on-the-fly doing
further incremental search to refine the
playlist. Enabling this user experience and
fine grained user-control is a capability
unique to vTap Search.

The playlist aspect of this feature is more
relevant to internet videos that can be

instantaneously streamed, but contextual
search makes sense even for TV and VOD --
for instance, a user may enter the collection
of available Seinfeld episodes, browse
through them, and then continue to narrow
down to one episode by making a search
query restricted to that collection.

vTap Learning Engine

vTap’s learning engine analyzes, for each
user, the history of videos and collections
that have been viewed, the search history, the
smart tags, micro-genres and keywords
associated with the viewing history, and the
preferred TV channels, VOD subscription
packages or web sites corresponding to the
videos. From this information, it creates a
‘stochastic signature’ that can be said to
represent the video viewing habits of the
user. In its base case, the stochastic signature
captures the smart tags, (personalities, TV
shows, music artists, sports favorites etc.),
micro-genres and TV channels, VOD
subscriptions and websites that the user has a
tendency to view when it comes to video. In
a more advanced deployment, the stochastic
signature can even capture the time of day
and day of week that the user typically views
videos associated with each smart tag or TV
channel etc. The Learning Engine
architecture is general enough that given
adequate  information, the  stochastic
signature can capture specific TV/VOD
viewing habits of the user such as whether he
watches HD or SD, paid or free VOD, and
other habits that the service provider deems
worthwhile.

The stochastic signatures across all the users
can potentially also be leveraged to answer
analytics related queries for the Service
Provider -- for instance, what is the
correlation between users who watch paid
VOD movies and wusers who watch
subscription sports channels on TV?
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vTap Recommendations Sub-System

vTap Recommendations for discovery have
two distinct flavors, explicit and implicit. In
‘feed’-based recommendations, the vTap
backend system allows users to explicitly
specify a list of smart tags they are interested
in, and whenever vTap comes across any
new TV, VOD or internet video in its
backend database that is associated with the
user’s smart tags, those videos are sent across
among the Recommendations. This allows
vTap to flag user videos pertaining to the
user’s explicit interests, and enhances the
probability that the recommended videos will
be watched.

vTap’s Recommendations sub-system also
uncovers information that is more implicit in
nature, such as information about unviewed
videos that share the wuser’s stochastic
signature characteristics, and are available in
the user’s subscribed TV channels, VOD
package or somewhere on the internet. In
addition, the Recommendation sub-system
can employ collaborative filtering techniques
to cluster ‘similar’ programs/videos, (or
‘similar’ users), based on their viewing
habits. The Recommendation sub-system can
also recommend to one user other interesting
videos ‘similar’ to the videos or TV shows
from his stochastic signature, or similar to
the stochastic signature of other ‘similar’
users.

vTap Usability Personalization Sub-System

The Usability Personalization Sub-system is
simply a system meant to apply the
stochastic  signature, (computed by the
Learning Engine), to personalize and reorder
various Search, Browse and Action listings
in various contexts.

For instance, the stochastic signature tracks
the list of TV channels, (part of the smart
tags), as well as the list of TV shows, crew
etc. derived from the user’s viewing history.

This means that to present a user with a list
of (implicitly computed) Favorite Channels
or Favorite TV Shows etc., all that is
required is a lookup in the stochastic
signature. On the other hand, a personalized
reordering of the Movie channel listing in the
TV guide application, is a matter of taking
the original list of Movie channels and then
hoisting above other channels all the
channels that appear in the user’s stochastic
signature.  Personalization for search re-
ordering, (e.g. search followed by a one-click
action to tune to a channel), enables the
particular user who simply types a ‘¢’ to
bring up ‘The Church Channel’ before the
globally more popular CNN.  This is
achieved by taking the first few pages of
search results and ensuring that results
corresponding to the stochastic signature are
hoisted up. However, each reordering needs
to be done carefully, to avoid hoisting search
results that have low relevance terms
matching the query.

If the stochastic signature is rich enough to
capture the HD/SD preference of the user,
then whenever a channel or program appears
on multiple tuner numbers, the default one-
click tuning action can be made to resolve to
the tuner that matches the user’s HD/SD
preference. If the stochastic signature is rich
enough to capture attributes such as free
versus paid VOD content, it can be used to
reorder VOD movies browse listings to
match the user’s preference. In general,
several other usability personalizations can
be achieved by ensuring the stochastic
signature captures the relevant preferences,
and by looking up the stochastic signature at
the time the user is actually searching,
browsing or about to select an action.

INTELLIGENT AND SCALABLE WEB
VIDEO CRAWLING

Veveo crawls videos from thousands of
different websites and presents these in its
search play list results. Currently, vTap’s
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growing video index consists of at least 250
million internet videos. Crawling the web for
videos is fundamentally different from
crawling the web for web pages for the
following reasons:

e In the web search application, when
the user types any set of words, the
entire web page is the result. In video
search, only the specific video is the
intended result, and this is tedious
when the page contains multiple
videos and the crawling and
information extraction system must
ensure that the meta-content
corresponding to one video is
associated only with that video and so
on.

e Moreover, the crawling system must
be able to semantically interpret
specific strings in the meta-content,
unlike in  traditional crawlers.
Therefore ‘today’ in the date field
must be converted to the date value
on the day of crawling: similarly, clip
attributes, e.g. tags, various clip dates,
user-IDs, descriptions, genres, and
various statistics need to be extracted
with a deeper understanding of the
content layout and  offering,
sometimes specific to the site.

e Very often, the crawling system
involves the ability to analyze
scripts/programs  to  automatically
detect the presence and play-
attributes of video links.

e The video link that one comes across
could be permanent or transient --
again a deeper understanding and
automated analysis of the site is
required to ensure the stored URL is
permanent and not transient.

e Re-crawl systems have to be
optimally and specially designed to
ensure that the ‘liveness’ or
‘staleness’ of a video URL is known
correctly.

A re-crawl process design is also
necessary to track various statistics
associated with the video and other
videos linked from and to it.

Where available, the nature and
number of wuploading users is
information that is crawled and
stored.

When there is a change in the crawled
page’s format, there has to be a real-
time change in the crawler to adapt--
this is particularly important, because
unlike generic web crawlers, video
crawling requires site-specific and
semantic interpretation of a web-
page’s content.

We need to deploy proprietary
techniques of generic, statistical,
template-based  ‘visual’ crawling,
specialized blog crawling techniques
and also other proprietary tools that
have been developed to incorporate
site-specific understanding of web-
content in a rapid and scalable
fashion.

In the context of social networking
and sites supporting user-generated
video, one important metric for the
“value” of the crawling system is the
breadth/depth of video clip coverage.
Since any crawl system may never
get to know the absolute state of the
system/website it is crawling, (the
actual number of videos present in the
crawled site), a statistical estimate of
coverage is needed to quantify the
breadth/depth of coverage. This
statistical ~coverage, (video clip
coverage and user coverage), 1is
measured on an ongoing basis, and
the results are used to synthesize
crawl schedules and maximize
coverage.

In the context of term relevance and
recallable information for internet video, it is
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interesting to consider the impact of terms
emanating out of clip attributes such as user
comments, data from subtitles/closed caption
of the video, and video-speech to text etc.
Such information has the potential of
introducing ‘search term noise’ -- misplaced
emphasis on words and terms that are not
likely to be used by the user to recall the
specific video. On the other hand, there are
some situations where these terms may
distinctly add value, for example, detecting
either ‘adult’” or ’pornographic’ content.
Similarly, when one can compare audio and
video  signatures, speech  processing
techniques also help to identify and mitigate
the proliferation of copyright content. When
one considers long-tail content, speech
processing is a double-edged sword -- in case
of long tail videos that lack accompanying
meta-data, speech processing in the audio
track of the clip can sometimes enhance the
search/recall function by enhancing the meta-
data. However, it can also add irrelevant
meta-content corresponding to sets of spoken
words that are insignificant to the clip. The
semantic understanding of media for
“popular’ material is, in the best case, useful
for “research” purposes, (a journalist trying
to find a specific utterance somewhere in a
five minute clip), and in the worst case
introduce lot of search noise.

V360 — A 360 DEGREE VIDEO
ANALYTICS SOLUTION

The explosive growth in online video
consumption provides a unique opportunity
for Service Providers, (whose access
networks are the source of this traffic), to
gain a new understanding of consumer video
behavior that can yield strategic as well as
tactical actionable intelligence. What Service
Providers have is reams and reams of video
(TV/VOD/Internet Video) related tune-
streams/click-streams. Fundamental
differences in internet browsing on the one
hand, and consumption of video on linear

TV, VOD or internet streaming on the other,
require specialized analytic tools that go far
beyond standard internet analytics such as
sites visited, time spent, uniques etc. to
obtain actionable intelligence regarding
video consumption habits. An analytics
product must enable its users to very easily,
meaningfully and flexibly zoom in on
arbitrary subsets and views of the database,
(in this case, the database of video tune-
events, click-streams, users, programs etc.),
get meaningful statistics about that subset,
mine correlations and relations between
different subsets and do all of this in the most
user-friendly, intuitive and scalable fashion.
The more domain knowledge incorporated
into the database and analytics model, the
more meaningful are the tools and results
presentation in the analytics product. The
semantic knowledgebase contributed by the
Universal SmartTag Technology, coupled
with tremendous information from the
clickstreams representing end users’ content
navigation behavior, constitute the basic
pillars of a semantic video analytics product
that provides true insights into consumer
behavior.

Unique Positioning And Expertise For Video
Analvtics Product

The V360 platform’s uniqueness is that its
video-specific analytic tools are based on a
deep understanding and proven expertise in
two principal aspects of video consumption
by users.

The first aspect consists of the specifics of
the service provider video consumption
environment: Veveo’s analytics model
incorporates the different consumption
modes, user-habits and business relationships
involved in the video delivery system. Video
can be consumed by a user via basic linear
TV, time shifted DVR, specialized channel
packages of linear TV, PPV, free or paid
VOD, as well as many sites on the internet
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via PCs, Mobiles or internet set top boxes.
Temporal patterns of video consumption
based on time of day, week-days versus
week-ends, as well as time-shifted and
broadband video are the outcome of decades
of conditioning to a dominant television
culture and more recently convergence, time
shifting mechanisms and internet video as a
phenomenon. The influence of an interactive
TV guide design on the accessibility of a
program is significant. Video consumption
is also significantly influenced by access
networks and behavior exhibited by
consumers related to the device platform --
short clips are preferred on mobile platforms,
interactivity is the preferred embodiment for
desktop computers, and passive consumption
dominates TV. In the context of TV, VOD,
and internet streaming, new business
relationships between content creators,
content distributors and service providers
need to be, and are currently being,
established.

The second unique aspect of V360 is its fine-
grained characterization of what videos a
user is watching. In this respect, the V360
analytics platform provides a continuously
evolving fine-grained semantic taxonomy
potentially at an individual level, of the
hundreds of millions of video assets available
in archives, on air, and available from on-
demand servers, across internet sites. The
semantic  classification of TV/VOD
programs, movies and internet videos into
micro-categories and millions of tags and
clusters is based on Universal Smart Tag
(UST) technology and the V360 content
database engine, and goes well beyond the
limited TV-program segmentation that stems
from classic TV analytics regimes. A fine-
grained classification engine based on
millions of Smart Tags becomes necessary
especially for analyzing and understanding
consumption in destination sites such as
Youtube, DailyMotion and so on -- each of
these can be deemed a ‘video internet’ in
and of itself, and each of these sites’ millions

of uploaders is potentially a distinct channel
with its own flavor. The Universal Smart
Tag technology is a core component of
Veveo’s commercially deployed vTap
internet product, which services millions of
video streams and page hits to internet-
enabled phones on a daily basis.

Applying Video Expertise In V360 Analytics

As mentioned previously, a business
analytics engine must arm the user with the
most meaningful domain dependent tools in
order for the user to naturally filter and sift
through raw data and mine actionable
information out of that data. V360 tools
based on the video consumption environment
enable a focus on specific subsets of
programs based upon: which media
companies (with whom the service providers
need to negotiate) produce the content,
channels airing the content, channel schedule
attributes such as airtime (time of day, day of
week), LIVEness, VOD attributes such as
paid or subscription, usage based filters
(programs viewed by at least some number
of viewers) and viewer subsets (programs
viewed by consumers who spend on paid
VOD content.)

V360 also provides ways to filter programs
based not only on the program meta-content
(i.e. genres, cast members and types of
programs available in TV and VOD listings),
but also on the Smart Tags associated with
the programs. Enhancing the meta-content
enhances the tools and filters for selecting
programs using V360. In addition, V360
enables sifting through and understanding at
a higher level the typical habits of users, for
example, do people who buy subscription
packages on TV typically watch new and
paid movies on VOD? It also enables
understanding clusters of wusers whose
viewing habits are similar, (watching similar
TV programs or movies), but in two distinct
partitions — one cluster using VOD/Pay per
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view/Premium Subscription and the other
cluster using only free/basic subscription;
identifying clusters of users who can be
targeted in a marketing campaign that
promotes certain kinds of subscription
packages based on their affinity to their long
tail interests, etc.

Arbitrary subsets (clusters) of users and
programs can thus be easily specified in
V360 and the relevant statistics for those
subsets can be browsed. Additionally, V360
can correlate events in different subsets to
uncover new relationships between entities.

The V360 platform provides tremendous
flexibility in defining business rules. It also
allows Service Provider personnel to pose
specific pointed queries based on details of
their own network’s video consumption
environment, and on rich fine-grained UST-
based semantic classification, a capability
that cannot be replicated in general purpose
analytics tools.

Scalability And Trading Off Accuracy And
Response Times By Sampling

The V360 analytics correlation engine is
based on a distributed computing backend
architecture that scales to peta-bytes of data,
and then briskly sifts through vast tables of
Service Provider video consumption data to
deliver the desired analytics information. In
addition to enabling video events to be
visualized and comprehended at a higher
level, the V360 platform also detects various
patterns-- examples include Content Affinity
Clusters, (related videos watched by users if
they watched a specific topic), User Affinity
Clusters, (a cluster of users with similar
video behavior), Language/Ethnicity Affinity
clusters etc.

One of the unique aspects of the V360
platform is its ability to support analysis of
the data in a completely deterministic

fashion, by considering the entire data set, or
in a stochastic fashion by considering a
subset of the original data set. The subset is
sampled from the original data set using a
sophisticated set of statistical sampling
algorithms that are fine tuned to the
idiosyncrasies of the underlying domain,
while guaranteeing accuracy within a
specified bound.

Although the analytics engine is highly
scalable, sometimes speed or response time
is more desirable than exact accuracy. V360
enables the user to choose among various
progressive modes that trade accuracy for
speed by using statistical sampling
techniques that guarantee bounded errors.
The statistical sampling techniques provide a
way for the user to obtain a quick answer
about a very large data set, (for example, two
years worth of viewing habits for a very large
metro), while a more accurate answer can be
scheduled to be computed at a later time.

V360 Insight: Intuitive And Hands-On
Analytics

Combining multi-touch development
platforms such as the Microsoft Surface, with
V360’s domain specific database and
analytics platform, Veveo is building an
exciting product, V360 Insight, that enables
executives and business owners to directly
and intuitively interact with user behavior
data on multiple dimensions and get
responses to ad hoc arbitrary queries. V360
Insight empowers executives with real-time
access and control over massive customer
data, without requiring the IT department to
create new reports each time a new query
needs to be answered. Queries can be
dynamically composed and analyzed through
intuitive visualization, without any third
party involvement. Veveo believes such an
interactive and direct hands-on system will
dramatically enhance an  executive’s
understanding of customer viewing behavior
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with respect to programs, channels/networks,
media companies etc.

Platform Aspects

The V360 product is a platform that enables
several diverse applications that can be built
by third parties based on analytics data and
information. The API exposes the semantic
information at various levels of granularity
across Space-Time for applications such as:
Data Visualization, TV/VOD promotions,
TV and VOD Recommendations, TV
Program popularity and ratings based on
exact counting, Targeted and Personalized
advertisement insertion, and so on.

Conclusion

As connected multimedia devices proliferate
in the next several years, the ability to easily
and seamlessly discover and consume media
from the TV and VOD world on the one
hand, and the internet video world on the
other, will be one of the primary factors that
determine end user adoption of videos and
video services. Veveo believes its vTap
technology will enable service providers to
meaningfully engage the ‘on-demand’
consumer generation as it taps the plethora of
video across a multitude of input and display
constrained devices.
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256-QAM FOR UPSTREAM HFC
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Abstract

Increased  throughput  demands,
driven by applications like Peer-2-Peer file
sharing and social networking, has
intensified the demands placed on upstream
spectrum. Those demands have been met
with advanced DOCSIS tools like SCDMA
and Channel Bonding. Additionally, plant
architectures are evolving towards fiber-rich
networks with reduced RF cascades,
potentially  improving  overall  plant
performance and creating opportunity to
support higher-order modulation schemes.

The benefits of advancing modulation
to 256-QAM over 64-QAM is well-
understood for the downstream. For
example, a 33% throughput increase would
also apply to the upstream. As previously
explored for downstream spectrum, this
throughput increase comes at the expense of
increased sensitivity to noise, distortion, and
interference. However, the upstream
spectrum  hosts a different class of
impairments as well as DSP tools available
to overcome them including equalization,
forward error correction, spread-spectrum
techniques, ingress  cancellation, and
interleaving.

The goal of this paper will be to
identify the critical engineering requirements
for supporting 256-QAM in an upstream
environment and the implications for the
HFC network performance.

INTRODUCTION

Upstream Service Growth

Growth patterns in Hybrid Fiber
Coax, HFC, upstream have been described

using Moore’s law in [1] to show that service
rates increase by a factor of 10 every 5 to 7
years.  Specifically, demand for today’s
service rates, which are in the range of 2-10
Mbps, will increase to approximately 20-100
Mbps in 5 to 7 years. DOCSIS 2.0 links will
support the lower end of the 5 to 7 year
projections. However DOCSIS 3.0
technology, with channel bonding was
designed to help cable operators deliver a
100 Mbps service rate. It was shown in [1]
how S-CDMA could help cable operators use
spectrum below 15 MHz to achieve this goal.
This paper proposes another possible
solution through the use of fewer, but more
bandwidth efficient signals that will leverage
modulation schemes such as 128-QAM or
256-QAM.

HFC Evolution

Technological enhancements and
increasingly competitive pressure on cable
operators to deliver more capacity is
resulting in fiber-rich architectures with
reduced RF cascades, shown in [2]. These
developments may create opportunity to use
higher-order modulation schemes.

Assuming identical upstream RF
amplifiers, a cascade’s signal-to-noise ratio,
SNR, based upon noise figure, NF, of the RF
amplifiers could improve by approximately 3
dB with reduction to half as many cascaded
actives. The effects of non-linear distortion,
specifically composite-intermodulation-noise,
CIN, may also be reduced by approximately
7 — 9 dB under similar circumstances.

However, upstream performance is
not necessarily limited by cascaded
performance, but rather the upstream noise
introduced at both intentional and
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unintentional entry points. Noise comes in
multiple forms, including ingress, impulse,
etc. and ultimately places a greater limit on
upstream SNR due to the high input levels of
the upstream hybrids.

Shorter cascades reduce the impact of
noise funneling, improving upstream SNR
perhaps further. It has been seen that
reducing the cascade by half could reduce the
number of actives fed from a node by 4 or
more. Generally speaking, SNR changes can
be described as a function of the total number
of actives in a given node and the typical

performance of one of those upstream actives.

Thus making the standard assumptions
including, everything else being equal, and
monitoring at a common point, the SNR
should reduce as the total number of actives
are reduced. However, noise funneling due
to the cable plant itself has been found to be
only a small contributor to total SNR
performance.

The downstream benefits of reduced
RF cascade discussed in [2] are applicable in
the upstream as well. Reductions in ingress,
common path distortion, CPD, interference,
impulse noise, linear and nonlinear distortion
can all be expected in the upstream. Overall,
less opportunity exists for corrosion, poor
connectivity, water seepage, etc. because of
less coax, components, and connectors in the
upstream path.

Shorter cascades should also have
less variation in RF levels. There is typically
no automatic gain control in upstream RF
amplifiers and there can be significant gain
changes across a long cascade. Cutting the
cascade in half would reduce the gain
variation of the return plant due to causes
such as seasonal change of temperature.

Distributed Feedback (DFB) laser or
digital return (DR) upgrades from older
generation Fabry-Perot (FP) lasers may have
been a necessity for some cable operators

wishing to deploy 64-QAM DOCSIS
signaling in the upstream spectrum. A
comparison of laser technologies has been
documented in [3] et al A 5 dB
improvement in optical link SNR could be
realized with upgrading a FP laser with a
DFB, thus providing 64-QAM with adequate
margin to operate successfully.

It is reasonable to suggest that the
previously discussed evolutionary
developments could combine to result in an
appreciable improvement in upstream HFC
performance. Whether or not this
improvement in upstream HFC performance
could support more efficient, yet sensitive,
modulation schemes will be explored in more
detail in the following sections of this paper.

Upstream Efficiency

Multiple  digital communication
references, including [4], discuss the
Shannon-Hartley capacity theorem.  The
following equation from [4] et al. describes
the system capacity, C, of a channel impaired
by Additive White Gaussian Noise (AWGN)
and is a function of SNR and channel
bandwidth, .

Equation 1

S
C= Wlogz(l +ﬁ)

Part of the chart from [4], which
illustrates Equation 1, has been included as
Figure 1. Figure 1 illustrates the modulation
method efficiency for multiple QAM
scenarios. The bit-error-rate, BER, is 1E-8
for QAM scenarios shown in the figure. The
dark blue curve represents Equation 1 or the
normalized channel capacity over a range of
SNR values. The purpose of this figure is to
show improvement in efficiency via the use
of 128-QAM and 256-QAM relative to
lower-order modulation schemes.
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64-QAM offers an efficiency of 6
bits/s/Hz, which translates to approximately
30.72 Mbps for a 6.4 MHz channel with a
BER = 1E-8. The theoretical capacity of a
channel with the same characteristics is 59.54
Mbps, based upon Equation 1. Table 1
compares efficiency and capacity of 64, 128,
and 256-QAM, based upon a 6.4 MHz
channel with a BER = 1E-8.

Table 1 - Modulation Method Efficiency and
Capacity

M-QAM | Efficiency | Data Rate | Theory
(bits/s/Hz) | (Mbps) | (Mbps)

64 6 30.72 59.54
128 7 35.84 65.91
256 8 40.96 72.29

The increased efficiency of 256-
QAM represents a 33% improvement over
64-QAM or approximately 10 Mbps more
throughput for a 6.4 MHz channel. The
increased efficiency of 128-QAM represents
a 17% improvement over 64-QAM or
approximately 5 Mbps more throughput for a
6.4 MHz channel.

Shannon-Hartley capacity theorem,
from Equation 1, provides useful insight into
the limits of today’s HFC networks.
However, the formula is truly much worse
than what has been presented thus far
because it was intended more for estimating
the entire channel capacity rather than the
capacity limits of an arbitrarily divided
subset. Therefore, the Table 2 illustrates the
capacity associated with a 37 MHz upstream
bandwidth.

Table 2 — Theoretical Upstream Capacity vs. SNR
SNR | Capacity
(dB) | (Mbps)

28 344.236
31 381.067
34 417.919
40 481.651

Compare the results of Table 2 above
to a practical system capacity, specifically a
channel bonding scenario using 6, 6.4 MHz
carriers in Table 3. Note, not all modulation
levels represented in Table 3 are part of the
DOCSIS specification. This isn’t an apples-
to-apples comparison because 38.4 MHz of
bonded channels should result in an even
higher capacity, per Equation 1, than what
has been previously illustrated using 37 MHz.

Table 3 - Practical Upstream Capacity vs. SNR
M-QAM | SNR | Capacity
(dB) | (Mbps)

64 28 184.32
128 31 215.04
256 34 245.76
256 40 245.76

When the Shannon limit was first
pushed at V.34 and V.90 Ilimits, the
maximum SNR of 34 dB was assumed and in
reality 36 dB was the upper limit. V.34 and
V.90 being the standards supporting 33.6
kbps and 56 kbps rates associated with
applications including dialup data service.
The usable bandwidth was 200 Hz to 3,700
Hz or 3,500 Hz. The symbol rate was 3,429
sym/s with an alpha = 0.08. The theoretical
capacity was 40.695 kbps and the capacity of
V.34 maximum was 33.6 kbps.

V.34 had attained 82.56% of the
theoretical limit while DOCSIS 3.0 using 6
bonded channels attains only 58.8% of the
Shannon-Hartley limit. It’s clear that
significant opportunity to improve efficiency
for HFC networks still exists.

Fidelity Requirements

The increased efficiency
unfortunately comes at the expense of higher
fidelity requirements. The following equation
from [4] et al. describes the BER for a
rectangular  constellation, impaired by
AWGN. Both a matched filter reception and
Gray encoding are assumed.
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Equation 2
. 2(1—L‘1)Q 3log, L\ 2E,
" log, L L’'-1 ) N,

Q(x) is the complementary error
function and L represents the number of
amplitude levels in one dimension. Using
Equation 2, waterfall curves for 64, 128, and
256-QAM have been illustrated in Figure 2.
These waterfall curves illustrate the required
SNR necessary to support a given BER. The
results presented in Figure 2 assume no
forward error correction, FEC, gain.

The waterfall curves show that an
additional 3 dB SNR over 64-QAM is
required to support equivalent BER
performance at 128-QAM. Additionally, 6
dB SNR over 64-QAM is required to support
equivalent BER performance at 256-QAM.
Specifically, in order to support BER = 1E-8
the following SNR requirements must be met
for a communication channel dominated by
AWGN.

64-QAM SNR =28 dB
128-QAM SNR =31 dB
256-QAM SNR =34 dB

Signal-to-interference levels for both
64 and 256-QAM have previously been
documented in [5] and [6]. 256-QAM was
shown to be approximately 12 dB more
sensitive to narrowband interference than 64-
QAM. The sensitivity was consistent
regardless of whether the interfering tone
was at the center frequency are at a location
consistent with a CTB beat (-1.75 MHz).
Additional variation in sensitivity was
documented when CTB was generated using
a live video. Given a delta of 12 dB in
sensitivity between 64 and 256-QAM, it is
reasonable to expect that 128-QAM could be
6 dB more sensitive to narrowband
interference than 64-QAM.

DOCSIS upstream equalization had
been documented to be approximately 2 dB
less effective on average for 64-QAM than
16-QAM in [7]. DOCSIS upstream
equalization is actually comprised to two
distinct parts, transmit pre-equalization
which is defined in the DOCSIS
specifications, and post-equalization in the
cable modem termination system, CMTS.
Both processes are driven by estimations
made in the post-equalization function of the
CMTS receiver. It was simulation of post-
equalization that revealed the decreased
effectiveness of the equalizer to correct for
single dominant micro-reflections of varying
delay and maximum amplitude
characteristics when comparing modulation
levels.

The interaction of the post-
equalization process was confirmed in
laboratory measurements.  However, the
magnitude of single dominant micro-
reflections being corrected was appreciably
higher than what had been assumed by
DOCSIS to be present in the HFC
environment. For example, [7] showed that
single dominant micro-reflections, with a
delay characteristic of one symbol period,
were corrected at levels approximately 5 dB
higher than DOCSIS assumption of 10 dBc,
with similar characteristics. Only 6.4 MHz
signals were evaluated. The micro-reflection
delay of one symbol period is the inverse of
the symbol rate or approximately 195 ns.
Micro-reflections with such short delay and
high amplitude characteristics may be
encountered more frequently within the
customer premise, because of multiple
factors including short lengths of coaxial
cable and loss characteristics associated with
drop plant.

Given a delta of 2 dB in sensitivity between
16 and 64-QAM documented in [7], it is
reasonable to expect that 2 dB degradation in
equalization performance when comparing
256-QAM to 64-QAM under equivalent
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conditions. However, equalization should
still be robust, thus correcting for single
dominant micro-reflections greater than what
has been assumed by DOCSIS.

Documented phase noise
requirements from [5] show how 35 dB
signal-to-phase noise ratio or less is required
to assure small degradation (1-2 dB) of the
BER curve of 64-QAM. Similarly, 41 dB
signal-to-phase noise ratio would be required
for 256-QAM. Thus resulting in a
reasonable expectation for 128-QAM being
half the difference, or 38 dB signal-to-phase
noise ratio.

Substantial research exists to aid in
the discovery of fidelity requirements for
both 128 and 256-QAM use for the upstream
HFC. This information is useful in focusing
laboratory investigation and validation of
necessary fidelity requirements.

HFC Evolutionary Considerations

DOCSIS 3.0 has provided cable
operators with the option of extending
upstream bandwidth to 85 MHz.  This
upstream expansion may create a greater
range of useable center frequencies for 128
and 256-QAM. However, optical links could
have an additional loss of 3-4 dB SNR due to
sharing optical link dynamic range with at
least twice as much upstream bandwidth.

Introduction of enhanced hybrid
technology, such as GaN, may slow down
cascade reductions. It’s possible that the
improved downstream reach of these RF
amplifiers could encourage the continued use
of longer RF cascades. It could also just
mean improved reach for fiber-to-the-last-
active, FTTLA, or node plus zero
architectures, N+0.

The combination of the previous two
considerations could negate some of the
gains possible with previously explored HFC

evolutionary changes. The more pertinent
goal of this paper is simply to raise
awareness of these HFC changes and the
potential for performance improvement of
the upstream HFC rather than enumerate
permutations and performance estimations
thereof.

MER, CER PERFORMANCE
EVALUATION

A performance evaluation was
conducted to measure modulation sensitivity.
The three modulation levels measured were
64, 128, and 256-QAM. Each modulation
level was subjected to varying impairment
levels that resulted in both a 0.5%, and 1%
codeword error rate, CER. In other words,
the data recorded reflects impairment levels
that resulted in approximately 0.5%, and 1%
combined CER (corrected codeword error
rate plus uncorrected codeword error rate).
MER was also recorded for each data point.

Test Topology

The test topology, shown in Figure 3,
was designed to simulate an HFC network
comprised of a FP or DFB optical link and an
N+6 RF cascade. @ The combined SNR
performance, which includes contributions
from the DOCSIS link and HFC, using an FP
optical link was equal to 31.5 dB. The
combined SNR performance using a DFB
optical link was equal to 33 dB. Multiple
vector signal generators were used to
produce the impairment permutations, which
were also measured using vector signal
analyzer.

The CMTS was configured such that;
(1) DOCSIS transmit pre-equalization was
enabled, (2) ingress cancellation was enabled,
(3) channel width was 6.4 MHz, (4) center
frequency was 25.2 MHz, (5) modulation
profiles supported were 64, 128, and 256-
QAM, (6) modulation profiles disabled byte
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interleaving, (7)  modulation
supported FEC = 219, T=16.

profiles

The CMs were configured such that
they were very large packets (4,000-byte) to
simulate a heavy usage condition which
would result in maximum exposure of
codewords to each of the impairment
conditions.

For each impairment permutation, the
DOCSIS links were allowed time to settle
into a steady state, giving the adaptive
processes ample time to converge on an
estimate of the communication channel
impairments. During steady state, FEC and
MER statistics were recorded. This process
was repeated until the targeted 0.5% and 1%
CER were measured. Recordings were made
of CER, MER, and impairment contributions.

Impairment Library

A mid-band frequency of 25.2 MHz
was chosen because the authors assumed that
cable operators would primarily be interested
in increasing modulation levels on channels
with a known history of reliable 64-QAM
performance. Ingress and noise were the
most relevant impairments given the above
assumption. Below is a list of impairment
characteristics. Each value of AWGN was
first measured as a baseline, and then
combined with only one static ingress case
for each impairment permutation.

AWGN
e SNR=33dB
e SNR=315dB

Static Ingress
e Single QPSK modulated carrier, f, = -
1.5 MHz offset, rate = 10 ksym/s,
bandwidth = 12 kHz
e Single FSK (2-level) modulated
carrier, f, = -1.5 MHz offset, rate =
320 ksym/s, bandwidth = 400 kHz

e Single FM modulated carrier, f, = -
1.5 MHz offset, rate = 400 Hz,
deviation = 20 kHz, waveform =
sinusoid

e Three modulated carriers simulating
CPD

o Two outer Global System for
Mobile, GSM, carriers at f. =
+1.5 MHz offset, MSK
modulation, rate = 270.833
ksym/s, 0.3 Gaussian

o One inner n/4 Differential
QPSK modulated carrier, 384
ksym/s, alpha = 0.5

31.5 to 33 dB AWGN represents an
error free range of operation for 64-QAM.
These SNR values translate to BER = 6.5E-
17 to BER = 0 respectively. SNR margin
ranges from +3.5 to +5 dB, based upon the
28 dB needed to support BER = 1E-8. This
margin should make it easy for other digital
signal processes, DSP, like ingress
cancellation and equalization to function
without issue.

For 128-QAM, the same SNR values
translate to BER = 2E-9 to BER = 1.7E-12 or
an SNR margin range of +0.5 to +2 dB
respectively. This represents a comfortable
region of operation, which likely introduces
small variations into the adaptive DSP
systems.

256-QAM  appears to be in
uncomfortable range with SNR values
translating to BER = 1.1E-5 to BER = 3E-7.
This represents negative margin relative to
BER = 1E-8, specifically -2.5 to -1 dB. Itis
expected that some of the FEC margin will
be consumed in this range. Additionally, this
level of noise is expected to introduce
appreciable variation into adaptive DSP
systems.

A set of single static ingress was
selected to make some initial assessment of
ingress cancellation performance relative to
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ingress most likely expected to show up in
mid-band frequencies. QPSK modulated
ingress was chosen to represent ingress with
appreciable amplitude modulation
component. The FSK modulated ingress was
chosen to represent a 2" harmonic
component associated with a set-top box
carrier. FM modulated ingress was chosen to
represent shortwave radio from fire, police,
and/or public safety systems. CPD was
modeled after samples retrieved from the
field. GSM and /4 DQPSK carriers were
selected because their spectral characteristics
closely matched that of the CPD field
samples.

The goal of establishing this
impairment library was capture some
reference points for discussion and develop a
process  of  evaluating  higher-order
modulation performance suitability in the
upstream HFC.

Laboratory Measurements

Tables have been included at the end
of this paper that tabulate performance for
256, 128, and 64-QAM subject to
impairments described in the previous
section. Each table represents a modulation
level. The left-hand side of each chart
represents the combined performance
including DOCSIS link, and HFC using DFB
return optics. The right-hand side of each
chart represents the combined performance
including DOCSIS link, and HFC using FP
return optics. Level represents the level
measured on the vector signal analyzer,
which is the same level input to the CMTS
receiver. UNCORR% represents the
uncorrected codeword error rate, which is the
percentage of uncorrected codewords out of
the total codewords received in each
measurement. Total codewords is the sum of
corrected, uncorrected and unerrored
codewords. CORR%  represents the
corrected codeword error rate, which is the
percentage of corrected codewords out of the

total codewords received in  each
measurement. The first row of each chart
represents the baseline case with AWGN
impairment. Subsequent rows identify the
type of ingress and the target CER. CER =
0.5% targets were measured prior to CER =
1.0% targets.

In Table 4, note that the -1 to -2.5 dB
margin range for 256-QAM with no other
impairments is already creating countable
codeword errors. In fact, a baseline starting
with 0.880% corrected codeword errors
would easily exceed 1% threshold if any
additional impairment to the network with
the FP return optics were to be added. Also
note that the delta between 128-QAM and
256-QAM is well beyond the predicted
minimum 6 dB based on previous work [5]
and [6]. The likely cause for this variation in
performance is the baseline BER
performance, which is already consuming
FEC margin as well as introducing noise
variation into vital DSP functions such as
ingress cancellation. This range of 256-
QAM operation represents a challenging
environment for ingress cancellation success.

In Table 5, note that the +2 to +0.5
dB margin range for 128-QAM with no other
impairments has no codeword errors. Ingress
cancellation performance has degraded with
increased sensitivity and decreased margin
compared to 64-QAM. FM and QPSK
ingress is only 5 dB lower for 128-QAM
compared to 64-QAM. This suggests that
ingress cancellation is capable of overcoming
increased  sensitivity  associated  with
increased modulation complexity, provided
there is adequate SNR margin.

In Table 6, note that the +5 to +3.5
dB margin range for 64-QAM with no other
impairments has no codeword errors. There
is negligible difference between ingress
cancellation performance at +3.5 to +5 dB
margin range. The noise performance
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appears to be more than adequate at this
range.

It’s clear that ingress cancellation
performance is affected by bandwidth and
modulation characteristics of ingress. The
ingress canceller corrected for FM and
QPSK-type ingress far more effectively than
any other ingress evaluated. FSK and CPD-
type ingress represented the most challenging
ingress conditions, which suggest increased
sensitivity to bandwidth. Considering 128-
QAM, the disparity between dBc levels of
FM and FSK is appreciably higher than the
other modulation levels. With the reduced
margin, the ingress canceller had more
trouble with the wider bandwidth ingress
(320 kHz FSK) than with the narrower
ingress (20 kHz FM).

CONCLUSIONS

Various HFC plant improvements
may create opportunity for increased
modulation efficiency in the upstream. This
paper has described some of the critical
requirements associated with supporting
higher than 64-QAM modulation levels.

Based on the measured data presented
in this paper, 128-QAM, with its 5 Mbps
throughput improvement over 64-QAM, is
well suited to be the next step in modulation
level increase. It seems reasonable that
ingress cancellation performance comparable
to 128-QAM could be achieved with 256-
QAM, provided similar SNR margin,
specifically SNR = 34.6 dB to SNR = 36 dB.

Future work in this area could more
fully develop and explore specific
applications leveraging the use of higher-
order modulations in upstream HFC.
Development for applications such as
Cellular backhaul or local public school
video applications could drive further
refinement of relevant requirements. In these

two applications, packet size is much larger
(>1000 bytes) than that typically encountered
on "normal" internet and Voice over IP,
VoIP, traffic situations (<384 bytes).
Because the packet size is larger, modulation
profiles could take advantage of byte
interleaving and reap its benefits to increase
FEC performance and counter higher impulse
environments.
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Table 4 - 256-QAM Performance

256-QAM
Level (dB, dBc) UNCORR % CORR % MER (dB)  Level (dB, dBc) UNCORR % CORR % MER (dB)|
Baseline - AWGN 33 0.000% 0.174% 34.20 315 0.000% 0.880% 33.30
Single Ingressor Case
QPSK 12 kHz 0.5% 233 0.000% 0.671% 33.60
QPSK 12 kHz 1.0% 214 0.002% 0.911% 33.50
FSK 320 kHz 0.5% 34.15 0.000% 0.533% 34.00
FSK 320 kHz 1.0% 21.15 0.018% 1.185% 33.50
FM 20 kHz 0.5% 27.8 0.000% 0.625% 33.80
FM 20 kHz 1.0% 22.2 0.000% 0.911% 33.80
Three Ingressor Case
CPD 0.5% 37.9 0.000% 0.713% 33.60
CPD 1.0% 36.8 0.000% 1.034% 33.30
Table 5 - 128-QAM Performance
128-QAM
Level (dB, dBc) UNCORR % CORR % MER (dB) Level (dB, dBc) UNCORR % CORR % MER (dB)|
Baseline - AWGN 33 0.000% 0.000% 34.20 31.5 0.000% 0.000% 33.30
Single Ingressor Case
QPSK 12 kHz 0.5% -1.6 0.014% 0.432% 31.20 0.5 0.004% 0.307% 31.40
QPSK 12 kHz 1.0% -2.4 0.063% 1.495% 30.90 -0.7 0.009% 0.522% 31.30
FSK 320 kHz 0.5% 16.7 0.058% 0.543% 31.20 17.7 0.013% 0.411% 31.30
FSK 320 kHz 1.0% 15.7 0.072% 0.968% 30.80 15.7 0.053% 1.267% 30.30
FM 20 kHz 0.5% -0.9 0.119% 0.305% 32.30 0.3 0.125% 0.315% 31.50
FM 20 kHz 1.0% -2.3 0.331% 0.436% 32.20 -1.0 0.280% 0.449% 31.30
Three Ingressor Case
CPD 0.5% 245 0.172% 0.273% 31.00 26.3 0.071% 0.452% 30.70
CPD 1.0% 22.5 0.575% 0.476% 30.40 25.4 0.214% 0.606% 30.40
Table 6 - 64-QAM Performance
64-QAM
Level (dB, dBc) UNCORR % CORR % MER (dB)  Level (dB, dBc) UNCORR % CORR % MER (dB)
Baseline - AWGN 33 0.000% 0.000% 34.20 31.5 0.000% 0.000% 33.30
Single Ingressor Case
QPSK 12 kHz 0.5% -6.4 0.104% 0.312% 28.70 -5.7 0.124% 0.502% 28.40
QPSK 12 kHz 1.0% -7.5 0.279% 1.090% 27.60 -7.5 0.528% 1.581% 27.60
FSK 320 kHz 0.5% -3.8 0.029% 0.244% 27.60 -3.8 0.065% 0.347% 27.60
FSK 320 kHz 1.0% -4.8 0.311% 1.025% 27.00 -4.8 0.329% 1.433% 26.90
FM 20 kHz 0.5% -4.7 0.229% 0.117% 30.40 -5.5 0.254% 0.152% 28.80
FM 20 kHz 1.0% -6.3 0.642% 0.246% 30.20 -6.2 0.218% 0.125% 30.20
Three Ingressor Case
CPD 0.5% 14.6 0.251% 0.341% 27.60 15.6 0.248% 0.340% 27.60
CPD 1.0% 14.1 0.650% 0.784% 27.10 14.6 0.557% 0.719% 27.20
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ACCELERATING ADVANCED ADVERTISING: SUPPORTING EBIF WITH CLOUD-
BASED SOLUTIONS
Jeremy Edmonds
ActiveVideo Networks

Abstract

The cable industry faces severe
challenges in the race to enable advanced,
interactive advertising. Cable-led efforts like
Enhanced Binary Interchange Format
(EBIF), tru2way and Canoe all offer
compelling solutions for advertisers, but
cable’s fragmented legacy infrastructure,
particularly in terms of customer premise
equipment (CPE), is preventing these
standards from fully satisfying advertisers’
current needs for targeted, interactive and
dynamic advertising at scale.

To generate  significant  advanced
advertising revenue today, cable providers
must embrace tools and technologies that
provide advertisers with opportunities to
engage viewers that are similar to those that
exist on the Web. This paper will examine
the cable industry’s current advanced
advertising  challenges  and  provide
information that can help the industry
deploy cloud-based solutions that leverage
Web technologies and standards.

INTRODUCTION

Advertisers are demanding the ability to
deliver Web-style television advertising
that’s targeted, interactive and dynamic.
They want to pinpoint receptive audiences
with the right messages, engage them
through the point of purchase, and measure
viewer activity at every point in the process
through new levels of technology
development. The cable industry is
responding to these needs, but, despite its
best efforts, it’s running into significant
technical challenges.

At best, the cable industry is leaving
advanced advertising revenue on the table;
at worst, it is losing that revenue to
competitors, which are using their support
for Web standards to gain the early high
ground in advanced video advertising.

Cable’s  strengths, including its
unparalleled subscriber footprint and its
superior video delivery infrastructure,
remain noteworthy and compelling for
advertisers. However, a near-term need
exists for cable to muscle more quickly into
the nascent advanced advertising area with a
platform that both leverages the capabilities
of and supports a migration to EBIF.

Solutions are now available that enable
operators and advertisers to leverage
existing Web platforms such as DoubleClick
to support advanced ad delivery. Through
the use of a Web-based platform and cloud-
based transcoding of Web content to MPEG,
cable can quickly gain market share in the
advanced advertising space. In addition to
offering advertisers access to cable’s
subscriber base, the best programming and
unsurpassed video quality, the operators
gain access to an existing advertising
ecosystem and would be able to draw on
countless advertisers and agencies that
would be familiar from Day One with the
tools necessary to develop and manage
advanced advertising content.

This paper discusses existing challenges
to mass cable operator rollouts of advanced
advertising, and reviews ways in which
operators can capitalize on existing Web
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tools and technologies to support their
advertising efforts.

ADVANCED ADVERTISING:
OPPORTUNITIES AND RISKS FOR
CABLE

Traditionally, television advertising has
been a passive endeavor for the consumer.
Ads, typically 30 seconds in length, are
broadcast to all viewers of certain channels
or programs, with the hope that one or more
target audiences are viewing them. Any calls
to action associated with the ad require the
user to get up and do something: visit a
store, call a phone number, log on to a Web
site. However, with the advent of DVR,
VOD, sites like Hulu and other products and
technologies, many of these linear ads are
now being viewed by only a fraction of the
audiences they once reached.

As a result, advertisers are now seeking
to establish more compelling and personal
connections with their target audiences.
Today’s  consumers clearly demand
increased choice and control, even over
advertising.  Younger  consumers, in
particular, want a more Web-like TV
viewing experience.

Advanced television advertising basically
mirrors Web advertising, in that it enables
the user to participate in much more active
and even impulsive activity. These focused
and targeted ads are more integrated with
the individual’s user experience, with the
ability to engage the viewer all the way
through the “purchase funnel,” from
introduction to a product to the point of
purchase. For example, the viewer can click
on the remote for more information, access a
microsite devoted to the product or service,
talk about the product or service through
social networking functionality, and even
make a purchase, all from the comfort of the

living room couch. Advertisers desire these
kinds of interactive ads because, like those
on the Web, they can provide interested
viewers with additional information,
measure viewer activity at multiple points in
the process, and deliver those measurements
to the advertiser.

Such advanced ads present significant
revenue generation possibilities for cable
systems operators, as well. Operators
uniquely have a broad base of subscribers
that can be targeted geographically,
demographically or by interest; they provide
a video environment that is far more stable
and of higher quality than the Web; and they
have a broad range of content that is
delivered directly to the television, which
remains the dominant viewing device in the
home.

But although personal, interactive
experiences are the order of the day, and
would seem to be a good fit for cable, the
industry faces a significant challenge in
terms of the difficulty of most existing cable
set-top boxes to meet this demand.
Advertising dollars are already starting to
shift to the Web, where targeting and
interactivity are more easily achieved. The
rise of Internet-connected televisions
presents advertisers and CE manufacturers
with another chance to deliver “over-the-
top” content and advertising to consumers.
If cable doesn’t respond to the need for
interactive advertising, other parties are
well-positioned to grab those dollars.

THE CURRENT CABLE
ENVIRONMENT
Advertisers want advanced advertising to
be part of the normal viewing experience,
rather than an “interactive TV” application.
There is precedent for this. When an
“interactive application” gains consumer
traction, it exits the perceived realm of
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“interactivity” and becomes part of the
“normal” viewing experience. Examples of
such interactive applications pioneered by
cable include the electronic program guide
(EPG) and video on demand (VOD). Both
have ceased to be considered “interactive
TV” applications, and have passed into the
realm of the “normal” viewing experience.

However, applications like EPG and
VOD, as “normal” as they are, are still
“destination-based.” To access VOD, for
example, consumers must “go to” a place to
find and order titles. The same is true for
EPGs, which exist as separate menu
destinations. These applications are separate
from, not seamlessly integrated with, the
normal viewing experience.

Immersive interactive video applications
such as advanced advertising strive to bring
the desired content “to the viewer,” not
make the viewer search to find a
“destination” in an unnatural way. This
“delivering the content to the viewer”
(versus ‘“‘destination-based interactivity”)
can be found on many video streaming Web
sites, such as YouTube, where the activity of
viewing any given video stream is
augmented by metadata links to several
other video assets (as well as non-video

applets).

The cable industry, to its credit, is fully
aware of the challenges advertisers face with
the current subscriber environment. It has
created a number of new standards and
initiatives designed to provide advertisers
the interactivity and targeting they desire,
notably EBIF, tru2way and Canoe.

The EBIF specification was created by
CableLabs to deploy interactive applications
over a two-way video plant to all existing
and new digital set-top boxes. The cable
industry is working to deploy EBIF

nationwide, but that goal has not yet been
reached.

With tru2way, application developers can
create customized interactive services that
can be deployed seamlessly to millions of
cable customers. It offers “write once, run
everywhere”  Java-based  programming
capability to developers. However, the
programs will only run on set-top boxes and
other devices that support tru2way.
Deployment of such devices is minimal at
this time.

Canoe Ventures, backed by prominent
operators, is working with CableLabs to
develop EBIF templates that advertisers can
use to deliver interactive ads to major
operators around the country. Canoe also
offers backend services that will allow for
campaign management and reporting across
operators. This effort, however, is still in
development.

These activities are promising for the
future, and show that cable is working to
offer advertisers a national, ubiquitous
platform for advanced ad development and
provisioning. But although cable continues
to devote considerable energy to them, these
standards can’t effectively deliver advanced
advertising today.

Significantly, none of these standards
currently can reach all of today’s deployed
cable set-top boxes. This is due to cable’s
fragmented infrastructure, characterized by
its various models of customer premise
equipment and head-ends from multiple
manufacturers, and of different ages and
capabilities. This infrastructure has grown
organically over time among the nation’s
operators, and has served it well. But this
diversity is hampering cable’s efforts for a
national advanced ad platform.
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Let’s take a closer look at the issues that
are impeding national cable rollouts of
advanced ad campaigns.

The Workflow Issue

Cable’s ability to provide advanced
advertising is hampered by a workflow
impediment. It lacks an automated systems
infrastructure to connect the “sales order
process” with the “creative process” to the
“content management and provisioning
process” and finally to the “delivery
process.”

For the traditional multichannel video
subscription business, this workflow is well
established. In its simplest form, movies and
TV shows are produced, licensed to an
aggregator (e.g., NBCU), wholesaled to an
operator (e.g., Comcast) for distribution, and
then retailed to the consumer. The
advertising and subscription models are well
established for this process.

The important point is that there are
automated systems (encoding, content
protection, “billing systems,” trafficking
systems, royalty payment and settlement)
that support this model so these businesses
can scale.

With respect to interactive applications,
this “workflow” does not currently exist in
any uniform, scalable way. The current
ecosystem of extant and desired interactive
video applications and services relies on a
patchwork of business systems and creative
tools, all of which are delivered to a
heterogeneous population of operators with
no “billable event tracking” except by
sneaker-net and swivel chair operations.
Without the “back-end” tied to the “front-
end” via an automated workflow that
generates invoices, tracks payments and
respects copyrights, it will be very difficult

to build a scalable business around a popular
interactive application.

A specific example of the workflow
conundrum is the notion of the “bound”
application, which executes synchronously
with a program or advertisement.

Current cable solutions to this problem
are still to come. EBIF’s strength is its
overall potential reach, which could be the
entire installed base of digital cable set-tops.
The EBIF specification defines the client
execution engine and the data formats for
sending applications to the client. Such
definition is critical and necessary, but for
EBIF-based “bound” applications to become
mainstream, a necessary scaffolding of
workflow must emerge. The purpose of
Canoe is to create ubiquitous end-to-end
workflow for advertisers, and to shield
advertisers from the need to deal with
multiple cable operators and their separate
workflows. But Canoe implementation
remains on the horizon.

Advertisers, however, require workflow
scaffolding today. They require a known,
easy and repeatable method for creating
advertising applications, and for applying
quality assurance mechanisms to ensure
those applications behave at their best on all
set-top boxes. They need data collection to
fulfill the application’s intent, and to feed
any primary or third-party billing
mechanisms.

Consider an advanced advertising
application that allows the viewer to click on
a widget associated with an ad to receive
more information on the product. From a
workflow  perspective, the following
requirements are critical:

1) Creative: What should the widget
look like? Who builds creative for
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the campaign, and to which template,
and using which authoring tool(s)?

2) Application provisioning:
Operationally, the interactive
application must be provisioned on
to the network. Its widget assets
must be transferred for playout, and
its availability parameters must be
fed into the traffic/billing system.

3) Stewardship: All ad campaigns
follow general and specific rule sets,
such as: competing products may not
be shown within the same ad pod;
time parameters to protect children
from inappropriate content, etc.

4) Data Collection: After playout, data
associated with the spot needs a
method to flow into the aggregation
engines feeding national and local
campaigns.

5) Billing: Any additional revenue
associated with the interactive spot
needs a feed into operator billing
systems.

6) Reporting and Settlement:
Automated mechanisms must be
available to operators and advertising
constituencies, etc., to create reports
both for advertising effectiveness
and contract fulfillment purposes.

While efforts such as EBIF and Canoe
are underway, the author does not know of
any available solutions that will connect the
traditional =~ day-to-day = business  of
advertising sales to the operators’ broadcast
and unicast streaming platforms.
Individually and combined, workflow gaps
prevent the business from scaling and
impede the ability for multichannel video
providers to build both local and national
advertising revenues.

The Challenge of the Installed Base

Digital cable set-tops, as a category, are
beyond their 15" anniversary. Until fairly

recently, they’ve existed as “thin clients”
that lag behind the Moore’s Law trend of
computing devices. Compared to PCs,
digital set-tops have long been dismissed as
devices lacking sufficient processing power
and memory to enable immersive, media-
rich applications. In short, what’s thick
today is thin tomorrow, and, for digital cable
boxes, it’s always tomorrow.

However, it is not in the best interest of
operators to deploy new set-top boxes every
year. There is a good reason why there is so
much legacy customer premise equipment in
the field. It takes a lot of time and money to
replace a set-top box. All of those “legacy”
boxes in fact have value. They save
operators money on truck rolls to deploy
new equipment, and they save customers the
time of waiting for those trucks to show up
with new equipment. As a revenue
generating unit for “the bedroom” or other
non-living-room locations in a household, it
is very hard to justify replacing them
system-wide with more advanced boxes.

Because of today’s accelerated advances
in technology, it would be impractical for
operators to roll out new boxes with great
frequency. Even the latest and greatest set-
top box becomes a “legacy” device within
months. Consider that when you roll a new
car off a dealer’s lot, it immediately
becomes a used car. That doesn’t make the
car any less useful. It would be impractical
to “upgrade” a car every six months. The
same holds true for set-top boxes.

The installed base of digital set-top boxes
presents a “lowest common denominator”
problem for application development and
software  version  control.  Building
applications only for high-end boxes reduces
potential reach; building applications for all
set-top variations reduces the application’s
attractiveness to the lowest common
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denominator of graphics chips, processing
power and memory.

These issues of potential reach and the

attractiveness of applications are of
paramount importance for advertisers, as

seen in Figure 1.
Advertiser
Sweet Spot @

e

pnogd snid

Number of Deployed Devices

Y

Device Resources and Capabilities

Figure 1 — Functionality Compared to Deployed
Boxes

From the perspective of the advertiser, a
very small footprint of accessible devices is
very hard to target or monetize. With more
scale and reach, the advertiser has a greater
likelihood of effectively reaching its target
audience. At the same time, the better the
advertisement looks and functions, the
higher the impact the ad will have. Given
the deployed base of cable set-top boxes,
these two options are mutually exclusive;
the more features and functionality a box
can offer, the fewer of them there are in the
field. Adding cloud rendering and
processing to the equation minimizes the
device-centric resources from the equation.
This is shown with the dotted line. Put
another =~ way,  operating  interactive
applications solely wupon the limited
capabilities of the aggregate set-top base,
and without the benefit of network server
resources, means the wealth of capabilities

in the newest units is eclipsed by the care-
and-feeding needs of the oldest units.

The Challenge for the Application

Developer

Advanced advertising application
developers face prohibitive time and cost
outlays in the cable environment. The
problem is not unique to advertising
applications; developing any software for
cable, such as EPG software, requires a
substantial round of testing and compliance
to ensure that the software works with all of
the set-top boxes in deployment.

EBIF development presents a similar
challenge. The result is the likely pruning of
platform features to the lowest common
denominator.

The greatest expense associated with
investment in client software technologies
often is in targeted development, integration
and regression testing across dozens of
different CPE platforms—each with its own
performance characteristics, graphics
display capabilities and consequent impact
on the viewer experience. While tru2way,
EBIF and other standard client software
platforms are certainly a great improvement,
they do not solve the pervasive cross-
platform compatibility issue.

This is not an issue just for the cable
world; even Web browsers have differing
capabilities across Macs and PCs, as well as
across different OS installations on those
devices. It is necessary when developing a
robust Web site to test it against all
significant browsers in use.

In cable, however, a new release of the
GuideWorks-based EPG and VOD menu
software package can take between one and
two years for development, testing and
certification before it is made available to
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operators for deployment across a family of
set-top boxes.

EBIF is a write-once, run-anywhere
platform that provides cable operators with
an efficient, lightweight, well-managed set-
top environment. It offers interactive
applications,  graphical overlays and
instantaneous responses via an immensely
deployed base of existing cable set-top
boxes. However, while it opens the door for
new kinds of interactivity, EBIF by design
was not intended to offer more capabilities
than the most basic set-top boxes could
handle. It is essentially a generic system that
provides some basic capabilities for
interactive TV on legacy set-top boxes. In
addition, EBIF is not yet ubiquitously
deployed.

Simply put, it will be prohibitively
expensive and time-consuming to deliver the
levels of interactivity and functionality that
advertisers require into the wide variety of
digital set-top boxes currently in the field.
While EBIF, tru2way and Canoe are
worthwhile endeavors for cable, there is a
need for a server-based, or cloud-based,
solution to enhance those advanced
advertising efforts. The idea is to push as
much programming, application logic and
processing into the network cloud as
possible, and communicate with digital set-
top boxes through simple MPEG streams,
for example.

THE CLOUD-BASED ADVANCED
ADVERTISING SOLUTION

The language of the computing “cloud”
is typically associated with the Internet,
even though the term itself pre-dates the
Internet by at least two decades, when
computer scientists recognized the need to
share processing workload over clustered
computers. Cloud computing has become a
staple of the Web world, with applications

such as Web-based email, YouTube and
countless others removing the burden from
client devices and leveraging the power (and
storage capabilities) of the cloud.

Now that we live in a fully digital
television world, the cloud concept applies
just as much to TV, as we’re essentially
dealing with data and nothing more. The
cloud TV concept can remove workflow
gaps and bridge the application and media
processing requirements between head-ends
and set-tops. A cloud approach also enables
developers of advanced advertising
applications to use familiar, Web-based
development tools that are similar to or the
same as those used to provide interactivity
within a Web site.

Server-side functionality, such as large-
scale data manipulations (for example, deep
keyword searches on hundreds of thousands
or millions of records), recommendation
engines and ad decision engines, already
exist for Web applications. These
technologies can be applied as-is to the
cable infrastructure. = Familiar  client
authoring functionality, such as DHTML,
JavaScript, CSS, Ajax and JSON, can be
used in existing deployments by moving
much or all of the “client” processing into
the cloud.

EBIF at the Core of Advanced Advertising

EBIF is specifically designed to enhance
broadcast video with prompts (“call to
action” graphics) that entice the user to
engage with what they are watching in new
ways. This ability to embed interactivity in
layers is key to the advanced advertising
initiative. The base layer is the broadcast
advertisement itself: If a user does not have
EBIF capabilities, this is all that is seen. The
second layer is the “call-to-action” graphic,
which the User Agent blends on top of the
broadcast video advertisement according to
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the instructions in the bound application, as
exemplified in Figure 1.

(= For More
( 2z e Press “OK"

Figure 1 — Call to Action Overlay

Once the user has responded to the call-to-
action, there are various possible next steps
for the advertiser. A common option at the
core of the Canoe initiative is the RFI
(Request For Information). Leveraging the
customer’s personal information on file with
the cable company, a brochure, coupon or
other information 1is mailed to the

subscriber’s physical address.

Enhancing this basic RFI functionality
with  cloud-based services can offer
tremendous increased  impact  and
opportunities for engagement to the
advertiser. Given a simple construct such as
cookies, an advertisement can offer different
screens or other options if the consumer has
already clicked on the RFI in the past, for
example. Using simple asynchronous client-
server communications (akin to AJAX on
the Web), an EBIF application can leverage
server-side database repositories to display a
tremendous amount of information in small
chunks, without overtaxing the available
client memory.

Adding MPEG to EBIF

Existing EBIF User Agents have been
designed to support simple telescoping
functionality as seen in Figure 3. An EBIF
application can switch away from a
broadcast stream to a unicast stream based
on triggers typically caused by the user. The

1. Broadcast Progl'ammin g

3. Telescoping VOD Clip

Figure 3 - Telescoping Ad
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EBIF application persists during this stream
switch, providing a seamless application
lifecycle and allowing the EBIF application
to send commands and control messages to
the server that is generating the unicast
stream. In its simplest form, this allows for
an advertisement to play a longer video for
users who express interest via a call to
action on-screen during a broadcast
advertisement.

Additional Benefits of a Remote Browser

Using enhanced streaming servers in the
network cloud, this basic telescoping
functionality allows for advanced graphics
and video capabilities to be added to any
EBIF application. As seen in Figure 4, the
enhanced streaming server is running what
is essentially a specialized Web browser in
the cloud.

Once there is a framework that allows
basic Web browser functionality across all
set-top boxes, the door is open for
leveraging tools and expertise that have been
developed and polished over the last decade
or more. Cable companies using client-side
browsers as well as streaming-server
browsers are already capable of leveraging
some very powerful tools. It has been shown
that DoubleClick, Atlas and other ad

campaign management suites are already
able to manage, track and report on
interactive ad campaigns running on all
deployed cable set-top boxes. It has also

been shown that Omniture and similarly
powerful tracking and reporting solutions
are able to be used in advertising campaigns
across existing cable deployments. All of
these examples are using existing Web
solutions without modification, and with
standard commercial agreements in place.

Brand Appearance in EBIF

Another immediate benefit to using this
specialized streaming server is that it is
capable of rendering images in the entire
MPEG-2 color space; more than 16 million
colors are available at once, with minor
limitations due to chrominance sharing
between adjacent pixels. Compare this to
EBIF graphics allowed in the most widely
supported baseline specification (including
the Motorola DCT-2000), which allows 16
colors on screen at a given time, and the
Cisco (Scientific-Atlanta) SA-2000, which
allows 256 colors on screen at a time. The
immediate benefit to an advertiser that is
protective of its brand appearance is clear,
and because these cloud-based graphics are
not dependent on the client functionality, the
same brand image appears identically on a
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Motorola DCT-2000, SA-2000 and all other
deployed set-top boxes.

The Power of Video in Advertising

Beyond simple brand appearance, there is
remarkable power and clear benefit to
embedding rich video into an ad. It is
abundantly clear why so much advertising
money is spent on video when compared to
static (newspaper, Web banner ads) and
audio (radio): The response through brand
awareness and feedback is measurable. To
an advertiser spending money on television,
the expectation is that there will be a large
video-based component to its advertisement.
When a standard advertisement is enhanced
with EBIF, some simple graphics and text
are available. Adding telescoping allows for
a single long-form video to play on demand.
Adding cloud-based streaming suddenly
makes a broad range of video and video-
centric effects available to the advertiser, for
example: multiple video windows playing at
once; or allowing the original broadcast
video to play in a thumbnail in the corner
while the telescoping video plays in a larger
window. Many more are possible. Because
the rendering of the user interface takes
place in the cloud, any existing set-top box
can provide this type of interface and
brandable real-estate, all leveraging EBIF as

the gateway and flexible servers placed in
the cloud.

CONCLUSION

A cloud-based approach offers cable
operators greater flexibility and
implementation of advanced advertising
now, the ability to grab market share against
competition as quickly as possible, and a
solid foundation for the future. It also
combines the mass audience of all two-way
cable boxes with the features and
functionality that advertisers need to meet
their brand and marketing requirements.

The cloud approach leverages EBIF’s
capabilities and supports migration to EBIF,
while addressing today’s urgent problems
head on. It leverages cable’s strengths of an
unrivaled subscriber footprint and superior
video delivery. By using existing Web
standards to support advanced advertising
delivery, with the ability to transcode Web
content to MPEG, it allows cable to lock in
immediately to the existing pre-roll
ecosystem for advanced advertising, as
advertisers and agencies are already
intimately familiar with Web content
development and management tools. Ideally,
a mix of cloud and client-server approaches
is optimal.
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ACCESS NETWORK BUILD COMPARISONS:
FTTH, HFC FIBER DEEP, AND LTE

Tim Burke - Liberty Global
Michael Eagles - UPC Broadband

Abstract
The  service  characteristics  and
technology evolution of fiber-to-the-home
(FTTH), HFC fiber deep, and 4" Generation
Wireless (LTE) will define the next generation
of access nmetwork and  broadband
competition. We argue that it is from these
developing  technologies  and  delivery
platforms that broadband customers will
choose the manner in which they receive their

future broadband services.

In  comparing the alternatives we
consider several questions. What will the
broadband competition for each alternative
look like from a consumer perspective? What
factors or trends might influence the
outcome? Which access technology can best
be optimized for future broadband service?
Can the alternatives co-exist? What level of
capital would justify the expected services?

The purpose of this paper is to provide a
competitive,  technology and  economic
framework for comparing next generation
broadband access alternatives from both a
greenfield and upgrade basis.

BROADBAND COMPETITION

Broadband competition may be examined
along several attributes including: Speed,
Price, and Service Types; with all broadband
competitors facing what could be called a
“capital threshold”.

Faster Broadband Speeds

Broadband competition between access
technologies is also highlighted by pressure to
offer faster peak advertised speeds or Peak
Information Rates (PIR). Considering 28
years of historical trends, and subject to

regional variations in competition, it is not
inconceivable that Peak Information Rates of
1Gbps could be required by 2014!

Figure 1: Peak Information Rates Continue To
Grow '
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If we assume that, based on historical trends,
end users will continue to decide between
competing offerings based on advertised
speed or peak information rates, this has an
impact on the access network technology
choices an operator needs to consider in order
to remain competitive.

Price and Competition

Broadband prices per Mbps continue to
decline over time for fixed line broadband.
The declining price per Mbps is a function of
increasing information rates and competition.
For example, in markets where broadband
access competition is particularly intense, or
there are irrational competitors, price per
Mbps per month declines can be more
dramatic. We illustrate with an example of
U.S. broadband prices per Mbps below in
Figure 2.
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Figure 2: Broadband Price Per Mbps *
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Similar Service Types

With Telco’s addressing the need for Video
and very high speed data services by moving
from Digital Subscriber Line (DSL) to
Gigabit Passive Optical Network (GPON), we
contend that for fixed line broadband the core
“service types” that are offered will be similar
to Cable.

Mobile Broadband or Long Term Evolution
(LTE), on the other hand can support Voice
and Data “service types” that are also offered
by fixed line operators, with the unique
attribute of mobility, but will struggle with
mainstream Video services®.

The Customer Base Potential

In a highly competitive environment, we
believe it is unlikely that a service provider
could achieve more than 50% penetration of
addressable homes on average (i.e. the
“customer base potential*”).  Looking at
industry examples we see that a typical
penetration of addressable homes would be
around 30%. For example, noting a 3 year
horizon, Verizon stated in Q1 2007 that, “By
2010, Verizon expects to have a 35-40%
penetration rate of FiOS Internet customers,
and a 20 to 25% penetration rate of FiOS TV
customers”.  In July 2009, it was reported
that Verizon had achieved sales penetration of
28.1 percent for FiOS Internet and 24.6
percent for FiOS TV®.

Similarly, worldwide other Telcos have
stated in that their FTTH pilot results, offering

triple play packages of Broadband, TV and
Telephony, have met expectations with up to
30% of FTTH homes

Figure 3: Example of FTTH Sales Curve ’
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Today, Telcos recognize the effect
competition has on penetration potential. In
some countries Telcos have stated targets to
have one third or 33% of the population
connected by FTTH by 2015°.

Operators that own both Fixed and Mobile
Broadband operations, such as AT&T, are
also looking at a hybrid model where the
alternative access technologies are
complimentary rather than competitive by
splitting the service types by technology. For
example DSL/FTTH could be used for Video
and Fixed Data, while LTE is used for Mobile
Data and Voice’. Using a service bundle, this
enables the Telco to maximize the penetration
of both technologies by minimizing service
type competition between the access
alternatives.

Future Competition

Today, Cable and DSL are the most widely
deployed broadband technologies worldwide,
with Mobile Broadband emerging as a rapidly
growing segment.  Regional variations are
evident, with Cable broadband dominating in
North America, and DSL dominating in Asia-
Pacific and Europe.
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Figure 4: Worldwide Broadband Connections
by Technology 2010 vs. 2013 '
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The points for future competition in the
broadband market place are clear: (a) Between
future fixed line technologies there are
unlikely to be any major “service type”
advantages to attract subscribers away from
their existing access provider, (b) Without a
service type advantage, FTTH/GPON
adoption will be driven by Greenfield or
future Telco upsell of the existing DSL
subscriber base in order to counter higher
Peak Information Rates from competing
alternatives, and; (c) Mobile broadband offers
two of the three service types in the market,
which could be expected to place additional
pressure on fixed line penetration potential.

If we assume that tomorrow’s Fiber access
deployments are primarily a  Telco
competitive response to the limitations of
existing ~DSL  technology  with its
comparatively low data rates'', rather than a
new category of broadband service provider;
then three categories of next generation access
technology emerge: Cable’s HFC Fiber Deep,
Telco’s Gigabit Passive Optical Networks
(GPON), and Mobile Broadband (LTE), as
show in Figure 5 below.

Figure 5: Future Broadband Access
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TECHNOLOGY

The Telcos and Cablecos use land or
terrestrial based technologies via the medium
of fiber, coaxial cable or copper -cable.
Mobile operators utilize the spectrum or
airwaves they own or lease to provide these
same broadband services. As the offered
speeds for broadband access continually
increase from 1Mb/s to 100 Mb/s and beyond,
the technologies deployed by fixed line and
mobile companies must evolve.

The terrestrial based companies will continue
to bring the highest capacity and most
efficient medium, fiber optics, closer and
closer to the customer. Cablecos do this via
Hybrid Fiber Coax (HFC) deployments that
bring fiber deeper into the network (beyond
current Fiber Node locations) so that no
regenerators are required beyond the FN.
Telcos deploy fiber to Remote Terminals
(RTs) or cabinets that contain DSL
electronics, called DSLAMS, located in
neighborhoods. Because Telcos have much
stricter bandwidth (and capacity) limits
inherent in the copper plant versus the
Cablecos coax, many Telcos have even begun
to pull fiber all the way to the home.

Likewise, the wireless operators will need to
add more spectrum, make more efficient use
of their radio technology and move cell sites
closer in, towards their customers’ homes.
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The incremental economics associated with
these evolutionary moves are the key to how
quickly technology change-outs will occur.
The economic challenge for fixed operators
has always been the cost/benefit of reusing the
existing medium (copper pairs or coax) in the
last mile (or %2 mile) to the customer premises
versus undergoing the substantial costs and
time to rewire the local loop with fiber optics.
Similarly, mobile operators need to spend
additional capital to build more towers closer
to customer locations in order for mobile
devices to receive the sufficient signal
strength required for high speed services
inside homes.

Finally, it makes economic sense to share
network elements across as large a group of
customers as possible. Contrary to this
economic need, network resources are being
shared across smaller and smaller groups of
customers as the average speed offered to the
end users increases and customer penetration
levels rise.

Telephone Company Networks

In the U.S. the Telco architecture is quite
varied as the number of homes served by a
Central Office (C.O.) can range from less than
1,000 to over 50,000 households. Likewise,
the distances from the C.O. to the edge of the
C.O. area (called wire center) vary from
10,000 to 20,000 feet. Figure 6 provides a
visual representation of the Telcos outside
plant architecture.

Figure 6: Telco Outside Plant Archltecture
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As Figure 6 shows, the wire center district can
be broken up into many smaller CSAs
(Carrier Serving Areas) that pass from 600 to
2,000 homes, where the furthest home can be
easily 12,000 feet from the CO. CSAs are
made up of smaller geographic neighborhoods
called DAs (Distribution Areas) serving 250
to 300 homes. DAs contain cross-connect
points called Feeder Distribution Interfaces
(FDI) or Serving Area Interfaces (SAI) where
the furthest home is usually between 3,000 to
5,000 feet from the FDI. These cross-connect
cabinets terminate the twisted copper pairs
that originate in each home and are called
distribution pairs. FDI cabinets typically
terminate 2 to 3 lines per home, so large cross
connects may be required. Historically, these
cross connect cabinets were fed by copper
coming all the way from the CO where half as
many feeder pairs from the CO matched up
against the distribution pairs going to the
homes. Over time, digital Tls and fiber
optics replaced the copper feeder and fiber
optic electronics were placed in Remote
Terminal cabinets (RTs) right next to the
cross-connects

Fiber to the Node using DSL Technology

As ADSL and VDSL technology was
deployed, remote DSLAMS that contain the
DSL line cards, ethernet or ATM switches
and fiber optic transmission equipment were
placed in these RTs. Figure 7 shows the
current ADSL2+ or VDSL architecture used
by AT&T (uVerse) and other Telcos.

Figure 7: DSL Network Architecture
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The main variants of DSL technology all take
advantage of using an increasing amount of
the usable spectrum available on twisted pairs
of copper wires. VDSL enhancements
increased the spectral band plan to 12 MHz
from the 2.2 MHz Ilimit of ADSL2+.
Consequently, the obtainable speeds increased
as long as the quality of the copper plant was
very good and the distances from the line
cards in the remote DSLAM to the home were
less than 4,000 feet. It is important to note
that twisted pair copper wires contain a
number of impairments such as crosstalk,
noise and bridge taps that severely reduce data
speeds, even when the distances are short.
Because ADSL2+ and VDSL technologies are
so sensitive to distances, charts showing data
rates versus loop lengths of the copper plant
are useful. Figure 9 is a good example of a
rate versus reach graph for ADSL and VDSL
technologies. Given the Telcos’ Distribution
Area (DA) architecture, the key range is 2,000
to 4,000 feet which corresponds to maximum
speeds of 25 to 35 Mb/s.

Figure 9: ADSL VDSL Rate vs Reach'?
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When one looks at an overlay of the
bandwidths required for triple play services, it
becomes apparent that VDSL technologies
quickly become obsolete as end user demands
increase. Because of the shorter loop lengths
in many European countries VDSL speeds are
higher and technology lifetimes will be
extended.

For instance, Figure 10 shows a household
requiring two High Definition (HD) and two

Standard Definition (SD) video streams along
with 10 Mb/s of broadband data that max’s
the VDSL bandwidth limits even when
MPEG4 SD and HD compression technology
are assumed (2 Mb/s and 9 Mb/s).

Figure  10:  Triple Play  Customer
Requirements and VDSL2 Capacity Limits
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Fiber to the Home (FTTH)

In the near future most TelCo’s will realize
they have to deploy fiber directly to the
customer premises to meet the growing
customer broadband demands as the
capacities of twisted pair copper are limited
with DSL technology.  Additionally, the
operational expense of managing many
individual copper strands and cross-connect
points in the outside plant will continue to be
an economic burden.

As video demands are added into the
broadband end user speed requirements the
Telco decision to extend the fiber to the home
will become even more urgent. Some Telcos
with a longer financial payback view, such as
Verizon, have already reached this conclusion
and made FTTH (branded FiOS) a
cornerstone of their broadband and video
services. Telcos without the financial strength
and longer term view have opted to avoid the
large FTTH investment by making the copper
last longer using ADSL2+, VDSL, satellite
and digital terrestrial (DTT) access means for
video and broadband services. This is the
strategy of AT&T in the U.S. and many
European Telcos.

Passive Optical Networks (PONs)

The highest capacity and most economical
way of providing FTTH is to deploy PON
technology.  Although PON architecture
requires a complete change-out of the current

2010 Spring Technical Forum Proceedings - Page 189



Telco architecture, at a huge capital expense,
it does solve the capacity and economic
constraints inherent with upgrading and re-
using the Telco copper plant.

A Passive Optical Network is an end-to-end
optical network using a point-to-multipoint
architecture containing no active elements at
any location in the outside plant. It is an
extremely efficient way of providing high
capacity broadband services, as the only
active (or powered) components are in the CO
and at the customer premises. Additionally,
the economic benefit of sharing resources is
possible as a single fiber optic strand is shared
across multiple homes (32 or 64) via the
utilization of a fiber optic splitter. It is also
possible to configure two tiers of splitters in
the network where a 1:4 splitter is followed
by a 1:8 splitter closer to the served homes.
Figure 11 gives us an illustration of the
typical PON architecture.

Figure 11: PON Architecture

A key network element shown in Figure 11 is
the Optical Line Terminal (OLT) located in
the Central Office. Since PON architecture is
point-to-multipoint (or multicast) in the
downstream direction, the OLT transmits the
entire PON bandwidth (2.5 Gb/s for GPON
technology) to the PON splitter and all 32
homes receive the packets broadcast by the
OLT. The Optical Network Units (ONU)
shown in Figure 11 selectively extract the
packets from the entire line rate that pertain to
the address of the particular customer’s ONU.
The proper encryption and security

mechanisms are implemented in the
downstream direction to eliminate
eavesdropping and theft of services.
Typically, a single optical fiber is used to
serve each group of customers connected to a
PON splitter, where different wavelengths are
associated with the downstream and upstream
data flows. Figure 11 designates the different
optical wavelengths as A and A,

The upstream transmission in PON
architectures is much more complicated than
the downstream. There must be a separation
of the information coming from each of the 32
customer ONU’s going back to the OLT, as
they are all sharing the total upstream
bandwidth (1.25 Gb/s for GPON technology).
PONs use TDMA (Time Division Multiple
Access) schemes that allocate each customer’s
ONU in the group of 32 to a separate timeslot.
The upstream PON technology is quite
sophisticated, as it is important for the ONU
to have burst mode transmitters/lasers that
turn on and off very quickly yet operate at the
full upstream line rate. Additionally, the OLT
contains advanced receiver technology and
performs complex centralized controller
functions, as it must be highly synchronized
with the ONT’s so that upstream timeslots are
accurately assigned. Figure 12 provides a
visual representation of the upstream TDMA
transmission process just described.

Figure 12: PON
Transmission

TDMA  Upstream
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PON Standards

In the mid 1990s a group of Telcos formed an
association called the Full Service Network
(FSAN) to create a PON standard. The
outcome of that collaborative effort was the
APON specification. APON is based on the
ATM transmission protocol and is the reason
for the APON abbreviation. Very quickly, the
FSAN association upgraded the specification
to BPON (Broadband PON) to accommodate
higher line rates and interfaces with ethernet
protocols  while retaining its ATM
transmission format. BPON became an ITU
standard and was the original technology
deployed in Verizon’s FTTH FiOS initiative.
BPON utilizes a 622 Mb/s downstream line
rate and 155 Mb/s upstream speed shared
across 32 customers using a single 1:32
splitter.

In the early 2000s, Verizon and other Telcos
realized that higher line rates and the ability to
more easily accommodate Ethernet data
traffic was required. As a result of those
efforts the GPON (Gigabit PON) standard
was born in 2003. GPON was able to
accomplish the goals of higher line speeds,
more efficient carrying of Ethernet packets
and backwards compatibility to ATM and
circuit based TDM applications (e.g. - circuit
switched voice). Unfortunately, GPON
required the creation of a new framing and
encapsulation specification within its standard
and some very stringent OLT to ONU timing
requirements. The result has been greater
overall complexity and costs of the network
elements. GPON provides 2.5 Gb/s
downstream and 1.25 Gb/s upstream line rates
and can accommodate either 1 to 32 or 64
split ratios. The typical range from OLT to
ONU is 20 Km. and the upstream usually
operates at 1310 nm wavelength while the
downstream is set in the 1550 nm region.
Figure 13 compares the PON standards.

Figure 13: Comparison of PON Standards

Standards Line Rates Split | Typical
Approval Ratios Range

PON Enhancement

Downstream Upstream

APON 1995 622 Mb/s 155 Mb/s ;;i 10 Km N.A.

BPON 1997 622 Mb/s 155 Mb/s i;i 10 Km N.A.
10 Ghb/s D.S.
and 2.5 Gh/s
U.S.in 2012

GPON 2003 2.56Gb/s 1.25 Gb/s ;x 20Km

1:32 10 Gb/s D.5.
EPON 2004 1.25 Gh/s 1.25 Gh/s 1:64 20 Km and10 Gb/s
1:128 U.5.in 2011

In parallel to the creation of the GPON
standard, an association of equipment
manufacturers and Asian Telco operators
decided to put together a “pure” Ethernet
PON specification that did not make
concessions for legacy ATM and circuit based
technologies. The resulting specification was
ratified by the IEEE in 2003 and became the
EPON standard. The key goals of the EPON
developers were to combine the simplicity
and worldwide economies of Ethernet with
the high capacity capabilities of FTTH PONs.
As a result of this effort and the worldwide
deployments of EPON it has become the most
popular PON standard and looks to have
increasing market potential going forward.
Foremost to its greater potential over GPON
is the lower cost of ONUs and higher
worldwide volumes primarily driven by Asia
deployments. Figure 14 gives us a glimpse of
the current PON technology market shares.

Figure 14: FTTH Technology Market Share'*
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The key developmental paths for both GPON
and EPON are the increasing line rates. The
enhanced EPON standard approved in 2009
will provide 10 Gb/s symmetrical or 10 Gb/s
downstream and 2.5 Gb/s upstream speeds.
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Commercial chipsets and products will be
available in 2011. Additionally, split ratios of
1:128 will be feasible.

Not to be outdone, GPON will have standards
enhancements in 2010 that also provide 10
Gb/s downstream and 2.5 Gb/s upstream line
rates. It is expected that commercial products
will be available in 2012. At issue for GPON
is having sufficient worldwide volumes for
chip makers to justify large commercial
production levels as North American GPON
deployments (e.g. - Verizon) are slowing.

For Cablecos there is an inherent
compatibility of ethernet and the IP nature of
DOCSIS protocols that makes EPON a
stronger future technology choice of MSOs.
Because business and commercial customer
requirements are typically symmetrical in
nature and Ethernet based it is expected that
EPON technology for business applications
will materialize first for MSOs'®.

Cable TV Company Networks

The other terrestrial based broadband network
provider is the Cable TV Company or
Multiple Systems Operator (MSO). The
MSOs network has evolved in a very
advantageous way over the years from both a
technology and economic point of view.
Figure 15 illustrates the typical two-way
Hybrid Fiber Coax (HFC) plant in service
today in over 90% of an MSO’s footprint.

Figure 15: Modern HFC Network
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The Head End (HE) location shown in Figure
15 serves a single or sometimes multiple
metropolitan areas covering millions of
homes. It contains the video equipment and
feeds (satellite and terrestrial) as well as the
IP data routers, voice switches, internet and
voice network interconnects. Redundantly
routed fiber optic transmission equipment is
used to transport video, data and voice
services from the HE to primary and
secondary hub locations. These hubs also
serve very large geographic areas of 20,000 to
40,000 homes. In most cases, these hub
locations are relatively small unmanned
buildings, as they are primarily comprised of
optical transmission equipment and Cable
Modem Termination Systems (CMTSs).

Over the last ten to fifteen years most MSOs
have upgraded their outside plant so that fiber
optic strands and equipment is deployed out
into the residential neighborhoods. The fibers
terminate in small, hardened Fiber Node (FN)
cases located either in ducts or on the aerial
plant. The FN converts the optical signal to
an electrical signal that is transmitted over
coax to the household in the FN’s
neighborhood. As shown in Figure 15, most
fiber nodes are designed with four coax
distribution segments directed towards the
homes in the node. This capability allows for
an economical way of adding specific
capacity for the various services via service
groups. Additionally, this architecture allows
MSOs to cleanly segment the fiber node into
smaller groups of homes passed without
adding new fiber, if demand warrants. A node
split or segmentation effectively doubles the
available bandwidth per customer by halfing
the number of customers served by a fiber
node. Typically an FN serves between 500
and 2,000 homes passed (HP) where each
coax distribution segment contains between
four and six amplifiers (or RF actives) in
cascade. Such a configuration is commonly
referred to as an N+4 (Node plus 4 amplifiers)
or N+6 arrangement. The final network
elements to the home are in what is called the
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drop portion of the plant and are made up of
passive components called taps, splitters and
drop cable.

There are inherent advantages to this
architecture that lends itself to a graceful and
economical evolution: (a) The coaxial cable
to the customer premises has a very large
capacity that does not limit services or
bandwidth in the final mile, (b) The
architecture was designed from the beginning
with a tree and branch or shared topology that
mimics an efficient current day corporate
LAN, (c) The plant was designed with a
common architectural uniformity so that no
matter where you go within an MSOs
footprint the structure is similar, (d) A
minimal amount of active components are
resident in the outside plant as the more
intelligent and expensive electronics are either
in the hubs or at the customer premises and,
(e) Incremental new services (e.g. - video,
data and voice) and increasing levels of
capacity can be easily added across the
existing network elements, so the business
scales efficiently.

HFC Customer Bandwidth and Capacity

The capacity of the coax cable portion of the
plant has no sharp cutoff.'””  Capacity is
limited by the distance from the fiber node to
the furthest customer‘s home and more
importantly by the number of amplifiers in
series along that particular branch.'
Additionally, bandwidth is constrained by
how much spectrum can pass through the taps
and splitter components in the drop segment
of the network. Assuming a typical 860 MHz
HFC plant common in Europe, Figure 16
pictorially describes the upstream and
downstream bandwidth capacities. European
HFC networks utilize 8 MHz wide channels
(versus 6 MHz in the US) and have 10 more
MHz of upstream bandwidth than the U.S.

Figure 16: European 860 MHz Bandwidth

In the upstream direction, a European MSO
has a theoretical broadband (DOCSIS)
capacity of approximately 270 Mb/s shared
across all the homes in the fiber node. This
calculation assumes nine usable 6.4 MHz
upstream DOCSIS channels operating at a
64QAM modulation (30 Mb/s throughput per
channel). Obviously, a clean upstream plant
that may have to operate in an SCDMA mode
will be required for this capacity scenario.
Additionally, substantial capacity gains are
possible if operating in a DOCSIS 3.0 mode
as the upstream channels are bonded together.
Combining 270 Mb/s into one large “pipe”
adds a statistical multiplexing gain that is very
efficient in the shared LAN type environment
of the HFC architecture.

Likewise, downstream bandwidth delivers
plenty of capacity in an “all digital” world.
Assuming 782 MHz available for downstream
traffic in the European scenario of Figure 16,
4.85 Gb/s of capacity is possible. This total
assumes 8 MHz channels operating at 256
QAM modulation which provides 50 Mb/s of
throughput per DOCSIS channel. Certainly
this capacity provides a very future proof
capability to support multiple HDTV, VOD,
high speed data and voice services. As Figure
16 notes, there need to be allocations for
Analog TV requirements and the simulcasting
of these signals, so an evolution to the all
digital, all IP (including IPTV) world
described in the above paragraphs is required.

Hybrid Fiber Coax-Fiber Deep (HFC-FD)
At some point in the life of the HFC
architecture, end user demands are so great,
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that even in an all digital environment 4.85
Gb/s capacities across 500 homes may not be
sufficient. At that point, a further reduction in
the proportion of customers vying for the
available bandwidth is undertaken by driving
fiber optics deeper into the distribution
portion of the coax network. This architectural
enhancement is illustrated in Figure 17.

Figure 17: HFC Fiber Deep Architecture
Tt o

Additional optics capacity is added to the
hubs and the original serving FN by adding
wavelengths to existing fiber pairs (shown as
A in Figure 17). New fiber optic cable is
placed in the distribution portion of the plant
where formerly the coax and remaining
amplifiers were located. In performing this
work, the node size is reduced from 500 to
125 HP per FN. The fiber deep scenario
provides an added benefit of eliminating the
amplifiers and leads to the N+0 terminology,
which refers to a node plus zero RF actives.
Additionally, having no amplifiers in the HFC
plant improves network reliability and
operational expenses, as less maintenance
support and powering is required.

A critical component to enhancing the HFC
plant to a fiber deep architecture is the ability
to leverage existing fibers by adding
wavelengths to in place fiber. Wave Division
Multiplexing is the fiber optic technology that
enables multiple wavelengths, each operating
at very high line rates, to simultaneously use
the same fiber strand. Unique to MSOs, they
have deployed the more economical version
of WDM, called Coarse WDM. In CWDM
systems, the spacing between wavelengths
using the same fiber strand is wider (20 nm
apart) than other WDM technologies. The

large channel spacing was designed to
establish a cost effective framework able to
accommodate less sophisticated lasers with
high spectral width and less stringent
temperature and power requirements'’. This
has enabled MSOs to build HFC plants with
hardier, smaller, lower power, and
consequently more economical, Fiber Nodes.

The higher capacity version of WDM
technology is called Dense WDM (DWDM)
and allows for wvery tightly spaced
wavelengths (.2 nm apart). Consequently,
DWDM systems have extremely high
capacity and are usually found in Telcos and
long haul transmission systems. MSOs are
beginning to deploy DWDM systems where
needed in HFC-FD deployments.

As mentioned previously coaxial cable does
not have an upper bound at 860 MHz of
spectrum. Therefore, when the remaining
amplifiers are removed the ability to operate
in the GHz frequencies is possible.
Fortunately, in many MSOs, passive taps and
splitters capable of 1 GHz performance were
deployed when the 860 MHz plant upgrades
were built. Hence, additional bandwidth can
be created from 860 MHz to 1 GHz to be used
in either the wupstream or downstream
direction. The additional 140 MHz of
spectrum will create an additional 850 Mb/s
of downstream capacity. Therefore, the new
capacity allows for 5.7 Gb/s of downstream
bandwidth available to the 125 homes in the
fiber deep node.

Mobile Network Operators (MNO's)

With the increasing success of MNOs
providing mobile based “DSL like” speeds in
their broadband offerings, it makes sense for
operators to own a mix of wireless and
terrestrial based access. Therefore, the
existence of standalone wireless or fixed
operators, will probably over time, become
more and more the exception rather than the
rule. Fourth generation (4G) wireless
technologies will become the enabler of the
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dramatic increase in these end user speeds and
mobile network capacities.

Even though the core wireless technologies
have evolved over the last twenty years, the
overall MNO architecture has remained
relatively constant. Figure 18 provides us
with a generic layout of a mobile operator’s
major network elements.

Figure 18: Network Architecture of an MNO
CPE, Radio Access and Network Control Systems, Features &
) "

-l-
ﬂ \_ =--
L 3 el

Mobiles provide the end user with wireless
connectivity and include traditional voice
phones, smart phones and laptops devices.
Cell sites are the main infrastructure
component and are primarily located on
towers and rooftops. The network electronics
located at these sites are referred to as Base
Transceiver Stations (BTS) and contain
antennas, radios and baseband electronics.
These elements are both the most expensive
and critical portion of the network. As higher
speed broadband services are offered, the
network component that is gaining an
increasingly important role is cell site
backhaul. Both microwave and fiber are
being used to transport broadband Ethernet
back to the main hub location, called the
Mobile Switching Center (MSC). The main
component in the MSC is the Base Station
Controller (BSC) or Radio Network
Controller (RNC) that manages the BTSs and
the mobility and handover aspects of the
network. In 3" generation systems (UMTS
and HSPA), there are various network
elements that control and transport the voice
and data streams (SGSN & GGSN).
Additionally, the voice switch (soft switch
and gateways) controls the mobile voice

services in a very similar manner as the fixed
voice network, the main exception being the
role of the Home Location Register (HLR)
used to manage subscriber information and
roaming mobiles. Fourth generation networks
(e.g. - LTE) have simplified the number and
complexity of the network elements in the
core as they evolve to a flatter, all IP network.

The back office systems shown in Figure 18
have gained increasing importance, as
companies, called Mobile Virtual Network
Operators (MVNOs), emerge that only own
mobile IT systems and marketing functions.

The unrelenting technological progress in
wireless has been quite amazing over the last
twenty years. Figure 19 provides an
illustration of the evolution of wireless
standards and technologies since the mid-90s.
The progression shows 2™ 3™ and 4"
generation digital wireless standards. First
generation  mobile  technology  called
Advanced Mobile Phone Service (AMPS) was
created in the mid-80s, preceded the standards
shown in Figure 19 and was analog based.

Figure 19: Evolution of Wireless Standards
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The dominant worldwide standards tract,
called GSM, is based on the original digital

standard  that evolved in  Europe.
Enhancements have been made to this Time
Division Multiple Access (TDMA) based
specification to provide increasing levels of
capacity and capability. For instance, data
service capability was created while
continuing to use the TDMA format with
GPRS and EDGE technology. A major
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upgrade occurred in the early 2000s with the
changeover to 31 generation Code Division
Multiple Access (CDMA) based technology
called Wideband CDMA (or UMTS).
Likewise, the evolution to a 4™ Generation
technology based on Orthogonal Frequency
Division Multiple Access (OFDMA) formats
is occurring now with the deployments of
LTE.  Of particular importance to the
evolutionary path is the aspect of backwards
compatibility. This means that every new
standard keeps the prior standard in place
even when major change-outs, such as
changing modulation formats, (TDMA to
CDMA to OFDMA) occur. For instance, an
LTE handset device will have the capability to
also operate in the HSPA and GSM mode.
Although  there have been offshoot
technologies over the last fifteen years, such
as CDMA One, TD-SCDMA and WiMAX, it
appears that the great majority of mobile
technology deployments and subscribers are
converging to the single LTE standard.
Figure 19 shows the other standards as
separate evolutionary paths.

The key goal of mobile services is to choose a
core technology that uses spectrum efficiently
and is also able to effectively separate users
(and conversations) within the total spectrum
available.  First and 2™ generation mobile
standards separated voice conversations using
frequencies only (AMPS) and both time &
frequency (GSM). Figure 20 is a visual
representation of 3™ and 4™ generation
standards (CDMA and OFDMA).

Figure 20: CDMA & OFDMA
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CDMA is quite unique in that it is a spread
spectrum technique where every user operates
in the same frequencies but conversations are
kept separated by the use of unique codes.
CDMA operation is best described using the
“cocktail party” analogy. Imagine a party
held in a small room filled with many couples
where each couple speaks only one language
which is different from the next pair.
Although everyone is speaking at the same
time, across the same frequencies,
conversations are understandable between a
particular couple only. In the same way,
unique CDMA codes are like the different
languages used by couples in the cocktail
party. As in the case of the cocktail party, a
key for understandable conversations is the
ability to keep the volume in the room low as
more and more couples speaking different
languages enter the small space. Likewise,
CDMA operation requires controlling the
power (volume) in the network so noise
(adjacent conversations) does not impact the
usability and separation of codes.

Although CDMA technology has performed
very well over the last 10 years, capacities
have begun to reach limits especially for
broadband type data services. As a result, the
development of 4G technology based on
OFDMA technology ensued.  Figure 20
illustrates OFDMA’s separation of users using
the combination of frequencies and time. It
differs from 2™ generation TDMA technology
in that the frequencies used in OFDMA
(shown as peaks in Figure 20) are very tightly
spaced and called sub-carriers. The notion of
orthogonality is a mathematical way of
keeping these close frequencies separate or
unique. A conversation between two users
would utilize packets appearing across
constantly changing frequencies and time
slots (shown as the same colors in Figure 20).

Because the number of subcarriers in LTE is
variable, LTE allows for a variety of channel
bandwidth sizes. This concept is extremely
powerful as 3G technologies are restricted to
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operating at only a 5 MHz channel bandwidth.
Figure 21 shows how the LTE specification
can operate at various channel bandwidth
settings from 1.4 MHz to 20 MHz. A larger
channel bandwidth provides the benefit of
statistical multiplexing gain.

Figure 21: LTE Channel Bandwidth Options
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Another key enabling technology associated
with LTE is the concept of Multiple Input
Multiple Output (MIMO) antennas. Figure 22
illustrates this concept. MIMO technology
provides for the simultaneous transmission of
multiple bit streams across the same
frequencies at the same time. The result is the
doubling of the transmission speed. Figure 22
shows a typical LTE 2 x 2 MIMO downlink
scenario. The base station has two antennas
and transmitters simultaneously transmitting
down to the mobile. Likewise, the mobile
device has two receive antennas and receivers
that are also simultaneously receiving the data
transmission.

Figure 22: 2 x2 MIMO Antennas
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Unfortunately the uplink direction (mobile to
the base station) does not employ 2 x 2
MIMO. Because of the high cost and difficult
implementation  issues associated  with
multiple transmitters in a small, low power
mobile device, only 1 x 2 MIMO is used in
the uplink direction. Therefore a single
transmitter is used in the mobile and multiple
receivers and antennas are used in the base
station. This limitation is a contributor to the

lower speeds associated with the uplink
versus the downlink in an LTE network.

Wireless Peak Speeds

There is a myth that seems to be continually
perpetuated in the wireless industry regarding
how often peak speeds can be obtained by end
users. Peak speeds in 3G and 4G wireless
technologies are obtainable only when the
maximum modulation mode is used.
Unfortunately, these maximum modulation
formats (e.g. - 64 QAM) are possible only
when perfect RF (Radio Frequency)
conditions exist. Wireless technologies differ
from terrestrial in that they use wvariable
modulation and error correction formats. Only
if the mobile receives the strongest signal
from the base station will the highest
modulation and most forgiving error
correction formats be used, resulting in the
peak speeds.

Figure 23 illustrates the 3GPP (Third
Generation  Partnership  Project) mobile
standards body simulation results of an LTE
device in a 4G data network. In the
simulation, 1,000 different test points were
assumed in a single sector. Each point
assumed differing losses and interference
levels and the device having full access to the
capacity of the sector without competing for
capacity with other users.

Figure 23: Peak Speeds in an LTE Network '®
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A main conclusion resulting from the data in
Figure 23 is that peak speeds are possible in
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an LTE wireless network less than 10% of the
time. Actual testing performed in operational
HSPA networks also validates this result in
3G networks. "’

Another important conclusion of Figure 23 is
the determination of the true capacity of an
LTE channel. The average speed of the 1,000
test points is 32 Mb/s. This average is called
the average sector throughput and is used by
3GPP and LTE vendors to determine the
spectral efficiency of the technology. Since
the data assumed a 20 MHz channel, the
spectral efficiency is 1.6 bps/Hz (32 Mb/s +
20 MHz). Figure 24 provides us with a side
by side comparison of peak speeds, the true
capacity of a wireless network (called average
sector throughput) and the average end user
speeds. These speeds are plotted over time as
the various technologies (2G, 3G & 4G) have
advanced the speeds and capacities possible in
wireless networks.

Figure 24: Wireless Peak and Average Speeds

The uppermost curve represents the peak
speeds achievable only 5 % to 10% of the
time. The middle curve illustrates the “true”
capacity of a wireless technology. It is
equivalent to the capacity of a DOCSIS
channel (50 Mb/s for a 8 MHz channel
operating at 256 QAM) or a VDSL2 line (35
Mb/s at 2,000 feet). The average sector
throughput number is calculated using
probability or statistical means (e.g. - the

Figure 23 methodology). Finally, the bottom
curve is the average end user speed that a
customer will truly receive. These numbers
are determined after  the typical
oversubscription (or concurrency) calculations
are applied to the average sector throughput
values.

Technology Comparison

Figure 25 shows a comparison chart of the
four main technologies discussed in the
technology section of this paper. It is clear
that the upcoming enhancements to the fiber
to the home GPON and EPON technologies
offer the highest capacities on both the
upstream (2.5 Gb/s) and downstream (10
Gb/s) directions. The combination of high
line rates and a low number of shared users
(64) in the PON examples makes it a difficult
technology to exceed. @ HFC-Fiber Deep
comes very close to matching FTTH PON and
offers quite attractive speeds in an 860 MHz
plant (4.85 Gb/s) and could exceed 5.7 Gb/s if
a 1 GHz plant is assumed. The biggest issue
on the HFC-FD comparison chart is the
allocation of this bandwidth across a larger
amount of customers (125 versus 64) and the
much lower upstream capacity.

Figure 25: Access Technology Comparison
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Both DSL and LTE offer much lower
capacities where the dedicated nature of
capacity to a single user makes DSL have
higher speeds. If dedicated video delivery is
assumed for VDSL, then little capacity (say
10 Mb/s as shown in Figure 10) is left for

LTE 32Mb/s 15Mb/s channels and 3
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broadband services and makes it quite
comparable to LTE shared capacities. In fact,
both the Frigo and Shankaranaryanan
technical papers from AT&T show how a
shared 30 Mb/s channel is equivalent to a
dedicated 10 Mb/s DSL channel.?- *'

DEMAND AND CAPACITY

What levels of demand can each technology
support?

We utilized a typical high density city
network architecture (HFC n+0 and N+3),
unicast service demand profile and cost
structure as a specific high density,
underground scenario for modeling. We
defined two demand profiles, Moderate and
Heavy, with the wunicast service types
including Internet, Voice, and Video on
Demand, projected out to 2014 as described in
Tables 1 and 2, below. For the purposes of a
unicast only analysis, we assume a
conservative flat “broadcast floor” of 62
channels (30 analog, 29 digital multiplexes, 3
not usable) across all years.

Table 1: Unicast Service Profile, Moderate
(Digital Max 26% Pen., No 3D-VoD, Internet
Kbps Growth 1.6x Per Year)

HSD Wtd. /Sub 9 Mbps 290 Mbps
HSD,Avg /Sub 100 Kbps 3.200 Kbps
SD VoD Yes Yes

HD VoD No Yes

3D VoD No Yes

Total Per HH 69 Kbps 1,163 Kbps
Traffic Per Sub 179 Kbps 4,062 Kbps

2009 2014
HSD Pen. 23% 26%
Voice Pen. 12% 19%
DTV Pen. 14% 32%
HSD,Peak /Sub 30 Mbps 1,024 Mbps
HSD Wtd /Sub 9 Mbps 70 Mbps
HSD,Avg /Sub 100 Kbps 1,050 Kbps
SD VoD Yes Yes
HD VoD No Yes
3D VoD No No
Traffic Per HH 69 Kbps 448 Kbps
Traffic Per Sub 179 Kbps 1,597Kbps

Table 2: Unicast Service Profile, Heavy
(Digital Max 36% Pen., 3D-VoD, Internet
Kbps Growth 2.0x Per Year)

2009 2014
HSD Pen. 23% 26%
Voice Pen. 12% 19%
DTV Pen. 14% 39%
HSD,Peak /Sub 30 Mbps 1,024 Mbps

We can see that by 2014, under the moderate
scenario each home will demand 448 Kbps of
unicast bandwidth, and with the heavy
scenario each home will demand 1,163 Kbps
of unicast bandwidth. This has a varying
impact on the serving size needed by 2014 as
noted in Figure 26 and Figure 27 below.

Figure 26: Serving Segment Size by
Technology, Moderate Demand
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In the moderate demand scenario, by 2014,
the 1200 homes passed HPC n+3, HFC n+0,
GPON2.5/1 and GPONI10/2.5 are able to
support the demand profile; while the LTE
296 homes covered per sector reduces
significantly to 70 homes per sector. Even
with the capacity constraints of LTE,
comparable HFC and PON speeds are
unavailable.

Figure 27: Serving Segment Size by
Technology, Heavy Demand
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In the heavy demand scenario, by 2014, the
1200 home passed HPC n+3,HFC n+0,
GPON2.5/1 and GPONI10/2.5 are able to
support the demand profile; the LTE 296
homes covered per sector reduces to a very
small 28 homes per sector ... that’s almost a
“base station in every home”*” !

How many broadband subscribers can each
access technology support?

If we assume that the peak Internet speeds
required to remain competitive in 2014 are 1
Gbps and that the peak advertized speeds
represents historically about 60% of the port
capacity, this means we require a port size of
about 1.6 Gbps or the equivalent of about 32
channels of HFC capacity would be required.
Advances in electronics such as channel
bonding can enable an operator, with enabling
spectrum, to support higher peak speeds, but
as a result also provide segment capacity
without the need for dramatically smaller
serving group sizes.

Using Shankaranaryanan’s 2001 Equivalent
Circuit Rate approach”, We take LTE,
HFCn+3/HFCn+0 with 32 bonded channels or
1.6 Gbps, GPON2.5/1, GPON10/2.5, and plot
the subscribers supported for differing speeds,
including the weighted average product
speeds. Since each technology has a different
serving group size, we examine at the number
of customers supported and consider the
penetration level that can be supported, where
GPON is assumed to be dimensioned at 4
OLT PONs x 64 ONTs or 256 homes
connected. At 30% penetration that
translates into 853 homes passed.

We find that where technology advances and
spectrum availability allow, HFC n+3 can
provide a good fit to the moderate demand
profile in 2014, in Table 3 below, with n+0 a
good option for supporting heavier demand if
needed for additional unicast services, in
Table 4 below, while LTE is unable to support
1Gbps speeds; and GPON 10/2.5, far exceeds

the demand profile for 2014 in its capacity
requirements even for peak speeds.

Table 3: Internet Subs Supported at 70 Mbps
Weighted Average Speeds in 2014,
Moderate Demand

LTE HFC HFC GPON
n+3 n+0 10/2.5

70 Mbps 0 478 478 3,178
Wtd.Avg. | Subs Subs Subs Subs
Group 296 1,200 250 853
Size HH
Max Pen. | 0% 40% 191% 372%
%

Table 4: Internet Customers Supported at 290
Mbps Weighted Average Speeds in 2014,
Heavy Demand

LTE HFC HFC GPON
n+3 n+0 10/2.5

290Mbps | O 409 409 3,109
Wtd.Avg. | Subs Subs Subs Subs
Group 296 1200 250 853
Size HH
Max Pen. | 0% 34% 163% 364%
%

As we can see from Figure 28 below,
considering only Internet demand, HFC n+0
would not be required yet, noting the vertical
arrow at 290 Mbps weighted average product
speed intersecting with 409 customer
supported or 34% penetration, with the
potential for more where spectrum allows.

Figure 28: Internet Customers Supported
relative to Advertized Internet Speeds
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With the increased demand profile require to
support all unicast traffic, we can see that the
increase demand profile results in fewer
homes supported, where the 290 Mbps
weighted average speed intersects with a
reduced 323 homes, or 26% penetration,
potentially a candidate for either HFCn+0, or
where spectrum allows additional channel
bonding.

Moreover, LTE is not able to offer either the
peak speeds or capacities of fixed line
alternatives. Comparing the fixed line
alternatives, Telcos GPON exceeds what is
needed by 2014; while HFC has an
incremental flexible approach to meet future
demand. Advances in electronics are able to
leverage spectrum to reach peak speeds, and
HFC Fiber Deep is able to be used to reduce
serving segments sizes.

COST ECONOMICS

A common factor when considering fiber-to-
the-home, HFC fiber deep, and LTE, is that
they are all capital-intensive. We compare the
fixed upfront cost for each alternative on a
‘greenfield” and wupgrade basis. Varying
assumptions for outside plant environments
(e.g. - aerial versus underground) and wireless
broadband  frequencies and  spectrum
quantities are analyzed.

Greenfield or New Build Costs
We considered ‘greenfield” capital costs

associated with each technology, including
LTE, HFCn+3, HFCn+0, and GPON/FTTH.

What do we define as ‘greenfield’ capital
costs?

We assume that, with the exception of LTE,
each ‘greenfield’ design will be able to
support the heavy demand profile in 2014,
noted earlier. We included LTE upgrade
costs for comparison purposes, even though it
will not be able to support the demand profile
or peak end user speeds required.

Included in the ‘greenfield’ capital costs are
the cost to (a) build the distribution network
including materials such as optical, coax,
splitters, combiners, nodes and amplifiers, in
addition to the cost of aggregation electronics
such as the BTS, CMTS?** and OLTs; and
labor for ducting or pole mounting; and (b)
the materials and labor cost of the drop from
the distribution network to the home; We
excluded any rights of way costs, NMS, OSS,
BSS costs, backhaul costs, headend costs, and
Customer Premise Equipment (ONTs are
included) costs.

The following cost economics are based on an
analysis of actual build costs for high density
cities (1,508 HH and 1,754 HH per Km?)**-*
Those high density, underground examples
were used to baseline labor rates and materials
against actual U.S. builds of varying density.

Table 5: Greenfield Cost Per Home
Passed/Covered

LTE HFCn+3 HFCn+0 GPON
Greenfield $106 $381 $374 $700
High Density
Underground
Greenfield $106 $124 $140 $231
High Density
Aerial
Greenfield $296 $700 $750 $1,438
Low Density
Aerial
Greenfield $296 $1,080 $1,229 $1,871
Low Density
Underground
Table 6: Greenfield Cost Per Home
Connected

LTE HFCn+3 HFCn+0 GPON
Greenfield $0 $97 $97 $650
High Density
Underground
Greenfield $0 $37 $37 $590
High Density
Aerial
Greenfield $0 $37 $37 $693
Low Density
Aerial
Greenfield $0 $97 $97 $750
Low Density
Underground

We also considered U.S. public FTTH
material in the context of high labor cost
economics, including the following cost
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outline in Table 7 below, where Jaguar &
Hiawatha are rural U.S. deployments:

Table 7: Cost To Pass A Home °

Service Cost to | Cost to | Density
Provider | Pass Connect

Verizon | $700 $650 High
Jaguar $1,438 $693 Low
Hiawtha | $1,871 $750 Low

Using this analysis we explored several
scenarios for new build, considering aerial vs
underground plant and high density vs low
density conurbations, noted in Table 4 above.
Low density aerial scenarios are probably
more representative of U.S. topologies.

We looked in further detail at the labor
sensitivity component for a specific example.
In the chart below we show that for HFCn+3,
in a high density market, the underground cost
per home passed is $105 for markets with low
labor costs based on an analysis of HFCn+3
and HFCn+0 vs $361 for markets with high
labor rates (i.e. - the U.S). Adding connection
costs, this translates into $142 per home
connected in low labor cost markets and $459
per home connected in high cost labor
markets.

Figure 29: Underground New Build, With Its
Substantial Labor Component, Is Sensitive To
Individual Market Labor Costs.
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Considering the typical high density,
underground scenario across the broadband
technology choices, we see in Figure 30
below, keeping in mind LTEs capacity and

service type limitations, it is able to achieve
cost effective coverage at $106 per home
covered, compared to HFC n+3/HFC n+0 at
about US$475 per home connected, and
GPON at US$1,350 per home connected.

Figure 30: Greenfield/New Build: High
Density, Underground
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Conversely in a low density, aerial scenario,
in Figure 31 below, results, as expected with
lower densities, in a higher cost per home
connected, at around $750 per home
connected for HFCn+3/n+0 and $2,131 per
GPON home connected.

Figure 31: Greenfield/New Build: Low
Density, Aerial
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Upgrade Costs

We also considered upgrade costs from
HSPA+ to LTE, HFC n+3/DOCSIS 2.0 to
HFC n+0/DOCSIS 3.0 with channel bonding
and DSL to GPON. In this way, we believe
that the upgrade economic comparison is fair
in that all technologies are able to offer end
users faster peak speeds after the upgrade.

What do we define as an Upgrade cost?

2010 Spring Technical Forum Proceedings - Page 202




For the purposes of this analysis, we assumed
for LTE that a minimum of additional site
licenses, cards and radios would be required
to upgrade from HSPA+ to LTE, an additional
40MHz of spectrum (2x20MHz) at US$0.03
per MHz per head (low estimate in Figure 32),
and in addition, we assume an additional
upgrade may be needed from 3 sectors to 6
sectors; and that additional spectrum may cost
up to US$0.06 per MHz per head of
population®’ (high estimate in Figure 32).

In the case of upgrading from HFCn+3 with 4
bonded channels to HFC n+0 with 32 bonded
channels we assumed that CMTS electronics
would be required to provide fast speeds and
that the technology would be available to
support this at US$20 per home passed®®,
(low estimate in Figure 32) while
segmentation may be required in a high case
for the heavy demand scenario. We assumed
segmentation “can exceed $10,000 per node
split*”, and we used a range of $5,000 to
$25,000 per service group (high estimate in
Figure 32).

For an upgrade from DSL to GPON we
assumed that, due to the need to replace most
of the plant to a completely different
architecture, the upgrade cost would be the
same as Greenfield, and that low and high
estimates are largely a function of the labor
cost variations between different markets. We
assume $250 for ONT pricing, using HFC’s
labor drop costs for the low estimate, and
using public total drop costs to determine the
high estimate.

Figure 32: Upgrade Cost Estimates
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It is clear from this comparison that those
operators with spectral flexibility (Mobile,
Cable) are able to leverage advances in
electronics to meet faster peak information
rates; where as other operators that lack
spectral flexibility (Telco) require a step
function in order to move to a new last mile
technology (i.e. from Copper to Optical) in
order to overcome information rate
limitations.

For the purpose of assessing the business
model, we assumed that a home passed is a
fixed cost, and a home connected is a variable
cost that increases as the penetration of homes
increases.

BUSINESS MODEL

We provide a sensitivity of the access
technology alternatives by market density,
broadband penetration and product speeds;
and using illustrative unicast service revenues
for future broadband services; we look at the
Greenfield business model *°.

Table 8: Hypothetical Monthly Unicast
Service Revenues Per Subscriber 2014

Access Network
Mobile Cable Telco
Broadband | HFC GPON
Voice $25 $0 $0
Data $15 $25 $25
VoD $0 $15 $15
Total $40 $40 $40

Investment thresholds

We assume that the hypothetical unicast
service revenue for each technology is $40 per
month per subscriber, applying the data
revenue projection from Figure 2, and
assuming that mobile voice has a significant
value to the subscriber relative to fixed voice.
We also assume that Video on Demand (VoD)
revenue for the mobile device will have a low
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value to the subscriber relative to fixed VoD
services that can be viewed on a large screen.
What is the upper limit of capital expenditure
per subscriber that may be justified by the
operator?

Using an approach described by Friggo,
Lannone and Reichmann, AT&T Labs
Research in an IEEE Optical Communications
paper in 2004°', we looked at a selection of
operators in Table 9 below and concluded that
the upper limit an operator could tolerate
would be about 15% of revenue in interest
payments.

Table 9: Interest Expenses as a Proportion of
Revenue in 2009

Revenues | Interest % of
(m) Expenses | Revenue
(m)
Telco A | $107,808 | $4,209 3.7%
Cable A | $35,756 | $2,040 5.7%
Cable B $946 8.5%
$11,080
Cable C | $6,755 $1,088 16.1%

We assumed an upper limit of 15% of revenue
for interest payments and an annual interest
rate of 5% we deduce that a worst case capital
payback time of 3 years or 36 months
provides the payback limit. Assuming $40
per month in service revenue we can project
that the operator capital expenditure
“investment threshold” is $1,440 per home
connected.

Under what conditions may the investment
related to each access technology be argued to
outweigh the economic benefit to be realized
by the operator?

Focusing on ‘greenfield’ cost economics, we
considered each technology by penetration
rate, applying the fixed home passed
associated with unicast traffic and variable
home connected associated with uncast traffic
for the “high density, underground” and “low
density, aerial” scenario’s described in the

cost economic section above. High labor
rates are assumed for both scenarios, and
where broadcast services are supported the
proportional plant and drop costs are excluded
for fixed services so as to consider only the
unicast element. = We assumed LTE is all
unicast, that for HFCn+3/n+0 32 of 91 usable
channels related to unicast in 2014, and for
GPON we assumed that of 3 wavelengths, 1 is
for upstream, 2 are for downstream services
of which 1 is for broadcast and the other is for
unicast. Upgrade costs are excluded.

In Figure 33 and Figure 34 below, the
investment threshold represents the upper
limit of capital expenditure tolerated by the
operator. As penetration increases, the cost
per home connected falls to an intersection
with the investment threshold, identifying the
penetration level required to meet the payback

period associated with the investment
threshold.
Figure 33: Greenfield, High Density,

Underground, High Labor vs Investment
Threshold
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Looking at where each technology crosses the
investment threshold (point where technology
pays back), we can conclude that LTE,
HFCn+3 and HFCn+0 fall below the
investment threshold at relatively low
penetration levels of 10%, noting that LTE
has lower end user speeds, and fewer services.
GPON only crosses the investment threshold
at a penetration of 50%.
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Figure 34: Greenfield, Low Density, Aerial,
High Labor vs Capital Investment Threshold
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Considering the Low Density, Aerial scenario,
we can see that all technologies require a
higher penetration to fall below the
investment threshold. In this scenario,
HFCn+3/HFCn+0 fall below the investment
threshold at 20%, LTE falls below the
investment threshold at 30%, and GPON falls
below the investment threshold at about 80%
penetration.

CONCLUSION

The competitive, technical and economic
findings are summarized®’.

Competitive: Competition Drives the Need for
Faster Peak Information Rates (PIRs), Limits
Service Penetration Potential.

Competition is driving the need for faster
Peak Information Rates (PIRs) which in turn
forces the operator to make technology
choices to remain competitive in the market
place. However, the corn does not grow all
the way to the sun. Operators realize that, in a
competitive  environment with  multiple
service providers and similar service types,
there may be a constrained “customer base
potential” upon which to examine relevant
‘investment thresholds®. These thresholds
may define an upper limit to ‘greenfield

capital expenditures. Additionally, those
operators with compelling upgrade economics
that do not require a move to a new last mile
technology, are best able to compete.

Technical & Capacity: Because DSL is
challenged, HFCn+3/n+0, and GPON will be
the key broadband technologies in the future;
LTE, on the other hand, cannot provide the
same peak speeds, capacity or services types
as fixed line alternatives.

Considering the technology alternatives, we
note that LTE, while it has a unique attribute
of mobility, is not able to support the capacity
required, peak speeds (e.g.- 1 Gbps) or all of
the service types to the home that will be
delivered by fixed line technologies in 2014;
and is therefore unable to offer a complete
substitute for fixed line services. Fixed line
operators face decisions about capacity based
demand and competing peak information
rates. HFCn+3/n+0 offers great flexibility to
meet both varying demand scenarios, and
increasing peak information rates.

Economic: In Competitive Markets, There Is
No Business Case For Physical Replacement
of Plant for Faster PIRs, Low Density New
Build.

Cable operators do not have to re-build
physical plant in the process of increasing
peak information rates, but rather rely on
spectral  flexibility and/or advances in
electronics. This results in an advantage in
‘non-greenfield’ markets or markets reaching
subscriber saturation over operators that
require a complete rebuild or plant. Telcos
need to totally rebuild their plant to match
Cable operators. Mobile operators do not need
to rebuild, but they cannot meet the speeds
required to compete.
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ADAPTIVE STREAMING — NEW APPROACHES FOR CABLE IP VIDEO DELIVERY
John Ulm, Tom du Breuil, Gary Hughes, Sean McCarthy
Motorola Corp., Home & Mobility

Abstract

Adaptive Bit Rate Streaming is a
technology being deployed to deliver IP video
to personal computers and mobile devices
over the internet. This paper provides a
tutorial on this technology and its application
in Cable IP Video delivery systems.

We will explore the impact of Adaptive
Bit Rate Streaming on topics such On
Demand unicast services & Linear TV
multicast services, transcoding, unmanaged
home networks; Ad insertion, impacts on
CDN; video bandwidth efficiencies and
Migration Strategies.

INTRODUCTION

Interest continues to accelerate for
supporting IP Video on a cable infrastructure.
Many factors have contributed to this
including the exponential growth of over-the-
top entertainment quality video, more
broadband homes with higher speeds,
significantly more efficient H.264 video and
AAC audio codecs and the ease of integrating
PC and smart phone experiences.

One of the critical questions is how to
choose the best video delivery mechanism for
all TP delivery. Recently we have seen
significant interest in using emerging
Adaptive Bit Rate Streaming protocols from
the mobile and PC arena for cable IP video
delivery. Called Adaptive Streaming for short,
it enables smoother playback across a variety
of internet-connected devices and is optimized
for internet video delivery. But how well
suited is adaptive streaming for IP video
delivery across all screens including the TV?

This paper will provide operators with an
overview of the new adaptive streaming
protocols. IP Video delivery has evolved from
streaming and progressive downloads to
something that’s evolved to scale for world
wide delivery. Key to this is the use of HTTP
for the underlying video transport. Various
proprietary ecosystems have been deployed
by companies such as Apple, Microsoft and
Adobe while various standardization efforts
are now underway.

We discuss the strengths and weaknesses
when using adaptive streaming for IP video
delivery over a cable infra-structure. Managed
IP video service must consider both Linear
TV and On Demand content delivery. Linear
TV 1is associated with real-time and often
multicast delivery while On Demand is stored
content with unicast delivery. A critical issue
an operator must tackle is where to transcode
the IP video into the various formats. Other
topics include Ad insertion, delivery over
unmanaged home networks, policy & asset
management and finally, migration strategies.

These new protocols will also have a
significant impact on an operator’s Content
Distribution Network (CDN), video servers,
and edge distribution. Servers must evolve
from their current streaming operations and
efficiently handle the multiple new formats
needed for each asset. We’ll also take a look
at Trick Mode support and CDN bandwidth
and caching.

Finally we will take a look at the video
bandwidth efficiencies that we gain with
adaptive streaming compared to traditional
video broadcast models, including the impact
of Variable Bit Rate (VBR) video delivery.
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OVERVIEW — ADAPTIVE STREAMING

Background

Traditional Internet Streaming video
delivery to PCs was designed with real time
protocols and provides the content as you
need it with minimal buffering requirements.
Some common protocols used include Real
Time Protocol (RTP) for the video transport
and Real Time Streaming Protocol (RTSP) or
the Real Time Messaging Protocol (RTMP)
over TCP for the control. These stateful
protocols work well in controlled networks
including enterprise or service provider
environments.

The real time nature provides a
responsive user experience with well defined
bandwidth usage. However, the real time
nature often requires a separate network for
video streaming and doesn’t work well for
distribution over the internet. This approach
also does not support standard CDN networks
using HTTP caching and has potential scaling
issues.

Traditional Streaming also has issues in
traversing through firewalls in routers. The
real time protocols use ports that are different
from traditional web browsing and often
require the router/gateway to be manually
configured. This is a significant problem for
wide spread use in consumer managed home
networks.

Progressive Downloads were designed to
deliver content over the internet. It works
from a standard web server and uses HTTP as
the transport protocol. This enables it to scale
on a world wide basis by leveraging standard
HTTP caching and it eliminates any issues
with getting through firewalls since it uses the
same ports used for web browsing.

However, there are several significant
drawbacks to Progressive Downloads. User
experience is impacted with significant
latency while the buffer is filled and re-
buffering followed by video pauses when
there are insufficient network resources.

Progressive Downloads can place added
buffering requirements on the user devices
and be wasteful of bandwidth as well,
especially with un-throttled download speeds.
In a very common use case, a user stops
watching the content after a short period of
time (e.g. channel surfing), but most or all of
the video content 1is still downloaded,
consuming excessive network resources.

A Hybrid Approach — The Best of Both

In both streaming and progressive
downloads, the video content is encoded with
a fixed rate/quality model. If available
network bandwidth is reduced, the user may
experience starts and stops in the picture or be
forced into long delays as buffers fill. If
network bandwidth is in abundance, then the
user may be viewing content at lower quality
than what the system is capable of delivering.
Neither protocol adapts well to changing
network resources.

So the key challenge is how to deliver
great viewer experiences over variable
uncertain bandwidth to a wide variety of
display devices, not just PCs. Adaptive
streaming was developed to capture the best
of both streaming and progressive downloads.

Basic Operation - Chunking and Play Lists

Adaptive streaming is a hybrid delivery
method that acts like streaming but is in fact a
series of short HTTP progressive downloads.
It relies on HTTP as the transport protocol
and performs the media download as a long
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series of very small files, rather than one big
progressive download file.

The content is cut into many small
segments and encoded into the desired
formats. These small segments are often
called chunks, streamlets or fragments and
typically cover 2 to 10 seconds. A chunk is a
small file containing a short video segment
along with associated audio and other data.

Adaptive streaming typically uses HTTP
as the transport for these video chunks. This
gives it all the benefits of progressive
download. The content can easily traverse
firewalls and the system scales exceptionally
well for high demand as it leverages
traditional HTTP caching mechanisms.

By using small chunks of video, adaptive
streaming also behaves like traditional
streaming and is applicable to both live
delivery and pre-stored on demand content.

The new twist that adaptive streaming
introduces is the ability to switch between
different encodings of the same content. This
is illustrated in Figure 1. Depending on
available bandwidth, you can choose the
optimum encoding thus maximizing user
experience.

Each chunk or fragment is its own stand-
alone video segment. Inside each chunk is
what MPEG refers to as a GOP (Group of
Pictures) or several GOPs. The beginning of
each chunk meets the requirements of a
Random Access Point, including starting with
an I-frame. This allows the player to easily
switch between bit rates at each chunk
boundary. This collection of multiple adaptive
streams each with different encodings is some
times referred to as an adaptive stream
bouquet.
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Figure 1. — Adaptive Streaming: Basics

Adaptive streaming also allows a user to
start the video quickly by initially using lower
bit rate chunks and then quickly switching to
higher quality chunks. This provides a
straightforward solution for fast channel
changes, a feature valued by consumers.

Central to adaptive streaming is the
mechanism for playing back multiple chunks
to create a video asset. This is accomplished
by creating a play list that consists of a series
of URLs. Each URL requests a single HTTP
chunk. The server stores several chunk sizes
for each segment in time. The client predicts
the available bandwidth and requests the best
chunk size using the appropriate URL. Since
the client is controlling when the content is
requested, this is seen as a client-pull
mechanism, compared to traditional streaming
where the server pushes the content.
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Using URLs to create the play list also
enables very simple client devices using web
browser-type interfaces.

Ecosystems and Standards

HTTP chunking is an wunderlying
transport mechanism. To create an end-to-end
system for video delivery requires additional
components such as video and audio codecs,
Digital Rights Management (DRM) and other
control plane elements. As of today, different
proprietary adaptive streaming ecosystems
have emerged from companies including
Apple Computer, Microsoft, Adobe and Move
Networks.

Move Networks was an early adopter of
the technology and showed in 2008 that their
adaptive stream HTTP-based media delivery
could be done successfully on a large scale.
This included broadcast of the 2008
Democratic  National Convention using
Microsoft ~ Silverlight™ as the client
framework [1].used by several programmers
for streaming their content over the internet

[2].

Microsoft created a prototype HTTP-
based adaptive streaming for the 2008 Beijing
Summer Olympic games. However, this
experience exposed the issues of managing
the millions of tiny files that were created
during this very large event. Microsoft then
introduced Smooth Streaming to overcome
these shortcomings by defining chunks as
movie fragments stored in a contiguous
MPEG-4 Part 12 (MP4) file, using features of
the MP4 format to mark chunk boundaries for
easy random access. This sub-format is
referred to as a Fragmented MP4 file.

Apple refers to its Adaptive Steaming
implementation as HTTP Live Streaming and
it is used to deliver media to the iPhone and

iPod Touch. Quicktime X can also play HTTP
Live Streaming, enabling playback on the PC.

Adobe has worked on an extension to
RTMP called RTMP Chunk Stream Protocol.
While designed to work with RTMP, it can
handle any protocol that sends a stream of
messages.

All these ecosystems use Advanced
Video Coding (AVC, a.k.a. MPEG-4 part 10
or H.264) for their video codec and generally
use AAC audio. These modern codecs are
valued for their efficiency. However, each
ecosystem supports different chunk file
formats, typical or recommended chunk sizes,
chunk file overhead, number of files to
manage at the server and ways of chunk file
creation (pre-stored or on-the-fly real time).

Standardization efforts for adaptive
streaming are under consideration within
several standards bodies and industry groups.
Several IPTV organizations are considering
adaptive streaming while Apple has submitted
a draft of HTTP Live Streaming to the IETF
for standardization [3]. At this stage, it is too
early to know which efforts will prevail and in
what time frame. Some of these efforts may
support more than one profile in order to
interoperate with one or more of the existing
proprietary adaptive streaming ecosystems.

ADAPTIVE STREAMING IN A CABLE
ENVIRONMENT

Delivering across the cable managed network

Adaptive streaming uses a client-pull
rather than a server-push delivery mechanism
and because of this, clients can automatically
and dynamically adapt to the available
network bandwidth available to them,
enabling a smooth video experience albeit
with variable video quality. This is extremely
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useful for over-the-top unmanaged internet
delivery of media services. As such, adaptive
streaming provides excellent support for the
three screen subscriber experience when they
are out of their home and off their cable
provider’s managed network.

This leads to the question on the role or
use of adaptive streaming within the cable
provider’s managed network. Since adaptive
streaming is client driven, each viewing
session is unicast and therefore needs its own
bandwidth, independent of whatever other
subscribers in the neighborhood may be
watching concurrently.

A provider can use different approaches
to manage the user experience for this
environment. These broadly fall under
categories of adding sufficient bandwidth,
limiting delivery to select devices/subscribers
or limiting which content/applications uses
adaptive steaming.

One approach is to over-provision the IP
network capacity to exceed the combined
bandwidth requirement of all the concurrent
subscriber demands in a neighborhood. In the
near term cable environments, this appears
impractical until DOCSIS 3.0 costs come
more into line with traditional video costs
such as Edge QAM devices. There is also the
issue of available spectrum which might
require node splits to garner sufficient
additional IP bandwidth.

Another avenue is to limit the number of
devices or subscribers receiving the new IP
video delivery. A provider could limit the IP
video service to only PC and mobile devices,
or limit the service to only their premium
customers. This is another way to ensure that
the available IP bandwidth is sufficient for the
offered IP video load.

An alternative approach for cable
providers is to manage the delivery of IP
content between multicast and unicast
delivery. The provider can deploy popular
content as [P multicast on their networks and
reserve unicast for only those services that are
uniquely being consumed. This is similar to
Switched Digital Video, SDV, today in that
services that are not currently being watched
aren’t transmitted. This provides two
significant benefits in that the service provider
can guarantee the subscriber experience by
selecting their preferred quality for each
multicast service while minimizing the total
network bandwidth consumed for this
delivery since only a single version is
delivered to multiple subscribers concurrently.

As an added refinement, the wunicast
services can take advantage of adaptive
streaming which allows the cable operator to
better manage their network resources while
still providing a good customer experience.
This approach with adaptive streaming for
unicast services provides the same benefit as
SDV in today’s video networks with the
additional benefit of automatically allowing
more simultaneous unicast sessions at lower
bitrates or fewer at higher bitrates.

Delivering across unmanaged home networks

Today, most consumer networking
equipment, WiFi, or other retail video
products do not support multicast delivery.
However, providers can support multicast
delivery through the gateways, set tops and
home networks that they install and manage.
Because of this, a short term strategy for
providers may be to multicast services to IP
set tops in the home via a service provider
managed high bandwidth home network such
as MoCA and then use Adaptive Streaming
unicast services over the access network to
other subscriber home client devices such as
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PCs or WiFi-enabled smart phones over
unmanaged in-home networks.

In smaller residences in  sparse
neighborhoods with clean WiFi installations
and limited concurrent demand on this home
network, service quality may be fine. But in
larger homes or locations where multiple
adjacent WiFi networks are competing for the
same spectrum, the end user experience may
suffer the usual media interruptions and re-
buffering instances that were so common in
over-the-top video experience prior to the
introduction of adaptive streaming.

One solution is to send the entire adaptive
stream bouquet from the network such that the
gateway can act as a proxy for the actual
PC/phone client and can forward the
requested bit rate stream from this bouquet,
with the obvious drawback of consuming
more of the available DOCSIS bandwidth in
the cable provider’s network.

Another alternative is to provide one or
more real-time transcoders in the gateway that
can be used to dynamically transcode the
source stream to the available target
bandwidth on the fly. This approach adds no
overhead to the DOCSIS network, but does
add the cost of the real-time transcoder in the
gateway device. Note, gateways may need
multiple transcoders if they are to serve
multiple clients concurrently.

When & Where to Transcode

As we just discussed, adaptive streaming
requires content in many different formats,
which presents a big challenge. Do we encode
as “one size fits all”’? Do we encode just High,
Mid and Lo quality streams? Do we encode
for Progressive Download? Do we transcode
on the fly? Where do we do the transcoding?
At the core, edge or home?

Creating adaptive streaming services
typically requires multiple encoders or
transcoders per service depending on the
source content format and the desired client
device formats and bit rates. These encoders
must be tightly synchronized to produce a
valid adaptive streaming bouquet where each
service instance starts and ends at the same
point in time, and with the proper bit stream
semantics such that client decoders can
seamlessly switch between streams within the
bouquet in a seamless manner.

Transcoders that are able to deliver high
quality at lower bit rates can be a significant
investment, especially since several are
needed to produce the appropriate adaptive
streaming bouquets for the three screens. Each
of these then has a preferred resolution or
encoding profile in terms of the device
capabilities as well as subscriber expectations
in terms of delivered picture quality. This cost
favors centralizing the adaptive streaming
transcoders into one or two super head ends
for larger operators or possibly in a hosted
service offering for smaller operators.
Transcoding or re-encoding closer to the
source also allows the provider to better
control the video quality. Offsetting this,
however, is that such centralization requires
more backbone bandwidth to distribute these
bouquets of services around a provider’s
footprint, and as discussed later, it impacts
storage costs for the servers and CDN.

An alternate concept that has been
proposed for unicast streams is to use low cost
dynamic transcoders at the edge of the
network that respond directly to the client’s
bandwidth requests in real-time. A key
advantage of this approach is that such a
transcoder could deliver exactly the requested
bit-rate to fit the available bandwidth, offering
a wide variety of bit rates. This compares to
an adaptive bit-rate bouquet that was prepared
farther back in the network might only have
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three or four discrete bit-rates to choose from
at each chunk boundary. Offsetting this,
however, is that low cost transcoders require
higher bit-rates over the IP access network to
deliver the same quality as a higher quality
transcoder. And, since the number of unicast
sessions can be very dynamic, the head end
would need to be provisioned with enough
edge transcoders to meet the recurring
maximum loads, but would likely be
underutilized most of the time.

Ad Insertion

A significant advantage of adaptive
streaming 1is that it enables efficient ad
insertion. Since the client device requests
content by requesting the next appropriate
chunk via a URL in a play list, the play list
can be modified dynamically by either the
server or client application to substitute the ad
play list URLSs in that appropriate locations of
the media play list based on SCTE 130
signaling. This enables seamless insertion of
targeted ads either in the network, or by pre-
placing the relevant targeted ads onto a home
gateway or DVR client and inserting them
locally. In either case, the splice is entirely
transparent since adaptive streaming chunk
boundaries are always created to allow
seamless switching from one stream to
another.

By adding this ad substitution
intelligence into the network servers, ads can
be more dynamically targeted and overall
advertising management is simpler since there
is no need for a system to pre-place ads into
subscriber devices. This server based
approach also enables the same ad insertion
capabilities across the entire range of client
devices including those with storage such as
DVRs and those with very little “extra”
memory such as inexpensive IP set tops or
smart phones.

IMPLICATIONS FOR SERVERS &
DELIVERY NETWORKS

Video Delivery

The shift to Adaptive Streaming imposes
significant changes to the roles of servers and
delivery networks in providing video service
to consumers.

As noted earlier, Cable video delivery has
relied upon a push streaming model where the
server is responsible for maintaining stream
pacing. Network transport has typically been
based on UDP. To maintain correct buffer
behavior the stream is constructed to meet the
requirements of the MPEG-2 Systems buffer
model. Adaptive streaming however evolved
from Progressive Download and is based on
the client pulling segments of content over a
reliable network transport as it requires them.
This shifts much of the burden of pacing and
buffer management from the server to the
client.

Progressive Download grew out the need
to deliver video over HTTP connections, and
it is possible to deliver Adaptive Streaming
content with simple web servers. This
approach is viable for lab trials and small
scale deployment. However, to successfully
grow to large scale deployments may require
that servers and other CDN components have
some degree of media and session awareness.

Content Storage

The requirement to store multiple bit rate
representations of each content essence
creates additional demands for library storage.
If the content is stored in 5 different bit rates
over a 2:1 range (for example, an SD stream
that ranges from 2 Mbps down to 1 Mbps in
0.25 Mbps increments) the storage
requirement is 3.75 times that required for the
highest quality stream alone. This does not
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reflect the overhead of any system support
files, such as index or trick mode files, which
may also have to exist in multiple bit rate
versions. This increased storage requirement
will impact library sizing and potentially edge
caching and CDN bandwidth requirements.

If simple web servers are used to host the
multiple bit rate versions it may be necessary
to store each fragment in a unique file. For
example, to store one hour of content using
the above assumptions and a fragment
duration of 2 seconds would require 9000
fragments. When considering a large content
library, the number of files quickly becomes
excessive and may require special attention to
file system tuning and layout.

As mentioned earlier, it is better to use a
container file format that allows fragments to
be rapidly identified and accessed, such as a
fragmented MP4 file, or a stored transport
stream with segmentation markers. A media
aware server can then respond to requests for
systematically named fragments or fragments
specified by Normal Play Time (NPT) range
by extracting the requested segment from the
container file.

Trick Mode Support

Support for VCR style trick modes (that
is, scrubbing forward or backward through the
content at faster than real-time) has
traditionally been a feature of Cable on
demand services. In a Progressive Download
environment, this style of trick mode
operation, when available at all, is restricted
to operating on content that has already been
buffered in the client, combined with the
ability to restart the download, and normal
play, at a client specified offset.

In order to replicate the existing Cable On
Demand experience, it will be necessary to
add mechanisms to provide VCR style trick

modes in an adaptive streaming environment.
This can be done either in the client or in the
delivery network. Some systems have
explored alternate ways of displaying trick
mode operations that may be more suited to
adaptive streaming, for example popping up a
filmstrip of thumbnail key frames as a
navigation aid

CDN Bandwidth & Caching

One of the attractions of adaptive
streaming based on fragmented content is that
it is a good fit for the use of a Content
Delivery Network to efficiently provide
content to the consumer. However caching
algorithms designed for traditional web traffic
may not result in optimal use of network
bandwidth and cache storage. In extreme
cases they could result in pathological overuse
of resources.

Consider the example of a consumer
viewing a movie during a time when available
bandwidth is varying. At the end of the
session the collection of fragments in the
nearest edge cache represents the bandwidth
available over the duration of the session. If
another consumer requests the same logical
content it is desirable to reuse as many of the
fragments stored in the edge cache as
possible. However that next session may face
very different bandwidth availability and will
consequently request a different set of
fragments  significantly reducing cache
efficiency. Using a CDN architecture that is
media aware would allow for more efficient
use of the cache and CDN bandwidth.

Earlier we discussed the application of
adaptive streaming to ad insertion by
replacing or inserting chunked ad content. A
media aware network could move this
processing to the edge cache. In this
application the media aware edge cache could
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function as an Ad Decision Manager in an
SCTE130 ad insertion system.

Introducing media awareness into the
CDN also helps it protect itself against
misbehaving or malicious clients. Media
aware servers can place bandwidth limits on
client requests and detect access patterns that
do not match the content attributes.

EFFICIENCY AND VIDEO QUALITY

Is adaptive streaming as efficient as
traditional methods of video distribution,
namely Variable Bit Rate (VBR) and
Constant Bit Rate (CBR) video? That is the
question we explore in this section.

VBR, CBR and P-CBR

VBR is widely used to deliver video
because it is capable of producing constant
video quality. In VBR methods, an encoder
uses as many bits as necessary to achieve a
constant target video quality. As a result, bit
rate varies freely in time but no bits are
wasted, at least in theory.

CBR is also widely used because
bandwidth resources can be allocated with
virtually no uncertainty. In CBR, an encoder
causes video quality to fluctuate up and down
S0 as to achieve a fixed target bit rate.

Adaptive streaming may be thought of as a
special form CBR know as Piecewise-
Constant Bit Rate (P-CBR) because every
adaptive streaming chunk has a constant bit
rate over its duration.

At first glance, it might seem that P-CBR
would be like its parent, CBR, in the sense
that video quality would not be constant.
Perhaps surprisingly, P-CBR is just as capable
as VBR of delivering constant video quality.

Data that illustrate constant-quality P-
CBR is shown in Figure 2. The thin “noisy”
line in Figure 2 shows an example of a
constant-quality VBR stream. The thick flat
line shows a P-CBR stream that would also
result in constant video quality -- in fact, the
same video quality as for the VBR stream.
Both streams produce the same constant video
quality because the total number of bits
delivered during each piecewise-constant
interval is the same for the P-CBR stream and
the VBR stream.

Bit Rate Comparison of VBR, P-CBR & AS
(for 8 HTTP chunk sizes of 2 sec duration)
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Figure 2. — Adaptive Streaming: Basics

At the end of each piecewise-constant
interval, a decoder has all the bits it needs to
reconstruct the preceding video. The real
difference between VBR and P-CBR is
latency, not video quality. P-CBR introduces
intrinsic latency because the decoder needs to
wait until the end of each piecewise-constant
interval to be sure it has all the bits it needs.

Adaptive streaming protocols are also
capable of delivering video quality that is as
good as VBR, provided the client has
sufficient bandwidth. This is a limiting case
in which adaptive streaming may be imagined
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as a coarse quantization of a P-CBR stream
that is equivalent to a VBR stream in all but
latency. But adaptive streaming also has the
flexibility to reduce bandwidth requirements
if needed by switching to a lower resolution
or quality version of the content. So, adaptive
streaming offers service providers the ability
to deliver video quality comparable to VBR,
while managing bandwidth in a simple
manner like CBR.

ADDITIONAL CONSIDERATIONS

Adaptive streaming protocols are not
enough by themselves to enable new
approaches to cable I[P video delivery.
Adaptive  streaming  introduces = new
challenges, such as managing the myriad
chunks, media fragments, and associated
metadata. Fortunately, enforcing media
policies and managing assets are not entirely
new problems.

Solutions already exist for enhanced asset
management systems (AMS) that are designed
to package, integrate, manage, and deploy
content from many different sources and
distribute those assets across multiple
platforms. In this adaptive streaming context,
asset management challenge may be viewed
as an extension or evolution of existing on-
demand asset management. While adaptive
streaming will come with new business and
technical issues, it is reassuring that some of
the challenges of dealing with “infinite
catalogs” have been addressed already and
can serve as a foundation for future progress.

Since Adaptive Streaming changes the
underlying transport of video services, this
will also generate the need for new tools for
service monitoring. Service providers will
want the capabilities to be able to measure the
Quality of Experience. For managed IP Video

services, it will always be critical to maintain
video quality.

Cable Migration Strategies

Many cable system lineups today are full
with a wide mix of analog, digital and high
definition video services in addition to video
on demand offerings, high speed data service
and telephony service. Meanwhile, providers
are under pressure to add additional HD
services and upgrade high speed data to
DOCSIS 3.0, both of which require
significant additional spectrum on the cable
plant. Migration to IP Video will put even
more pressure on bandwidth needs.

There are many tools available today that
enable cable operators to recover existing or
gain new spectrum capacity in their systems.
These include analog reclamation by moving
analog services to digital, enabled by low cost
digital terminal adapters (DTAs), Switched
Digital Video (SDV), migrating services from
MPEG-2 to MPEG-4 video, node splits, and
HFC expansion up to 1GHz.

Using some or all of these tools to free up
spectrum enables cable operators to deploy
additional DOCSIS bandwidth needed for IP
Video. Cable operators can deploy additional
DOCSIS 3.0 bonding groups and begin using
these for adaptive streaming of media. This
can initially be deployed to PCs and smart
phones in the home via WiFi connections. If
sufficient IP resources are available, the
provider can also support IP set tops
connected to the managed home network.
These offerings can be used for both new
linear TV channels or additional on demand
content and also can take advantage of
MPEG-4’s efficiency improvements.

During this transition period, many
current set tops can be used in a hybrid
configuration, using both their QAM and
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DOCSIS capabilities to deliver the operator’s
full suite of services to their subscribers.
And, over time, as more of these hybrid set
tops or new hybrid gateways are deployed,
cable operators can begin migrating some of
their traditional QAM VOD and linear
services to the IP path.

The hybrid home gateway enables the use
of low cost IP-only client set tops elsewhere
in the home. Eventually, when all services
migrate to IP, even the gateway set top can
become an IP-only device and this leads to a
simpler overall system architecture that has
the potential to support all IP clients across all
three screens, the TV, PC, and phone, in the
subscriber’s home.

CONCLUSION

Adaptive streaming is an emerging
technology that is of great interest to cable
operators for deploying IP Video. It grew out
of internet video delivery and provides the
smooth user experience of streaming with the
ability to scale economically like Progressive
Downloads thanks to HTTP transport. Several
proprietary adaptive streaming ecosystems are
already in place and standardization efforts
are underway. It is an obvious choice for
providing services to the 2" and 3™ screens
(i.e. PC and mobile devices).

After the adaptive streaming overview,
the paper took a look at using adaptive
streaming in cable environment. It holds many
promises and challenges. Some of the benefits
include: bandwidth efficiency; minimal local
storage required in user devices; support for
trick mode; simplified synchronization
between server and client; and expanded
opportunities for targeted advertising.

We took a closer look at the impacts on
the video servers and distribution networks.

Some of the challenges that need to be
addressed are the pressure on increased
content storage and CDN bandwidth. Trick
mode support and caching algorithms are
other important areas that are impacted.

Finally, the paper took a deeper dive into
the bandwidth efficiencies and video quality
of Adaptive Streaming compared to today’s
VBR and CBR delivery. Adaptive Streaming
holds the promise of video quality comparable
to VBR with the ease of bandwidth
management like CBR.

Adaptive Streaming will create new high
quality multi-media distribution opportunities.
It will enable rich user experiences as well as
monetization of video delivery. This
technology will become a cornerstone of
future cable IP Video delivery systems.
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julm@motorola.com .
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SIDEBAR — SOME BACKUP MATH

Efficiency of Adaptive Streaming

It is useful to investigate a limiting case to
understand the bandwidth efficiency of
adaptive streaming. Consider a scenario in
which a provider wishes to deliver video that
meets or exceeds a particular operational
video-quality level. If the video is delivered
using VBR, we could produce a stream such
as the one represented by the thin line shown
in Figure 2. If instead a P-CBR method is
used with regularly spaced piecewise-constant
intervals, it would produce a stream such as
the one represented by the thick line in Figure
2. However, for adaptive streaming the
chunks would be able to take on only certain
pre-defined bit-rate values, and we would
produce a stream such as that represented by
the dashed line in Figure 2.

Recall that the number of bits delivered
by the P-CBR stream in each interval is the
minimum number of bits needed to achieve
the target video quality. Thus, in the limiting
case, the bit rate associated with each
adaptive-streaming chunk must be chosen so
that the total number of bits delivered during
each interval is equal to or greater than the
total number of bits delivered by the P-CBR
stream during the same interval. More often
than not, the adaptive-streaming chunks will
end up delivering more bits than the minimum
necessary. Those extra bits are the overhead
associated with adaptive streaming.

Bit Rate “Overhead” and Adaptive Streaming

The amount of overhead, or excess bit rate,
associated with adaptive streaming depends
on the number of quantization steps: i.e. the
number of possible chunk sizes. More chunk
sizes translate into finer precision and less
mismatch between the P-CBR bit rates and
the adaptive streaming bit rates.

The mismatch is a quantization error
which can be analyzed according to standard
methods such as those described by [4]. If
we make the least presumptive assumption
that the value of the quantization error has a
uniform probability distribution, then the
average quantization error, B would be

mge 2
equal to one-half of the difference between
chunk sizes, AB. Thus we may
write B, = AB/2.

Given a maximum operational VBR bit rate
of B, , if our adaptive streaming protocol

employs a number of uniformly distributed

chunk sizes represented by N, .., then we
may write:
B — l B max avg
e 2 N,
chunks chunks

Note that we use our assumption of uniform
probability to substitute B,, =B, /2 in the

above equation, but the choice of probability
distributions does not affect our conclusions
in a meaningful way for the purposes of this

paper.

The average quantization error, B is

mge
the overhead of the limiting case of adaptive
streaming. It is the extra bits that would need
to be delivered to a client to match or exceed
the video quality delivered by a VBR stream.
Note that the average quantization error is
inversely proportional to the number of chunk
sizes.

In the simplest view, if we were to use 10
chunk sizes, we would expect an overhead
near 10%. Five chunk sizes would
correspond to an expected overhead of 20%.
Eight chunk sizes would be equivalent to
12.5%.
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Coding Precision and Adaptive Streaming

The simplest view is not, however, the
complete view. The overhead in adaptive
streaming represents real data that goes
towards improving video quality above that of
the corresponding theoretical VBR stream.
The more sophisticated view of adaptive
streaming is that is not only a form of
piecewise-constant bit rate, it is also a form of
piecewise-constant video quality. Each
piecewise-constant interval of adaptive
streaming delivers a level of quality that could
be matched by a VBR stream having the same
average bit rate over the interval..

For H.264/AVC, video quality is largely
regulated by a coding-precision parameter
known as QP, which takes on positive integer
values up to 51 with lower values
corresponding to higher video quality. The
H.264/AVC standard is designed so that a
change in the QP value by 1 will tend to
produce an average bit rate change of
approximately 12.5% regardless of absolute
bit rate.

Thus, in the example of 8 chunk sizes,
adaptive streaming would produce an average
video quality boost approximately equivalent
to a unit change in the average QP value. The
general form of the relationship between the
overhead associated with adaptive streaming
and the increase in effective coding precision
AQP,, (video quality) may be written as

shown below:

log(l +N )
A P [ CRUNKS
Ofey log(1.125)

What the above equation indicates is that
an adaptive streaming application that
employs 5 chunk sizes, for example, and
produces exactly the same average bit rate as
a VBR application would result in a loss of
coding precision of approximately 1.5 QP
values. Ten chunk sizes would alter the
effective QP value by approximately 0.8 on
average, which would not normally be noticed
by a typical consumer.
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AN EXTENSIBLE QOS ARCHITECTURE FOR A HETEROGENEOUS NETWORK
INFRASTRUCTURE TO SUPPORT BUSINESS SERVICES
Srividya lyer, Dr. Nagesh Nandiraju, Dr. Sebnem Zorlu-Ozer
Motorola — Access Networks

Abstract

Cable operators have been deploying
business services for some time now. The
nature of these services demand higher
bandwidth, better management and complex
service level guarantees. In order to meet the
demands of the customer, the heterogeneous
networks (DOCSIS, Ethernet, PON, Wireless)
deployed by the cable operators have to be
integrated to work seamlessly to support these
services.

The technologies in use for delivering
business services are predominately packet
based and hence require different Quality of
Service (QoS) mechanisms to ensure proper
delivery of services. However, the QoS
mechanisms defined for these technologies
have evolved independently and
interoperation in a multi-technology network
environment can be difficult. Often the
network architects and engineers managing
these networks face tremendous challenges in
translating the QoS definitions and rules from
one network to another, thus making it
difficult to provide a seamless QoS experience
for the users.

In this paper, we propose an extensible
QoS architecture that will support the
heterogeneous network infrastructure.
Specifically, we will address bandwidth
reservation policies, priority queuing and the
relationship between the Layer 2 and Layer 3
(IP) QoS mechanisms in a multi-technology
network.

INTRODUCTION

Business Services is rapidly becoming the
main growth area for cable operators. As

guaranteed services have become
commonplace for this customer base, it has
become necessary for the operators to address
the customer’s quality of service concerns.
Quality of service is defined as the collective
effect of service performances, which
determine the degree of satisfaction of a user
of the service (ITU-T Rec. E.800).

Quality of Service in general is determined by
the network performance for a given service,
measured by throughput, delay, jitter and
packet loss. Translating a  customer
requirement into a Network QoS to satisfy the
customer’s perception of Quality is illustrated
in the following diagram [1]

SERVICE
CUSTOMER PROVIDER
Cust y h QoS offered
Q:;; omers L> b; Pr‘:)v(ia;:r
Requirements

QoS | QoS achieved
perceived by [ by Provider
Customer

Figure 1-The four viewpoints of QoS

Providing a high level of QoS is possible if
the networks are designed uniformly and are
under a single management entity. In reality,
the cable operator’s networks are usually
designed taking into account the services
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required, cost and distance making the
networks heterogeneous in nature.
Heterogeneity  exists in  technology,
transmission media, applications, user devices
and individual vendor implementations.
This heterogeneity makes providing end to
end QoS a challenge due to different QoS
implementations and lack of communication
across these network domains.

The rest of the paper is organized as follows:
Section 2 provides a brief overview of the
various QoS mechanisms and a mapping
between different types of applications.
Section 3 describes the challenges with
providing QoS in heterogeneous network
architecture. Section 4 describes the solution
proposed for providing a consistent QoS
across multiple network domains. Section 5
concludes the paper.

SECTION 2 - KEY QOS CONCEPTS

Business services typically consist of
varied applications with diverse requirements.
Each type of service has a different set of
bandwidth requirements and tolerance for
latency, jitter and packet loss. The end user
requirements, usually defined in subjective
terms needs to be translated into Network
performance parameters. In order to achieve
the necessary performance parameters, QoS
mechanisms in packet based networks are
implemented either at Layer 2 (MAC) or at
Layer 3 (Network or IP). The QoS
mechanisms at Layer 2 operate in the
individual ~ domains  (Ethernet,  Wi-Fi,
DOCSIS, PON), while the Layer 3 QoS
mechanisms provide End to End QoS within
the IP domain.

In order to achieve the desired Quality of
Service characteristics, some of the QoS
mechanisms implemented include Packet

classification, Queuing, Bandwidth
reservation and Traffic conditioning.

Packet classification — Provides the capability
to classify the network traffic into multiple
priority levels or classes of service. Packet
Classification can be done either at the Layer
2 or Layer 3. Typically a “classifier” is used
to classify packets.

Priority Queuing — Usually implemented to
avoid congestion in the network by placing
the packets in buffers till bandwidth becomes
available. Priority queuing uses the various
packet classifications and, based on their
priority, places them in various queues (high,
medium, low etc.) Examples of priority
queuing include 802.1p queues and the
Diffserv forwarding classes.

Bandwidth Reservation — Usually employed
when a network is transporting traffic that
requires minimum bandwidth guarantees. In
such scenarios, each application will receive a
predetermined minimum and maximum
bandwidth allocation. The service provider
needs to provide the customer the best
possible QoS while conserving the network
resources. This requires some kind of traffic
estimation to prevent either under utilizing the
bandwidth or over subscription.

Traffic conditioning — The process of
metering, marking, shaping or dropping
traffic. Traffic conditioning provides the
enforcement of the traffic profiles defined for
each of the services.

QoS mechanisms at Layer 2 vary
according to the technology implemented.
The four commonly used technologies by the
cable operators include Ethernet (bridged),
DOCSIS, Wi-Fi and PON.

Ethernet uses the 802.1p priority bits to
classify the traffic into various classes. The

2010 Spring Technical Forum Proceedings - Page 318



priority  queuing uses these traffic
classifications to place different classes of
service into different queues.

DOCSIS uses a concept of service flows to
classify packets into a unidirectional flow
which is then shaped, policed and prioritized
according to the QoS parameter definitions.
Multiple service flows can exist for each
Cable Modem and grouping of service flow
properties 1is also facilitated through the
definition of a service class.

The QoS mechanisms defined for 802.11
networks include an additional coordination
function called HCF (Hybrid Coordination
Function) on top of DCF (Distributed
Coordination Function) and PCF (Point
Coordination Function). The HCF enhances
QoS provisioning during both contention and
contention free periods by using EDCA
(Enhanced Distributed Channel Access) and
HCCA (HCF Controlled Channel Access)
respectively. Due to higher complexity and
complications caused by overlapping stations
and unlicensed spectrum use, HCCA is not an
industry choice. The Wi-Fi alliance WMM
program is based on the EDCA method and
was initiated as the market needed a QoS
solution before 802.11e was ratified. WMM
defines four access categories (voice, video,
best effort, and background) that are used to
prioritize  traffic to provide enhanced
multimedia support. EDCA defines four AC
(Access Categories) to differentiate different
services. This requires mapping from UP
(User Priority) to AC. 802.11e recommends
UP to AC mapping, however current
approved standards do not provide a uniform
implementation for vertical (between Layer 2
and 3) and horizontal (between various
network domains at Layer 2) QoS mappings.
The ongoing 802.11u standardization effort
aims to standardize the “information transfer
from external networks using QoS mapping”.

In Passive Optical Networks (PONs),
Gigabit-PON  (ITU  standard  G.984)
introduces the concept of Traffic Containers
(TCONTSs) to classify the traffic and service
them according to the QoS definitions. In
Ethernet PON (IEEE 802.3ah/av) multiple
Link Layer Identifier(LLID) can be used to
classify the traffic into different classes and
service them according to the negotiated QoS
definitions.

QoS architecture frameworks at Layer 3
consists of either a differentiated services
model (DiffServ IETF RFC 2474/2475),
where the traffic is classified and the frames
are treated with different priority based on
information carried in the frame header, or a
reservation model (IntServ IETF RFC 1633),
where a signaling is used per session to
reserve resources.

SECTION 3 - CHALENGES OF
IMPLEMENTING QOS IN A
HETEROGENEOUS NETWORK

There are several challenges facing the
service provider in providing a high level of
QoS across  heterogeneous  network
architecture.

First and foremost, enabling QoS has been
focused on mechanisms and protocols in
individual network domains (eg wireless or
cable access) or even individual network
elements. This provides a high level of QoS
within that domain or network element, but
lack of communication between the various
domains makes it harder for the QoS
implementations to cross boundaries. That
leaves the network architects and engineers
managing the networks with the task of
implementing the disparate QoS policies
within each of the devices in each of the
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networks. In addition, the devices provide a
multitude of options to the network architect.
These options might not be the same across
networks or even across different vendor
devices within a network. This makes the QoS
implementation error prone and inconsistent.

Almost all the QoS mechanisms that exist
are defined statically to enable QoS and do
not automatically adjust to the traffic
conditions that exist in the network. To solve
this issue, the network architects routinely
over provision the network leading to wasted
bandwidth. Conversely, where bandwidth is at
a premium, the network is oversubscribed
leading to lower priority services being denied
access. Also, it is to be noted that over
provisioning the network doesn’t always
guarantee required QoS to the end user as
evidenced by the peer to peer applications
consuming a large portion of the bandwidth
and causing degradation of other services.

\—(saIT/LNOOL) NOd—
—d\'Z08) Jeusey3—

((®)) _pocsis (service | ) [ )
flows) ( J———
Domain 1 - Diffserv Domain 2 — MPLS-

TE

Wi-Fi
EDCA

Figure 2 - An example of QoS
mechanisms in a Heterogeneous Network

Several standard bodies have defined
service classes and their packet classification
schemes. However, mapping these service
classes to the individual QoS mechanisms in
each of the network domains still remains an
issue for most service providers. Since there is
no fixed number of service classes supported
in each domain (Ethernet 802.1p supports up
to 8 service classes and Wi-Fi APs support
four Access Classes) and no enforced

mapping between the service classes and the
QoS mechanisms, it is up to the person
defining these QoS mappings to select the
best possible one, thus leading to inconsistent
behavior across the network.

Typically QoS can be provided at the
Layer 2 or the Layer 3 level. The current
implementations usually mix Layer 2 and
Layer 3 QoS mechanisms (For example, a
device can implement the 802.1p CoS with a
Diffserv AF PHB). The traffic class markings
between packets can vary depending on the
originating or forwarding device and can be at
Layer 2 or 3 or both. The device would then
use the Layer 2or Layer 3 class markings
depending on which one is available or based
on network configuration (trust Layer 2 or 3) .
The challenge in this case is to provide a
consistent mapping between the Layer 2 and
Layer 3 mechanisms. As indicated earlier,
they evolved independently and thus there is
no standard way of mapping the Layer 2 to
the Layer 3 QoS, leaving it to individual
implementations.

SECTION 4 - AN EXTENSIBLE QOS
IMPLEMENTATION

Several consortiums and research bodies
are in the process of defining end to end QoS
architectures [2]. These architectures define a
method to provide end to end QoS and might
benefit certain new network builds. They
however require an exhaustive rework and re-
architecture to function within a large existing
network infrastructure.

Implementing a network-wide end to end
QoS architecture is time consuming, requires
a lot of resources and is disruptive to the
existing operations. In order to address the
challenges outlined in the previous section,
we are proposing an extensible QoS
architecture that would use the existing QoS
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mechanisms in each of the domains optimally
and with minimum manual configuration,
while providing a seamless QoS experience to
the user.

Service classification and Traffic category
mapping

In any network that provides more than a
Best Effort service, the first step for the
network architect is to classify the types of
services that will be provided over the
network. Having a very granular service
classification provides the best possible QoS
for each class, however in a multi-technology
network, this becomes cumbersome and
scalability becomes an issue.

The first step is to classify the services into
broad categories that share  similar
requirements. IETF and 3GPP both define
four service classes and can be used as a
reference, or the service providers can define
their own set of classes. The key is to define
service classes and the corresponding traffic
category mapping that enable a consistent
behavior across multiple domains. The
following table illustrates a subset of service
classes and the recommended (or commonly
implemented) Layer 2/Layer 3 QoS schemes
available across a sampling of the different
network architectures.

Traffic Ethernet, Diffserv
Category | Wi-Fi Layer 3
DOCSIS,PON
Real Time | P bit 6, 7 EF

Traffic AC3
(Voice) UGS, TCONT1
Interactive | P bit 5 AF
(Video) AC2

RTPS, TCONT2
High P bit 3, 4 AF
Availability | ACI
(Data) nRTPS,TCONT3

Best Effort | P bit 0,1, 2 Best
(Data) ACO Effort
BE, TCONT4

Table 1 - Traffic category/QoS
mapping

Laver 2 to Laver 3 mapping

With the advent of heterogeneous
networks and Layer 2 Services (in order to
avoid expensive Layer 3 equipment), several
Layer 2 networks will be interconnected
between the Layer 3 core networks. This
introduces interoperability issues between the
Layer 2 and Layer 3 QoS mechanisms.

Although the IETF states that the Diffserv
model can be extended to support Layer 2
architecture, there is no defined behavior or
mapping between the Layer 2 and Layer 3
QoS mechanisms. In our model, we propose
implementing a consistent set of traffic
category mapping with the Layer 2 QoS
mechanisms available and updating this
information across all the network elements.
This is in order to avoid inconsistencies that
arise from the manual configuration of QoS
profiles in each network element. A specific
implementation of this mapping is hard to
define as there are wvariations within the
network domains and network elements.

Queuing

One of the key service differentiators used
in supporting multiple classes of service is
priority queuing. The priority queues will
usually be implemented separately for both
ingress and egress traffic. However priority
queuing does not provide bandwidth
guarantees and deterministic latency, jitter
and packet loss characteristics. In addition,
each network element supports two or more
types of priority queuing algorithms and
different numbers of priority queues thus
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causing inconsistent treatment of service
classes across various network elements. That
being said, priority queuing is widely used
and an integral part of providing service
differentiation. Two key elements in using the
priority queuing efficiently are mapping the
service classes to the right queue and selecting
the right algorithm. Neither the Strict Priority
(SP) nor the Weighted Fair Queuing (WFQ)
/Weighted Round Robin (WRR) provide the
fairness required for all traffic conditions. In
the Strict Priority queue, the highest priority
traffic always gets through and, depending on
the traffic load, the lower priority queues can
be starved for bandwidth. In the WFQ/WRR
scenario, the weights that are assigned are
static and can either not provide the required
QoS or waste bandwidth depending on how
many different service classes are accessing
the network at a given time.

In our QoS architecture, we propose a
scheme where the type of queuing employed
at the ingress and egress and the weight
assigned to each of the queues is based on the
traffic received on each of the queues over a
period of time. The time interval for sampling
of the traffic can be predetermined by the
network element or configured. This
eliminates the problem where the high priority
traffic always gains unfair advantage, while
the low priority queues are denied access.
This also eliminates the wasted bandwidth
with statically configured queues. In addition,
the minimum and maximum rate of each
queue will be adjusted dynamically based on
the traffic conditions.

Bandwidth reservation

In most services that require high Quality
of Service, bandwidth reservation is one of
the key factors affecting the QoS and
additionally has an effect on the delay, jitter
and packet loss characteristics.

IETF proposed IntServ with RSVP to reserve
bandwidth for each flow end to end. This
approach, while providing the optimal
bandwidth for each flow, is not scalable and
hence not supported in most network
elements. On the other hand, due to its
simplicity and scalability, DiffServ is more
widely supported. Diffserv only provides
bandwidth guarantees for aggregate flows and
defines a set of Per Hop Behaviors (PHBs).

Most of the network elements support

some level of DiffServ functionality. For
example, A DiffServ compliant (DS) node
that supports the four Assured Forwarding
(AF) traffic classes must allocate a
configurable minimum amount of forwarding
resources (buffers and bandwidth) to each AF
class. The minimum bandwidth is pre-
allocated for each AF class and is equal to its
corresponding Committed Information Rate
(CIR). This pre-allocation of bandwidth has to
be done on all the nodes supporting the AF
classes. In addition, the bandwidth availability
and traffic patterns in each of the node vary.
Pre-allocating the CIR bandwidth for each AF
class might be too much or too little.
In order to overcome the challenge of pre-
allocating bandwidth at every node for each of
the AF classes, we propose a dynamic
bandwidth allocation scheme at each node
based on the service classes defined. This is
done as a two step process. Each node
maintains a count of aggregate traffic received
for each AF class and the Best Effort services.
In addition, each node supporting a DS
function will query the adjacent node for
bandwidth usage to support dynamic
bandwidth allocation and avoid congestion.

Communication between multiple network
domains

With the evolution of heterogeneous
networks, there is a need for multiple network
domains to interoperate and provide seamless
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QoS experience to the end user. Two of the
main issues with interoperability of QoS
between these domains is the lack of
consistent QoS  implementations  and
communication between different entities.
The QoS implementations have evolved
independently and it would not be practical to
change the existing mechanisms. Providing
end to end signaling across these networks is
also not feasible due to scalability issues. In
order for services traversing these domains to
achieve high level of QoS, we propose a
communication path between the nodes
residing at the edge of each domain. These
edge nodes would ensure that the QoS
required for a service traversing that domain
can be satisfied by the resources available.

SECTION 5 - CONCLUSIONS

In this paper, we propose a QoS
implementation scheme that utilizes the

existing Layer 2 (MAC) and Layer 3 (IP) QoS
mechanisms, while providing a consistent
QoS to the end user across multiple network
domains. This approach also minimizes the
number of static QoS profile configurations
that are needed in each network element. The
key to achieving QoS interoperability across
multiple network domains is to recognize and
reconcile the different QoS implementations
that exist today. There is also a need to focus
on the end user service requirements while
optimizing the network resource utilization.

REFERENCES

[1] ITU G.1000 Standard, Communications
quality of service: A framework and
definitions, 2001.

[2] B. Iancu, V. Dadarlat, A. Peculea, “End-
to-End QoS Frameworks for Heterogeneous
Networks - A Survey”.

2010 Spring Technical Forum Proceedings - Page 323



CALIBRATING THE CRYSTAL BALL FOR THE NEXT DECADE OF GROWTH

Dr. Robert L Howald
Motorola Home & Networks

Abstract

Today’s HFC plants continue to be a
powerful infrastructure for delivery of video,
voice, and data services to residential and
business customers. It has successfully
evolved over time to support a broader suite
of services, and these services continue to be
enhanced. Where will it go next? While
predicting what comes next is always risky,
the alternative — moving ahead without a
vision — is riskier still. A decade ago,
Motorola  embarked on a  bandwidth
projection analysis in order that the industry
could prepare for a future full of new
possibilities. That projection was published
as part of the NCTA proceedings in 2002.

Now, here we are in 2010, with nearly the
ten years of “the future” behind us. What
predictions were accurate? What misfired?
What factors contributed to divergence in
estimated growth? This paper will assess
those  projections. The illuminating
conclusions provide important lessons
learned about subscriber behaviors, the pace
of technology maturity, and how new
services come to market. We can use such
lessons to better project the next wave of
services and technology. Such knowledge is
critical to making the next ten years a
success.

INTRODUCTION

Predicting technology over a 10-year horizon
can be risky, at best. Nonetheless, it is
valuable to do so, not only to identify
potential game-breakers to fundamental
assumptions, but also as part of continual
assessments required to keep in touch with

the changing dynamics of the industry.
Rapid change, relatively speaking, was the
name of the game in 2001 when this initial
assessment began. A rapid, accelerating pace
of change is part of the dynamic as well
today as we assess the cable business. The
changes in play 10 years ago were primarily
driven by early action around new services
(primarily DTV and data) and the maturation
of key enabling technologies. Today’s
changes have very similar elements, but with
the powerful new variable of wireline
marketplace competition brought on by telco
triple-play providers. This represents an
overriding force of change unaccounted for
in any significant way 10 years ago, and that
undoubtedly has had an effect on the services
evolution MSOs have undertaken. Another
important element of the MSO picture today
is a renewed focus on commercial services
outside of the small business (best-effort
DOCSIS) realm. In the assessment done 10
years ago, commercial services were
deliberately not considered, in order that the
analysis could focus on residential services.
However, because of increasing service rates,
deeper fiber runs, PON, and WDM
technologies, synergies have been created
between the residential and  fiber
architectures. = The effect could impact
residential network evolution through the
“pull” of new fiber technologies.

The pages that follow will be organized quite
simply:

1) Walk through the predictions that were
made in each service area 10 years ago,
including referencing the words from the
original paper [1] directly.
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“All reference [l1] statements will be in

italics and quotes.”

2) Compare that prediction to today’s
reality, considering explanations and
lessons learned from the disparities

3) Quantify and visualize the outcomes of
predicted versus ‘“actual” on a before-
and-after spectral map

4) Identify areas that completely missed the
mark

5) Discuss potential drivers for the next
decade of growth

Note that the reference paper for the 10-year
analysis [1] was published in the NCTA
proceedings in May, 2002. Note also,
however, that much of the MSO data
gathered to support a 2002 publication was
obtained in 2001. As such, it represents
EOY 2000 to 2001 data. We describe these
steps in order to clarify how a paper in the
middle of 2010 captures a “decade” of
growth. Arguably, one could consider it 9+
year comparison.

Now, let’s get on with the post-mortem!

SERVICE-BY-SERVICE ASSESSMENT

Analog Broadcast

“Analog broadcast service is projected to
remain largely unchanged over the next 10
years”

It is difficult to assess this singular statement
very critically, as it is certainly true in many
cases and most MSOs at this instant. As
such, this prediction has objectively turned
out to be quite accurate. However, looked at
in a fuller context, there is not much in [1]
that recognizes the trajectory of some MSOs
moving away from analog carriage, and
some, such as Comcast, in a very aggressive
way. Most have some amount of reclamation

under consideration as a minimum, with the
question mostly about when. The following
statement also appears:

“In a typical network, 14 analog channels
are expected to migrate to digital, reducing
the analog spectrum required from about
500 MHz to 400 MHz by year 2006

Thus, while there is a recognition that the
principle of reclamation would come into
play, [1] does not foresee the congestion-
based momentum to exchange analog
bandwidth for digital. As we will see, this is
mostly due to a significant underestimation
of the growth in the area of High-Definition
Television (HD).

Digital Video Broadcast

First, some context of “where we were”
when we think about the starting point time
frame for the 10-year projection:

“Digital video cable is currently in the mass
adoption phase. By the end of year 2001
approximately 18 million digital cable set-
top boxes were in use by US subscribers.
Typical systems offer 10 QAM carriers.”

It is impressive to note how far cable has
come in DTV since this study! The study
noted 10-12 QAM carriers was typical in
launching into this prediction for where it
was headed in 10 years:

“A net gain of 36 additional programs is
expected over the next 10 years. Four
additional QAM carriers will be added to
cable plants, bringing the total number
carrying Standard Definition (SD) content
(including migration from analog broadcast)
to 16 by year 2011.”

This prediction for broadcast SD is off by
roughly a factor of two (low), which seems
unusual given that at this point in the DTV
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transition, we were still on the “hype” curve.
Note also, however, that being off by a factor
of two over a 10-year period means that the
growth was underestimated by less than 10%
per year on a compounding basis. An inkling
into prevailing thoughts observed at the time
and driving the underestimation were two
subsequent statements:

“With VOD services emerging ..... and the
cable modems competing for consumers’ free
time, it is hard to see a case for the addition
of many new broadcast channels”

VOD was at an even earlier point on the
“hype” curve, enough so that it was already
bleeding attention away from the “mature”
digital TV technology. We will evaluate the
VOD piece in a later section. We now know
that the addition of HSD to the service
portfolio has done little to divert attention
away from TV viewing hours. In fact, in the
last few years, it appears that the capability
of the PC medium to support video has in
fact delivered more hours to the big screen
through the association and loyalties built
with broadcast programming through the PC.

Another statement made that caused second
thoughts on continued broadcast SD growth:

“Beyond our 10-year period, 2-way
interactive broadcast content could be the
salvation of broadcast services in a world
that is otherwise evolving to total content-on-
demand”

The latter part of this prediction is prescient,
and will be discussed later. However, on the
initial postulate, there was a sense that once
interactivity arrived (envisioned as the
OCAP effort taking shape), the nature of the
viewing experience would change in a way
that negatively impacted the pure broadcast
experience. This would be due to subscribers
finding the interactive channels more

compelling, stifling the growth of “POBS” —
plain old broadcast services. In reality, while
interactivity exists, it is still struggling to
find its place in the way envisioned — a way
pretty much everyone envisioned at that
time. Perhaps also contributing was the
general misunderstanding of just how much
some of us might enjoy simply being couch
potatoes!  More seriously, part of the
interactive aspect may have been connected
to demographic changes, and the anticipation
of the emerging behavior patterns of
“connected youth.” Consider the following
statement:

“Consumer interest in interactive TV exists
as evidenced by a growing number of
consumers interacting with TV programs
using PCs”

As we now know, demographic patterns have
manifested themselves in multi-media
experiences not necessarily onto TVs.
Instead, multi-media has proliferated onto the
myriad of other devices that advancing
technology made possible, and where
convenience has trumped performance
quality, as similarly seen in the cell phone
voice example. The PC, rather than merely
an outlet for TV-viewing interactivity, is
instead (or in addition to) a popular screen of
over-the-top content — a trend noted 10 years
ago, but underestimated in speed and
magnitude. Its role in MSO-owned and
managed content is being defined by many
operators at this point.

Finally, the calculation of interactivity did
not foresee the desire for the “lean-back”
viewing experience likely increasing with
HD penetration, which has grown as large
screen TVs became affordable.

Consider once again the statement:

“Beyond our 10-year period, 2-way
interactive broadcast content could be the
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salvation of broadcast services in a world
that is otherwise evolving to total content-on-
demand”

The perceptive recognition of a “total content
on demand” world in this early digital era
was indicative of the anticipation of how
VOD would transform the industry. While
this means of unicast video distribution may
not be the core technology around which
“everything-on-demand” takes place, there
was a general sense of engineering future
systems for an increasing range of multi-cast
and unicast delivery. Total content on
demand is now more broadly captured by the
industry mantra of serving the “four any’s” —
any content, anywhere, anytime, any device.

HDTYV Broadcast

“Is the picture quality worth the price of an
HDTV? How many consumers viewing a 42
inch screen at normal distances can discern
the improvement in HDTV quality relative to
DVD or MPEG 2 SD quality?”

Probably the most significant underestimate
in terms of bandwidth repercussions was in
the area of HD viewing. However,
objectively, the error is not actually so large
from the perspective of what is in the field in
many places today, but more so in the
context of where trends are headed this year
and next. The above statement alludes to
some of the perceived barriers to scaling HD
— the high price of HDTV’s at the time, and
the associated value proposition for normal
viewing. As expected, and predicted in the
paper, the price for mass adoption did get to
a tipping point in the 10-year time frame —
relatively recently, in fact. The original
analysis did not foresee that with HD would
come a new class of display technology and
an overall increase in “normal” size screens
to enhance the value proposition of HD — the
concern alluded to in the above statement

which referred to what was essentially the
largest “tube” sizes of the day of 42 inches.
Associated with this is the increase in sports
viewing (NFL Network, Golf Channel, MLB
Network, ESPN19 anyone?) for which HD is
fuel for the fire.

Finally, a key missing factor was the forces
of external competition — specifically
satellite broadcasters, who, without a VOD
play, found a powerful, profitable refuge in
racing to the front of the HD competition.

“With two HDTV programs per carrier,
systems will begin carrying 4 to 6 HDTV
video programs this year. By year 2011, 16
HDTV channels are forecast. The bulk of
content will continue to be delivered in SD
resolution.”

The underestimation of HD content, because
it represents the largest Mbps volume of all
current services, adds up to the largest error
in the bandwidth maps we will show later.
However, note that we are in a period where
HD is a relatively rapidly moving target —
most MSOs are looking to add HD content in
a big way, with physical bandwidth in the
way in the near term. Bandwidth constraints
revolve around both the Mbps associated
with HD, but also with the need to simulcast
alongside the SD version.

However, again, while most MSOs expect
rapid addition of HD programming in the
very near term, the prediction is actually not
very far off at this exact moment for many
systems. The above statement predicts 8
QAMs of HD, using a two-HD-programs-
per-QAM relationship, where 2-3 is normal
and content dependent today. As such, the
prediction was for 32 HD programs by 2011.
In fact, by my count, my home cable system,
in a middle tier (top 30) metro area overbuilt
by VDSL triple-play services, has between
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35-40 HD programs depending on the
channel lineup version I review.

Nonetheless, large MSOs today are looking
to be HD-competitive beyond the VOD-
based HD library often used to boost
advertising campaigns. This generally means
campaigns to achieve 100-program line-ups
of HD, or greater, or approximately 40
QAMSs worth (240 MHz) — about one-third of
the bandwidth on a 750 MHz plant.

While the HD prediction may have been in
fact quite accurate in the purely numerical
context of systems today, the
underestimating of the trend of accelerated
HD deployment leads to an area that was
completely missed — implementation of
switched digital video (SDV) technologies in
cable. Long the “only” realistic solution for
telco video delivery via the overmatched
xDSL wires, cable has seen this matured
technology as another bandwidth tool in the
toolbox — such as to increase an HD line-up
without having to physically support the
complete spectrum required to do so.
Exploiting both the shrinking serving group
sizes and natural statistical gains of popular,
multicast content, bandwidth gains (and thus
program count gains) of 2-3x of “virtual”
bandwidth can typically be added.

MSOs are at different stages of SDV
deployment. Allocations of 4, 8, or 16 SDV
QAMs is roughly par for where competitive
systems that have deployed the technology
will likely be this year, moving towards 20-
24 where aggressively underway already. It
is well-documented that TWC has been the
most aggressive of the large MSOs in North
America deploying SDV.

Note that MPEG-4 gains were not factored in
as elements of the 2002 analysis — nor has
there been significant MSO activity moving

towards MPEG-4 based HD for traditional
MPEG-2 TS QAM delivery.

Video-on-Demand (VOD)

Again, as a point of reference context from

[1]:

“At the start of Year 2002, operators had
launched or planned to launch VOD
(commercially or in trials) in almost 90
markets”

Thus, VOD service was very much a newly
emerging service, and with that emergence,
there was much hype in what it could
become, and the impacts it might have on the
fundamental broadcast-oriented nature of
cable video delivery. Nonetheless, and in
spite of the hype of the period, the analysis
relied on key numbers in ultimately
predicting  conservative  growth. An
important factor was noting that VOD was
necessarily tied to digital penetration, and
there was enough available trend data and
market research at that time to have some
“expert” opinions rendered on that trajectory:

“Kagan’s 2001 annual growth forecast
shows digital cable penetration growing to
63% by year 2011

The above analysis was actually relative to
homes passed, so error can be attributed to
properly capturing the actual MSO service
penetration multiplier in today’s more
competitive world. It turns out to be a good
representation as a function of MSO cable
subscribers, however, and so reasonably
captures the digital growth trajectory in the
context of the cable customer base.

Also, the analysis relied on realistic models
and research in viewership behaviors of like-
content to that for which VOD would
naturally support. To a first order, this
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would be the “Blockbuster/West Coast
Video” replacement model, followed
secondarily perhaps by likely very popular
TV shows — those that inspire lifetime
loyalty and repeat watching. These would be
shows with the popularity of, say,
M*A*S*H, Seinfeld, Friends, etc. Oof
course, the “West Coast Video” model did
indeed have a noticeable impact on ... West
Coast Video!

Using peak-time viewership behaviors while
concluding that availability of VOD does not
lead to major changes in basic viewing
behaviors of that type, the following
guidelines were used to model its growth and
impact:

“The estimate of simultaneous use during
peak hours is 5% today and forecast to
increase to 9 % by year 2011

The 9% value is in line with ranges used
today in system engineering of VOD. Peak
hour concurrency factors from 5% to 15%
are unofficial but observed values used by
architects today. The net result of this
penetration and peak-time concurrency is 3-6
VOD QAMs predicted by the analysis from
2002. The analysis assumes that node sizes
(quite accurately) will be in the 500 hp range,
justifying three QAMs. It does not further
consider service group splitting of video and
data groups, which today may result in
sharing of VODs across nodes. Doing so
would double the QAM count for the same
traffic engineering parameters, resulting in 6
VOD QAMSs. And, in fact, 4-8 VOD QAMs

is a reasonable count on today’s systems,
with some MSOs expecting to increase this
to perhaps 12-16 in the coming years.

VOD trajectories may grow slowly moving
forward. A significant factor in where VOD
heads, and recognized in the 2002 analysis, is
the impact of IPTV on VOD. VOD, as a
unicast video delivery mechanism, represents
a natural service type to permit smooth
migration to IP delivery from a technology
standpoint — opposed of course by legacy
infrastructure and HSD architectures built for
data. Nonetheless, a prophetic statement
from 10 years ago was:

“VOD can be streamed over the Internet
using IP and DOCSIS......... at these rates,
audio and video quality is competitive to that
offered over MPEG 2 multi-program
transport streams to set-top boxes”

Of course, we now know that the video and
HSD service rate relationships reached a
watershed moment, shown in Figure 1.
There was a separate section in the 2002
paper entitled “VOD over IP,” which fits best
as a discussion topic in this section of our
analysis today. It is hard to have a
discussion about video service trajectories
and service expectations without devoting
some time to video over IP. The impact
brought about by the crossing trajectories in
Figure 1 brought some inevitability to
cable’s video evolution path. So, let’s dig
into this idea of video over the HFC IP pipe,
which today is implemented by DOCSIS.
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Figure 1 - HSD Access Speeds vs. Video Rates

Note from Figure 1 that the introduction of
MPEG-4 encoding (H.264 AVC) brought
with it another 50% of average video rate
bandwidth efficiency — though this 50%
value can be quite content dependent [2]. As
a new technology, it would of course involve
major infrastructure changes. As such, it
naturally conjures up thoughts on how best to
introduce it, and suggests a new opportunity
to remake and improve future delivery
systems, such as with IP delivery.

In addition to MPEG-4, another potential
bandwidth efficiency exists, which was not
considered when initially pondering IP
delivery in [1]. This is the benefits of
variable bit rate (VBR) delivery enabled by
IP packet scheduling mechanisms. HSD
schedulers are designed to efficiently make
use of capacity when input data is of varying
packet sizes and arrival rates. Coupled with
more streams per carrier (MPEG-4 helps
with the law of large numbers) and the
introduction of DOCSIS 3.0 channel
bonding, @ VBR  promises  additional
bandwidth efficiencies over traditional CBR
delivery — likely in the range of 20-40%.

This combination of bandwidth efficiencies
is doing two things:

1) Providing a reason to hold off on
what might otherwise be continued
growth  of MPEG-TS  based
narrowcast delivery for on-demand

2) Making reasonable the idea of
“simulcast” of MSO channel line-ups
(or portions thereof) for delivery of
essentially the same video line-up
over [P

Consider that a logical target of IPTV for
MSOs initially may be PC screens with
modest (VGA-like) resolutions. In this case,
the bandwidth numbers come together quite
nicely:

- Today’s Broadcast Line-Up (MHz) = [FULL] MHz

- IP Simulcast Line-up (MHz) =
[FULL][50%(MPEG-4)][75%(VBR)][50%(VGA)]=
18.75% x [FULL] MHz

Thus, an initial IP video offering for the PC
could require just one-fifth of the full-service
bandwidth being made available. Put

2010 Spring Technical Forum Proceedings - Page 238



another way, 300 Broadcast SD channels
over 30 QAMs could be handled instead by 6
QAMs, or 36 MHz of spectrum...pretty
powerful stuff. Of course, this must work its
way up to 12 QAMs (72 MHz) to bring SD
to the PC, but this could perhaps occur in
time as the IP service is gradually rolled out
by replacing less-efficient MPEG-2 VOD
carriers.

So, as we can see, there are new and
compelling reasons to consider the unicast
“everything on demand” future as one
derived from IP delivery even from an access
network standpoint — with the access network
being the last piece of the HE-to-end device
architecture not already IP-centric.

Note also the issue that struck a chord 10
years ago is still under scrutiny today in
envisioning this IP evolution in full:

...... but end-to-end QoS mechanisms are
required to support continuous data rates in
the range of 2 Mbps to 4 Mbps”

CMTS  platforms with  prioritization
capabilities, and a myriad of IP QoS
techniques have been developing in these last
10 years, but the concept of “guaranteed”
services for IP services per the Intserv model
has given way to simpler and more scalable
means to offer statistical guarantees.
However, with video services being
intolerant to packet drops, and with
constraints around jitter, these assurances are
still to be proven out in a way that does not
require severe underutilization of pipe
capacity [2][3].

Another perceptive statement:

“HDTV VOD might be an interesting
proposition. Early HDTV adopters are good
candidates for higher priced VOD content.”

While we have moved beyond “early HD
adopters,” it is certainly the case that service
providers (and over-the-top-providers) have
recognized that HD content can be charged at
a premium — not because “early adopters”
represent a wealthier segment of the
population, but because the value proposition
of HD video is that strong.

Finally, a still relevant postulate from 2002,
mired in some regulatory obstacles:

“VOD has much more potential than just
replacing the video store. MSOs could offer
server based Personal Video Recording
(PVR) capability.”

This one still remains to be seen, given the
potentially significant implications to CPE,
storage, content delivery networks, and
access bandwidth.

Internet Access

Downstream

This basic user expectation, which was at the
origin of placing cable data services at the
forefront, has not changed:

“Users’ key expectations are low latency in
delivery of web pages and downloads, rapid
updates in games and seamless delivery of
streaming content. They also expect “always
on” service.”

Of course, what qualifies as “low latency”
and “seamless” has changed, as the bar has
been raised in both cases. Additionally,
“always on” today really, really means
ALWAYS, as opposed to almost always.
The most powerful example of this reality is
the routine use of remote offices and
workforces despite the increase in the
quantity of information that is exchanged
daily.
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Once again, to put into perspective “where
we were” at the start, consider this statement
from [1]:

“It is estimated that YE 2001 a provisioned
gross average bit rate of 21 kbps per
subscriber was needed to achieve subscriber
satisfaction”

With traffic engineering principles applied in
the original analysis, this gross average
worked out to a peak service rate of about
1 Mbps. The state of spectrum at this stage
was one downstream DOCSIS carrier
deployed, serving multiple nodes, which
served a larger number of homes passed than
today, creating serving groups in the
multiples of thousands.

Let’s compare where downstream data is
today and where it is headed in the short
term. Like HD, HSD is, relatively speaking,
a moving target. Most MSOs are executing
on plans now to add downstream DOCSIS
carries, in some cases to add them and to
bond DOCSIS 3.0 channels. They are
simultaneously working on shrinking service
groups on a market-by-market basis based on
competitive need, engineering for more
bps/sub to keep ahead of the growth
trajectories. As such, downstream DOCSIS
spectrum, which is moving towards no
longer being shared across nodes if not the
case already, can be considered somewhere
between 2-4 channels today, on average, with
plans to increase to 6-8 shortly thereafter
where spectrum is available or can be
cleared. = Some MSOs are looking more
aggressively still to execute on the transition
to an all-IP architecture, in which case
DOCSIS carriers would take on a larger role
and consume yet more spectrum than 8 slots
more quickly. The trend towards all-IP is
undeniable, but the speed at which that can
occur for video is hindered by several key
legacy factors. Thus, for the purposes of

DOCSIS QAM count, to assess the
prediction in [1], ranging up to 8 in the
2010-11 near term is a reasonable high end.
However, recognize that the accelerated pace
of 2 to 4 to 8 would be expected to continue
to take place in 2011-12 and 2012-13 in more
aggressive transitions, which is an important
immediate consideration for planners.

Looking at the numbers, then, it was
recognized even early in the HSD business
that trying to guess the next big application
was less likely to capture the growth
requirements than a compounded growth
rate. In other words, over 10 years, it is
smarter to base projections on the smoothed
curve of growth as opposed to the more
realistic series of step functions underlying
the average growth trajectory, which led to
the following long range projection:

“The 10-year forecast, therefore, is for
consumption to grow at 50% per year”

The assumption of historical growth rates
continuing has generally come true, although
the actual growth as calculated in terms of 4
DOCSIS carriers served over today’s node
sizes turns out to be closer to 40%
compounded on average. While this reflects
a pretty good prediction, over 10 years this
means being off by a factor of two. Using
this growth premise, the analysis in [1]
concluded that 6-8 DOCSIS carriers would
be required to satisfy demand. That is, in [1],
it was anticipated to be a moving target as
well, and in so doing anticipated 6 DOCSIS
carriers for 2010 and 8 for 2011. This is
quite an accurately painted picture, given that
we are looking at 2-4 at the moment, and
moving to 4-8 in the near term. The
difference between 6 versus 4 can be traced
to the difference noted above in the impact of
being off by 10% in the compounding rate
for 10 years. Nonetheless, this is a pretty
perceptive projection.
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With respect to peak rates — an issue coming
to the forefront as we introduce DOCSIS 3.0
channel bonding — and applying traffic
engineering parameters predicted, it was
anticipated that the peak service rate to the
consumer would be approximately 10 Mbps.
This is indeed in the ballpark of where
downstream speeds offered by large MSOs in
competitive environments, where tiers in the
5-20 Mbps represent high end downstream
services.

Overall, DOCSIS downstream growth was
quite accurately predicted, in particular given
the limited amount of cable legacy to draw
upon for HSD services.

Upstream

“Average upstream consumption increases
from 7 kbps to 700 kbps”

This represents about 59% if calculated as
compounded growth. However, the figure
calculated in [1] to represent growing traffic
is actually an estimate based on downstream
compounding (actually further broken into
compounded volume@25% and compounded
concurrency @20%) multiplied by a factor
representing the traffic mix trending towards
more symmetry. The compounded growth
tied to symmetry is described as follows:

“Upstream bandwidth increases more than
downstream due to the expectation that rate
asymmetry  (the ratio of downstream to
upstream rates) will decrease from 6:1 to
3.5:1”

We would likely not take this approach
today, having noticed that this symmetry
trend has actually reversed itself with the
introduction of video clips as core drivers of
HSD bit volume. On average, however, and
recognizing that the above statement is on a
per-sub basis (penetration accounted for as in

[1]), this growth rate to 700 kbps overstates
average rates today. However, as with
downstream, and perhaps more so than
downstream, adding upstream immediately is
a high priority for MSOs today. It is a
recognized potential bottleneck.

For the 700 kbps to closely represent the
situation would mean getting the 4 upstream
carriers that some MSOs are looking to turn
on going, all at 64-QAM. Alternatively, it
comes close also by considering a next stage
reduction of average service group size
shrinking, creating new virtual bandwidth —
i.e. more bps/sub by reducing subs. With
neither of these two elements quite in place,
and not likely to happen until next year at
best, this estimate appears off by about a year
or so, which is not bad. This is not
surprising when recognizing that aggressive
compounded growth rate used to generate it,
and noticing that the symmetry trend in fact
did not continue as anticipated. All in all, the
estimate represents a reasonable prediction of
where things headed for upstream. They are
certainly not there yet, but a noted objective
in many camps is to do exactly what it would
take to get to this range in the near term.
And, it is preferred in any case to slightly
miss on the high side than the low side.

“As for upstream.....the peak rate is expected
to increase from 200 kbps to about 3.2 Mbps
inyear 2011

This is a very high-end upstream service tier
range, but nonetheless in the field of play of
today’s offerings.

All in all, then, the upstream predictions have
turned out to be quite solid.

Streaming High Quality IP Audio and Video

We covered much about the implications of
streaming video in the VOD section when
discussing IP video. The context of the 2002
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paper recognized over-the-top video services
as a bandwidth driver in calculating the HSD
growth, and identified the means by which
this occurred and would continue to occur:

“PC based multimedia decoders (Windows
Media Player, RealPlayer, QuickTime, and
ultimately MPEG4) are widely used to
deliver low resolution, low rate VOD over
“Best Effort” Internet access service”

Note that, because of the obvious value to the
IP world for cable, MPEG-4 encoding was
anticipated.

This over-the-top video was distinguished in
[1] from the “high-quality IP video” which
we would, today, probably think of as
delivery of managed MSO content on the IP
pipe. This was not necessarily broken down
into these segments in 2002, but given the
overall novelty of the concept at that time, it
is difficult to assess that added detail
critically. Nonetheless, this farsighted
statement was made in 2002:

“Mass-market penetration of streaming will
likely wait until solutions are in place to
move the content into the entertainment
center and other places within the home.
Lacking solid QoS guarantees, entertainment
quality video and audio cannot be delivered
reliably — enough  to  satisfy  paying
consumers.”

Indeed, precisely at this time we are seeing
intense activity with MSOs and at CableLabs
around MoCA, DLNA, and UPnP to ensure
PHY throughput and QoS delivery around
IP-enabled homes for multi-media content
distribution and delivery. = MSOs have
suggested, modified, re-visited, and updated
various approaches to developing home
“gateways” to ensure high quality delivery,
with multiple IP avenues of distribution
throughout the home to IP client devices.

What MSOs want to avoid is a newly rolled
out video services architecture that can be
tainted by improperly subscriber
“engineered” home networks. An IP home
architecture, potentially managed, provides
some assurances that are not available today
when homeowners are combined with STBs,
cable modems, routers, splitters, and coaxial
cable.

Hi QoS Audio Streaming

“A successful service might grow to a
saturation penetration of 20% HP by 2005~

This prediction is simply a swing and a miss.
This can be attributed to the ease of high
quality audio delivery over the top (Internet
Radio examples), in part because of the
modest bit rates when compared against the
increasing downstream tiers. Figure 1 is a
good reference point — when video becomes
supportable,  audio  becomes  nearly
insignificant.

In addition, the expectation bar has been
lowered somewhat for audio through the
years. Audio services on the web are often
likely background or in concert with other
multi-tasking functions — something not
behaviorally similar in a video environment.
And, analogous to voice services, music on
the go in the form of IPODs and PDAs with
mp3 players have lowered the bar on
consumer accepted audio quality. Perhaps
audiophiles are fewer and further between,
but consumers, en masse at least, have
chosen convenience over hi-fidelity.

Fortunately, because audio is so bandwidth
non-intensive, this misfire does not
significantly impact overall bandwidth
results.
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IP Telephony

“IP telephony is estimated to grow from a
2% penetration in year 2002 to about a 30%
HP penetration by year 2011

VoIP growth has been robust since its
introduction, although perhaps not quite as
robust as predicted 10 years ago across the
board for Cable VoIP services. Intervening
factors were the introduction of over-the-top
voice (i.e. Vonage), and the shift, in
particularly ~ demographically, towards
consumers choosing a single voice service,
and choosing the most convenient one — their
cell service. Nonetheless, voice traffic is a
rounding error in traffic analysis. It requires
proper treatment (highest priority) in the
DOCSIS world, but in terms of bandwidth
consumption, it not significant.

Node Segmentation

Figure 2 shows a figure directly from [1],
suggesting the time frame and justification
for node splitting throughout the past decade.

This figure turns out to be quite prophetic.
Its essential conclusion is that node sizes

would be cut from the range of 2000 hp to
500 hp, which would be sufficient for
downstream into 2011:

“By choosing to leave the downstream node
size at 500 HP, more carriers are required
but equipment cost is saved. This
configuration  supports expected traffic
requirements through year 2011.”

Most operators are pondering, planning, or
executing that next post-500 hp split. On
average, numbers are beginning to drop
below 500 hp. This prediction turned out to
be quite accurate as far as macro bandwidth
trends driving downstream node sizing. Note
also that the DOCSIS downstream count
shows 6 carriers moving to 8. Again, while a
larger set of DOCSIS carriers than in use in
general today, most MSOs see this number of
DOCSIS downstreams in their relatively near
future. The introduction of DOCSIS 3.0, in
which bonding technology enables higher
service tiers (@N x 40 Mbps, has likely
accelerated the addition of channels.
Basically, it makes it more probable that
chunks of 4 channels at a time will be added
than single new DOCSIS downstream.
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Upstream Node Size Drives Segmentation
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Figure 2 — Node Splitting Projections from [1]
COMPOSITE BANDWIDTH “It can be see there is spare capacity in HFC

Figure 3 shows a comparison of the cable
spectrum, based on these components:

1) The historical basis from [1]

2) The predicted spectrum usage for
2011 from [1]

3) Three cases of ‘“actual” meant to
cover the range of “typicals”

Since the range of “typical” matters in a way
that impacts available HFC bandwidth as
defined by the upper band edge, it was felt
that highlighting how service mix choices
matter to this key parameter over a range
would be valuable. This was also suggested
in [4], where the ability to support new
growth as a function of bandwidth available
or created, and the broadcast/unicast mix,
was quantified in years.

plants built out to at least 750 MH:z.
Downstream carriers are added to satisfy
downstream demand through year 2011.”

Notice that it was observed 10 years ago that
the downstream spectrum supported the
bandwidth growth needs of the anticipated
service mix, given that serving groups sizes
would be shrinking. As we know today, that
has proven to be the case, generally, even
with the underestimation of HD in the
projection. Although, depending on the mix
of other services, that the mix always fits
comfortably in 750 MHz, which was the
prediction, is not foolproof. However, actual
growth has not exceeded the trends that
already existed at the time that were resulting
in the introduction of 870 MHz and 1 GHz
plant equipment.

Consider now the upstream projection once
again, and note that there was an expectation
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that upstream growth would have forced a
node split by this point. This is associated
with the relatively accurate prediction that
there would be more pressure on upstream
bandwidth versus downstream bandwidth,

and thus the upstream would drive the need
for further segmentation. This has turned out
to be the general scenario across MSOs
offering HSD services, especially in
competitive environments.

Cable Plant Spectrum Usage
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Figure 3 — Historical, Predicted, and Current Spectrum Usage

underestimation of what DOCSIS would
evolve into. The original analysis assumed
that the upstream would be capable of about
80 Mbps maximum, based on using 16-QAM

However, the prediction that an additional
split to 125 hp would be necessary for the
upstream was driven in part by an
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@ 3.2 MHz bandwidth, or about 10 Mbps
per channel. It did not foresee the
implementation of 64-QAM, nor S-CDMA to
turn on the low end of the band. As such, the
prediction is roughly one-half of what can be
squeezed through a fully optimized and
exploited upstream today. Thus, being off by
almost one-half, there is nearly one
additional “traffic doubling period” missing
from [1].

Now, at 25% compounded growth, traffic
doubles in roughly three years, while it
doubles in roughly two years at 40%
compounded growth. The original analysis
from [1], based on approximately 59%
compounded growth, is thus approximately
1.5 years off in time with respect to
recommending a node split for upstream
bandwidth. That is, traffic doubling at a 59%
clip takes about 1.5 yrs. Applying this
correction, the analysis would have
concluded that a node split would be required
at year “2008.5.” And, indeed, dropping
node sizes below 500 hp average lines up in
time with this trend in competitive markets
on an as-needed basis. The granularity of
node-splitting was in fractions of one-fourth

C

in [1], merely because the ability to segment
most core node families in fourths. One
segmenting visit per node was assumed.

Looking back, rather than compounding the
concurrency year-on-year, we can recognize
that increased speeds lead to lower
concurrency for the same service rate on
web-browsing type services, which has some
logic to it — things get there faster to
consume, but consumption time (human
oriented) is about the same. This
phenomenon is shown in Figure 4.

Of course, as web browsing continues to
become multi-media oriented, this could
reverse course in favor of supporting
committed streaming requirements.
Nonetheless, the point of this lesson learned
was that, should compounded concurrency
growth be removed, the upstream
compounded growth rate predicted drops to
approximately 30%, and thus roughly 2.5 yrs
of growth time. In this case, the node split
prediction would have recommended that
2009.5 would be go-time for the next split —
again well within the ballpark on where
upstream growth has taken us.

* Dial-up (56K): 10%

* Frame Relay(1.544 Mbps): 2%
» Cable HSD @ 6 Mbps: 1-2%
» Cable HSD 30 Mbps: .67%
PON @ 100 Mbps: 0.25%

B

Figure 4 — Historical Concurrencies Observed

All things considered, although the mix had
some miscalculations, both the upstream and
downstream macro bandwidth requirements
were reasonably well-aligned with where

things have gone. The Ilargest “miss”
associated with HD penetration that
underestimates its contribution to overall
bandwidth is in part offset by the
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introduction of SDV, which allows for
additional HD programs to be added to the
“broadcast” line-up without requiring an
allocation of spectrum, at least not 1:1. Also,
while the paper notes that analog reclamation
will not be observed in a large way by 2011 —
true in cases, not true in others — the
consideration of this highly efficient means
of exploiting HFC allows for the net
spectrum predicted versus “Actual” (case C)
to be similar.

While a key miss was the introduction of
SDV into cable these last couple of years,
there was certainly commentary suggesting
the need for more and broader content, and
the potential for the eventual role of HD
content. This 10-yr old thought is the kind of
logic that led to the march towards adopting
SDV:

“....there are systems that would like to
provide more broadcast channels. Needs
include serving multi-lingual and ethnic
populations with international programming
and lots of HDTV, eventually”

FTTP ARCHITECTURES

“Beyond year 2011 MSOs will have to
decide between pushing HFC capacity
further or re-trenching to bring fiber to the
home”

“Capital costs for FTTH are expected to
become competitive for green fields
deployments well with the 10 year forecast
period”

Both of the above statements have turned out
to be sound predictions. Many MSOs are
looking at whether or when HFC naturally
migrates to FTTP, and are developing
transition technologies (i.e. RFoG and
DOCSIS back-office for PON) to enable
such a possibility. There is little argument

that fiber and coax builds (parts & labor)
cross in optimal choice as densities decrease,
but the build out to the FTTP home still
comes at a CPE premium under more typical
HFC densities, although the gap is shrinking.
Other factors, however, have driven
“greenfield” environments to become based
on FTTP, such as the real-estate development
market, and the general perception that if
FTTP is an expected endpoint, it does not
make sense to be installing new coaxial
cable.

“FTTH is considered the “end game” since
it offers enormous bandwidth to the home”

It is hard to argue the point “more bandwidth
is better.” Of course, costs and legacy
obstacles make this not a cut-and-dry
question when considering time frames. It
can be easily shown [4] that HFC
architectures can be incrementally improved
and exploited to deliver capacities that
enable tremendous new growth that converts
into years and years of life span. The
question is whether that span exceeds the
time frame for which practical business
planning needs to take place, or if it is on the
horizon in a way that plans need to be put
into place now to enable this FTTP
transition. Or, even if not an obvious
“endgame,” is “just in case” investment and
planning warranted. Most operators fall into
this latter category — its too big to ignore, and
no one wants to be left without adequate
bandwidth given the historical inability to
recognize the onset of the new killer
applications.

A DECADE AGO IT WAS
CONCLUDED.....

“In 10 years the number of bits pouring into
the home will be over 50 times the amount
delivered today”
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This was stating that straight line growth in
bits consumed would likely continue at a
compounded growth rate close to 50% (i.e.
1.48"10, or 48% growth for 10 years, equals
50x). It does not mean that there is 50x more
QAM carriers, of course. This QAM count
number is on the order of 10x. Of these 10x
more carriers, the consumption patterns of
consumers has shown a steady compounded
growth along the lines of Moore’s law for
computing power. This simplistic model is
generally associated with data services, but
as video and data services begin to blur in the
digital realm, the proper traffic growth model
to use for consumption becomes less clear.

“Rich interactive multimedia video will be
commonplace”

While interactivity has increased, a decade
ago it was felt that by now it would have
emerged from the shadows and be
representative of the “typical” viewing
experience. This has not occurred for a
myriad of reasons, but initiatives such as
EBIF, OCAP, and architectures in CE circles
still exist with expectations to do so. Of
course, the fact that multiple initiatives are
still in the mix is part of the reason
interactivity has not scaled as expected.

“HDTV will succeed as one of the many
services”

Though not much of a reach to predict at the
time, HD taking hold had become a major
topic of discussion at the time of [1] because
of how slow this seemed to be taking place.
Nonetheless, this is a clearly true prediction,
and, as indicated, in fact was underestimated
in [1], albeit not by very much in years at this
instant of time. While not foreseeing the
trend trajectory as aggressively as it has
played out, HD mass adoption has been
closer to the back end of the 10-yr period
analyzed.

“Telephony will become a rounding error in
the traffic analysis”

Indeed, once HSD scaled with year-on-year
compounded growth, voice bps became
insignificant from a bandwidth perspective.

“This growth has been shown to be easily
supported by continuous upgrades to the
HFC infrastructure”

The relative ease of scalability of the HFC
plant (yes, field folks, I know what is
involved here!) has been proven out yet
again as new services are added with
incremental changes to access networks.
Also, there is much room left in HFC in
terms of capacity:

“Much more can be squeezed out of HFC, if
and when needed....”

— so much so that the discussion on where to
“end” hinges more on capex spending/opex
maintenance questions:

“MSOs will continually be faced with capital
investment trade-offs between infrastructure
upgrade costs vs. how much excess capacity
to install....”

— as well as hinging on developing strategies
for retiring legacy infrastructure:

“Legacy equipment will tend to make

upgrade  trade-offs more complex and
optimum timing will vary”

TEN MORE YEARS OF POSSIBILITIES

Moving forward, there are a bundle of new
service opportunities that can keep the
bandwidth growth line trajectory moving
northbound, as well as some practical and

2010 Spring Technical Forum Proceedings - Page 248



less sexy reasons bandwidth will be on the
rise.

Simulcast Redundancy

Somewhat ironically, the fact that there are
multiple  opportunities  aggravates the
situation because of the need to support
consumers on the network for existing
services. This plays out primarily on the
video side, where, because of the notion of
“TV  Everywhere” and the continuing
enhancement of the video experience, it will
be important to have a “simulcast” strategy.
That 1is, today’s network uses simulcast to
support digital and analog carriage of a
subset of available channels to support the
different tiers of cable services. In addition,
digital channels broadcast in SD are
simulcast HD for some (increasing) subset of
the channel offering. We can expect this
same situation to play out for 3D services,
since essentially no consumers today have
3D TVs, so the initial availability of content
for it will require a 2D version. Finally,
supporting multiple devices typically means
smaller screen versions being available
(VGA, CIF, etc). While these are expected
to be delivered over the IP infrastructure,
they do represent redundant streams of
bandwidth.  Fortunately, for both access
networks and storage architectures, the
“small screen” bandwidths are much smaller
than their HD counter parts, so they carry
less impact. Furthermore, introduced via the
IP network, the opportunity exists to
introduce the service as MPEG-4 encoded
only, another roughly 50% average savings.

This bandwidth logic above is one reason
that multi-screen edge transcoding has given
way to multiple-stream storage models. At
this stage, real time transcoding at the
consumer edge is to costly to envision as a
way to resolve the simulcast bandwidth
issue, and, initially at least, the bandwidth

premium for IP video streams may be minor.
In addition, storage is relatively cheap, and
the incremental additional storage, even for
multiple formats, adds up to something
palatable given that there is a growing library
of HD content that must also be managed.

In time, of course, with the transition to
IPTV becoming the video delivery endgame,
and DOCSIS being the HFC vehicle for so
doing at least in the foreseeable future, the
bandwidth management bubble will involve
the pace of the retiring of MPEG-TS delivery
while increasing IPTV delivery. Clearly,
introducing the latter (IPTV) must come
before the acting on the former (MPEG-2
TS) if the transition is not to be an abrupt
one. Equal or better video QoE in the IP
domain will be necessary, and that means SD
and HD delivery, creating a non-trivial
problem. With the deployment of SDV, both
technologies can take advantage of switched
multicast statistically, so each has these built-
in efficiencies. However, it is worth pointing
out that the SDV QAM count for virtually
“infinite” content for SD must be multiplied
by roughly four for HD content.

Thus, a key element of an MSO strategy we
expect to encounter moving ahead is an
effective  strategy for managing the
“simulcast bump” that new services create.
The bump is likely to encountered as a series
of smaller bumps to hurdle at different times.

Video Services — Still on the Move

Let’s move onto the content itself. The
bandwidth hog is, and will continue to be,
what is required to support consumer video
expectations. Today, that expectation is
satisfied by 10801 HD. However, 1080p HD
is not far behind, adding to the per-stream
average rate. Resolutions higher than HD are
also on the drawing board (e.g. Ultra-HD —
4k x 2k) that can be 4x or more the total
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pixels of HD, or 4x the raw bandwidth. It is
likely to be accompanied by compression
advances, but also likely not 1:1 with
resolution increases, in particular given the
time it takes to develop encoding technology.

The maturation of MPEG-4 is the bit rate
quiver available to battle the bandwidth
bulge, in addition to the continuing use of
current HFC tools of SDV, reclamation of
analog, and plant expansion to 1 GHz. To
the extent that a system objective may be to
engineer for everything-on-demand, full
unicast delivery, fiber deep supporting
service group splitting supports the necessary
per-subscriber bandwidth to enable this.
That is, in order to support the demands of a
unicast  architecture from a traffic
engineering of spectrum perspective, node
splitting and segmenting to smaller and
smaller serving groups makes it quite
reasonable to deliver full downstream unicast
under some pretty aggressive consumption
assumptions.

Consider the following scenario first
described in [4]:

Five simultaneous (viewing + recording)
Ultra-HD streams in 3D (first generation)
over MPEG-4. This scenario contains a mix
of bandwidth killers and helpers:

e Ultra-HD is hungry as described
above, but not “Super-Hi Vision,”
which is hungrier still

e Use of 3D adds bandwidth to capture
the left-right eye perspectives. We do
NOT account for the reduction of
bandwidth over time.

e H.264/MPEG-4, though not widely
used today in cable, will be in the
time frames of this projection

e Five streams is clearly aggressive, but
of course U-Verse today advertises

four simultaneous streams (not all
HD)

This adds up to slightly below 135 Mbps of
CBR video services. Consider a very
aggressive penetration @75%, a very
aggressive concurrency of use @ 50%, and a
1 Gbps data service @1% oversubscription,
typical for data access. For services
provided by only today’s 256-QAM, 6 MHz
QAM channels, we can show that HFC can
ultimately support this, as serving group
sizes are reduced, as shown in Table 1 (Red-
to-Yellow-to-Green having the obvious
implication). In [4], techniques to exploit
more coaxial bandwidth are also described,
such that we can go beyond conventional
wisdom of 5-6 Gbps of RF access bandwidth.

The use of CBR-only delivery is a significant
conservative factor — adding the increased
efficiency for VBR delivery previously
described moves the solid bar of comfort
level (Green-to-Yellow) northbound. This
also 1implies that, similar to the prior
discussion of using the introduction of
MPEG-4 as an opportunity to inject
transformative changes to the infrastructure,
introduction of advanced services such as
3D, at lease in scale, might best be
implemented within the context of the IPTV
transition.
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HHP/Node Req's GBPS

QAMs/Node

Spectrum (MHz)

9

Table 1 — Supporting an Extreme Services Mix Over HFC

Data ...... or Video?

As described above, we can scale downstream
data services to 1 Gbps under reasonable traffic
metrics and support that growth over HFC.
Whether bonding of DOCSIS QAMs is the
most effective way to do that longer term is
questionable, or even whether such a service
rate should be an RF solution, as opposed to a
fiber solution. For commercial service to large
enterprises, the Gbps rates make sense.
However, for this customer set, FTTP solutions
overlaid onto the HFC are an effective
alternative to  burning RF residential
bandwidth. There is an expectation with
residential services that rates will continue to
climb on average at some 20-40% compounded
rate. Perhaps more importantly, however, is
that concurrency factors will shift as the HSD
content shifts from web pages to video clips to
OTT video. This would require allocating
more bandwidth, linearly with the increase in
concurrency. Fortunately, if allocated for a
service of 1 Gbps at 1%, the same math holds
true for 100 Mbps at 10%. Similar to how data
growth was estimated in [1], a compounded
growth rate assumption looks still to be a
useful way to capture growth. If it can be
reliably broken into component pieces of rate
growth and concurrency, it perhaps becomes a
better tool for understanding total bandwidth
needs going forward.

On the upstream, while audio file sharing was
all the rage driving bandwidth in [1], it is less

so today because of, well, the law, and itunes.
Nonetheless, rapid upstream traffic and service
tier expansion has continued as a strong
element of HFC planning. As in downstream,
video services upstream could be bandwidth
busters, and many possible applications that
might accelerate this have been kicked around
for many years. They may or may not take
hold in a big enough way to matter, but over
the next several years at least, there is a more
important concern for upstream than
postulating about new applications. That issue
is simply staying ahead of normal growth in
the available 5-42 MHz of very imperfect
spectrum, and preferably working the service
rate up to 100 Mbps — a logical market target to
support broadly, and recently set as an FCC
national objective. It is not a simple thing to
accomplish 100 Mbps within today’s spectrum.
And, it is not difficult to show that under
compounded growth assumptions, the upstream
lifespan runs out of steam before the
downstream, and within a period of time to be
planning for next steps for upstream bandwidth
strategy [5].

CONCLUSION

Ten years ago, an analysis was undertaken to
project bandwidth requirements on HFC, with the
intent to derive bandwidth needs for a decade’s
worth of growth. It was hoped that MSOs could
use the information as a planning tool. Several of
the individual services were predicted quite well
in how they would scale (DTV, VOD, HSD),
some were significantly underestimated (HD),
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and some were missed completely (SDV). The
analysis offered many unquantified trend
projections that turned out to be quite prophetic.
Finally, macro bandwidth projections due to the
services growth described turned out to be
reasonable, the prediction that RF plant had
runway to support the growth was on target, and
the projection of timing and logic for node
splitting for service group reduction also turned
out to be pretty accurate, all things considered.

The resulting assessment leads to a couple of
important, confidence-building conclusions:

1) A sound understanding exists on the
important, larger picture of the behaviors
of consumer broadband consumption and
growth, and the business implications

2) The flexibility and scalability of the HFC
architecture has held to be as powerful as
anticipated. This can be traced to HFC
being built with just the right number of
component parts, each of individual
scalability and interoperability, enabling
incremental investment that can be
simply implemented, and ultimately
rapidly paid for and profited from.

3) We have our work cut out for us for the
next ten years to be so prophetic!

The job now revolves around item 3):
quantifying the next set of projections based on
the incoming mix of new possibilities described —
video services, data speed trajectories and
potential for “killer apps,” and the introduction of
commercial and wireless services support. At
Motorola, we continually update our thoughts on
where the bandwidth comes from and where the
access network goes over time to support it. As
we put behind us this last decade of growth, we
similarly project the next decade by combining
the lessons learned herein, the anticipated mix of
new services, along with a dose of reality check
of where on the hype curve these new services
exist, and what these factors are likely to project
to relative to mass adoption.
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COMPARISON OF TECHNIQUES FOR HFC UPSTREAM CAPACITY INCREASE
David Urban
Comcast

Abstract

This paper compares three techniques for
increasing the upstream capacity and peak
upload speeds for a hybrid fiber coaxial cable
network. The first technique is to increase the
spectrum utilization and signal robustness in
the 5-42 MHz band. The second technique is
to allocate more upstream spectrum by
changing the mid-split cross over point
between the upstream and downstream bands.
This paper shows some measurement results
to help quantify the levels and extent of
interference to televisions, set top boxes, and
digital transport adapters to upstream
transmission in the 42-85 MHz band with
downstream signals in the 108-750/860/1002
MHz band. The last technique is the use of
spectrum above 1 GHz. The advantage of this
approach is that it can be built incrementally
as needed without impacting the 5-1002 MHz
HFC plant and services.

Considering these three alternatives for
upstream capacity increase, begin by fully
utilizing the 5-42 MHz spectrum. If in the
future, it gets to the point where the 5-42 MHz
is close to being fully utilized and node
segmentation reaches its practical limits, then
a change in mid-split cross over point
between the upstream and downstream
spectrum can be implemented with a mid-split
RF protection circuit that transmits upstream
signals in the 42-85 MHz band while
protecting in home devices from interference.
A mid-split RF protection circuit works with
existing devices and standards, and adds
significant upstream capacity with a small
sacrifice in downstream capacity. Use of
1200-1800 MHz spectrum is an approach to
incrementally add 1 Gbps symmetrical
services while preserving current HFC
services.

INTRODUCTION

DOCSIS 3.0 with an upstream spectrum
allocation of 5-42 MHz as built in North
American hybrid fiber coaxial network
architectures has greatly increased the
upstream capacity and peak speeds when
compared to DOCSIS 2.0. With single carrier
DOCSIS 2.0, customers enjoy upstream
speeds in the 2-10 Mbps range and with
DOCSIS 3.0 upstream channel bonding
customers can look forward to even higher
speeds. DOCSIS 3.0 includes features such S-
CDMA with maximum scheduled codes and
selectable active codes that provide plenty of
headroom for these speeds to grow. Using 64-
QAM upstream modulation, four upstream
carriers with 6.4 MHz channel width, three
3.2 MHz channel width upstream carriers, and
one 1.6 MHz channel width upstream carrier
will completely fill up the 5-42 MHz
spectrum and provide a total upstream
capacity of about 155 Mbps. DOCSIS 3.0
cable modems can bond four upstream
carriers for peak upload speeds of 100 Mbps.
Getting the upstream capacity to 155 Mbps
with DOCSIS 3.0 in the 5-42 MHz spectrum
faces challenges. Impulse noises from
sources such as motors and lighting fixtures
have short time duration. S-CDMA uses a
long symbol time so that the impulse noise
only impacts a fraction of the symbol. Ingress
noise from sources such as short wave radio
signals are narrow in spectrum but have long
time durations, good ingress cancellation
techniques are essential for fully utilizing the
upstream spectrum. Portions of the upstream
spectrum are used for digital cable set top box
return path signaling, converting these devices
to DOCSIS 1is necessary to fill up the 5-42
MHz spectrum entirely with DOCSIS carriers.
Televisions in the home tend to be behind
more splitters than data cable modems and
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Figure 1. Spectrum Allocation Options for Upstream Capacity Increase.

voice cable modems; this makes it important
to be able to operate with high attenuation in
the upstream signal path. Regardless, 155
Mbps is the capacity using the highest order
modulation for DOCSIS 3.0 and fully filling
up the 5-42 MHz so something clearly will
have to change to get any more than this.

This paper compares three techniques to
surpass the 155 Mbps upstream capacity
ceiling. The three techniques are 1) non-
linear harmonic ranging and pre-distortion
along with Hybrid ARQ (automatic repeat
request with variable forward error
correction), and adaptive modulation and
coding for the 5-42 MHz upstream band, 2)
upstream HFC mid-split to increase the
spectrum allocated to upstream, and 3) use of
HFC spectrum above 1 GHz. These options
are illustrated in Figure 1 highlighting that a
change in mid-split can be done alone, use of
spectrum above 1 GHz can be done alone, or
both mid-split and above 1 GHz can be done
in conjunction. The downstream rolloff of
fiber nodes and amplifiers is commonly 750
MHz or 860 MHz and can be as high as 1002
MHz. This paper addresses upstream

capacity and all methods described are
applicable to 750, 860, and 1002 MHz HFC
plant.

The upstream capacity in HFC networks
can be increased as needed by adding more
upstream carriers and serving smaller groups
of users. Capacity can be increased to match
demand by first reducing the number of fiber
nodes that share a common 5-42 MHz
spectrum and adding multiple upstream
carriers, then segmenting the fiber nodes into
multiple upstream legs each with its own set
of upstream demodulators and optical
transmitter and receiver, and finally splitting
nodes further in order to serve a small
number of homes with the 5-42 MHz
upstream spectrum. At some point, however,
more practical methods to add capacity than
further node splitting make sense. For
example, rather than add an upstream carrier
to a low portion of the upstream band that
has interference issues, it may be better to
work at a higher portion of the upstream
spectrum that has less noise. Rather than
adding more QPSK carriers, it may be more
efficient to increase the modulation rate to 16
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QAM, 32 QAM, 64 QAM, or even higher.
Rather than continually serving a smaller and
smaller number of customers with a given
amount of bandwidth, it may make sense to
keep the serving group size the same and
increase the bandwidth.

The same situation occurred in early AMP
(Advanced Mobile Phone system based on
wideband FM) cellular deployments, in
theory AMP cellular systems could be split
into smaller and smaller base station sizes to
provide whatever voice capacity was needed.
However, the unattractive prospect of a base
station outside everyone’s home led to the
development of more spectrally efficient
solutions, TDMA then CDMA, then
WCDMA, and finally OFDMA.

The upstream capacity and peak upload
speed can be increased in three ways, 1)
better spectral efficiency in the 5-42 MHz
band, 2) a mid split to increase the upstream
spectrum allocation, and 3) use of spectrum
above 1 GHz.

A rough estimate of the upstream channel
capacity for several of these techniques is
shown in Table 1. The spectral efficiency
used is estimated based upon the spectral
efficiency of upstream carriers operating in
cable plants today, 27 Mbps in a 6.4 MHz
channel width is 4.2 bps/Hz. The 5.6 bps/Hz
assumed for a more spectrally efficient use of
the 5-42 MHz is the spectral efficiency of
256-QAM replacing 64-QAM. This is not to
say that these spectral efficiencies are always
possible under all channel conditions but
hopefully  the  table  provides an
understanding of the relative potential of
each approach.

Table 2 shows a rough comparison of the
plant and CPE impacts for several options in
upstream spectrum allocation. Sticking with
the 5-42 MHz upstream allocation requires
no changes to plant passives or actives,

works with all set top boxes without the loss
of any downstream spectrum and requires no
new transceivers. Increasing the upstream
spectrum to 65, 85, or 200 MHz requires
changes to amplifiers and fiber nodes in the
plant but no changes to plant passives, the
forward data channel signaling to digital
cable set top boxes is impacted by the choice
of cross over frequency so some set top
boxes may not be supported after a change in
downstream spectrum allocation, a loss in
HD streams is a tradeoff with more upstream
spectrum allocation, mid-split approaches
will work with DOCSIS 3.0 cable modems
so that new transceivers are not required.
Table 2 uses a loss of 3 HD streams for each
loss of a 6 MHz wide spectrum slot and
makes some rough estimates of diplexer
separation requirements. The 5-200 MHz
upstream band is not supported by DOCSIS
devices, however, DOCSIS type devices
could be extended in frequency or new
transceivers could be developed to fully take
advantage of the increased upstream
spectrum. This is why the 5-200 MHz
transceiver column is listed as a maybe. Use
of spectrum in the 1200-1800 MHz
bandwidth does not require changes to plant
actives if fiber optic cable is run to the last
active. Plant passives such as splitters,
directional couplers, and taps need to be
changed in order to pass 1200-1800 MHz
signals. New coaxial transceivers are
required for operation in the 1200-1800 MHz
band. The column for “All STBs?” and
“Most STBs?” is intended to indicate
whether the solution will work with all
digital cable set top boxes or most digital
cable set top boxes and this is determined by
the adjustments required for the out of band
forward data channel center frequency.

The next section begins by taking a look
at the first technique, getting more capacity
out of the current 5-42 MHz upstream
allocation.

2010 Spring Technical Forum Proceedings - Page 155



Total Spectral Upstream
Solution Spectrum efficiency Capacity
Units MHz bps/Hz Mbps
5-42 MHz DOCSIS
3.0 37 4.2 155
5-42 MHz 256-QAM | 37 5.6 207
5-65 MHz mid-split 60 4.2 252
5-85 MHz mid-split 80 4.2 336
5-200 MHz mid-split 195 4.2 819
1200-1800 MHz 600 4.2 2520

Table 1. Comparison of spectrum allocation, spectral efficiency, and upstream capacity.

upstream band Amp/Node changes? |Tap/DC changes?|STB Interference? |All STBs? [Most STBs? |HD loss? |New Transceivers?
5-42 MHz NO NO NO YES YES 0/NO

5-65 MHz YES NO YES YES YES 9 streams |[NO

5-85 MHz YES NO YES NO YES 27 streams [NO

5-200 MHz YES NO YES NO NO 99 streams |Maybe

1200-1800 MHz NO YES NO YES YES 0|YES

Table 2. Comparison of plant and CPE impact for several options.

Better Use of 5-42 MHz Upstream Spectrum

A common upstream carrier setting is 6.4
MHz channel width and 64-QAM
modulation A-TDMA which has a TCP/IP
data rate of about 27 Mbps after accounting
for all the headers and error correction. A
common upstream spectrum allocation is a
6.4 MHz 64-QAM A-TDMA upstream
carrier with a 32.2 MHz center frequency and
a 3.2 MHz 16-QAM TDMA upstream carrier
with a center frequency of 37 MHz. The A-
TDMA carrier has about a 27 Mbps data
capacity and the TDMA carrier has about a 9
Mbps data capacity. The total upstream
capacity is about 36 Mbps which is 23% of
the upstream channel capacity of the 5-42
MHz spectrum entirely filled with 64-QAM
carriers. Thus, it may be possible to increase
the upstream capacity by a factor of four by
adding upstream carriers and increasing the
modulation rate while staying with DOCSIS
3.0 technology. By segmenting fiber nodes
into four legs, another factor of four increase
in upstream capacity can be obtained
provided that four times the upstream
demodulators are added. So the potential
exists for as much as a 16 times increase in
upstream capacity within the constraints of

the 5-42 MHz upstream spectrum allocation
and DOCSIS 3.0 technology.

This section of the paper on increasing
upstream capacity within the 5-42 MHz band
looks at two approaches. The first approach
allows for a new OFDMA multiplexing
technique while the second looks at how
most of the benefits of the first approach can
be applied using DOCSIS 3.0 cable modems
by using S-CDMA. OFDMA stands for
orthogonal frequency division multiple
access and it is a common technique used in
DSL, terrestrial broadcast, cellular, and
wireless home networking which breaks
spectrum up into very narrow tones so that
symbol times are very long while the
combined data rate is high. S-CDMA stands
for synchronous code division multiple
access and it is implemented in DOCSIS 2.0
and 3.0 cable modems using 128 orthogonal
codes to again realize a long symbol time and
still have a high aggregate data rate. Since
there are so many cable modems deployed
with S-CDMA capability, it makes sense to
fully utilize this  technology  first.
Nonetheless, we’ll begin by discussing the
potential of OFDMA and then take a look at
how similar benefits can be realized with S-
CDMA.
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DTAB Discrete Tone Adaptive Bandwidth

OFDMA with pilot, ranging, and data
tones, time and frequency coordination for
compatibility with DOCSIS 1.0, 1.1, 2.0 and
3.0 cable modems, nonlinear harmonic
ranging and pre-distortion, hybrid automatic
repeat  request, non-contention  based
scheduling should be looked at for their
potential to increase the upstream capacity in
the 5-42 MHz band.

The combination of these techniques to
increase the upstream capacity is introduced
in this paper as DTAB for Discrete Tone
Adaptive Bandwidth. DTAB uses OFDMA
to create sub-channels whereby each sub-
channel consists of ranging tones, pilot tones,
and data tones as shown in Figure 2. The
ranging tones sweep through the 5-42 MHz
spectrum and perform linear and non-linear
harmonic ranging for each cable modem.
Pilot tones use CMDA to support many cable
modems at the same time and pilot tones also
sweep through the entire 5-42 MHz spectrum
in order to measure the channel quality for
adaptive modulation and coding and adaptive
amplitude  control.  Pilot tones are
continuously sent by all cable modems and
thus bandwidth requests for upstream
transmission can always be made by every
cable modem without delay or collisions
using the pilot tones. Finally the data tones
send upstream data transmissions using
adaptive modulation and coding and adaptive
amplitude level control, non-linear and
harmonic  pre-distortion, and  hybrid
automatic repeat request. DTAB is
backwards compatible with DOCSIS 1.0,
1.1, 2.0, and 3.0 cable modems by allocating
spectrum and time slots for these cable
modems as shown in Figure 2. Figure 3
shows a break out of a sub-channel to
illustrate the pilot, ranging and data tones
that make up a sub-channel. Table 3 shows
calculations of the data rate, sub-channels
and pilots for DTAB.

OFDMA reduces spectral efficiency
proportionately to the ratio of the cyclic
prefix to the symbol rate. The cyclic prefix is
needed to reduce inter-symbol interference
due to multi-path reflections. A DOCSIS 3.0
cable modem has a pre-equalizer with 24 taps
which has an equalization window of 4.7
microseconds. As an example, an
unterminated 1,150 foot length of RG6 cable
will have a reflection with 30 dB attenuation
and a time delay of 2.75 microseconds at 32
MHz. With an OFDM symbol rate of 100
microseconds and the guard time of the
cyclic prefix set to 5 microseconds to allow
for a 5 microsecond reflection then 5% of the
upstream channel capacity is lost.

How much guard time needs to be
allocated for OFDM? Consider an amplifier
spacing of 1,000 feet. The difference in travel
time between a direct signal traveling from
one amplifier to the other and a signal
reflecting off the input of the second
amplifier, traveling back to the first
amplifier, reflecting off the output of the first
amplifier and then back to the input of the
second amplifier is 2.3 microseconds for
87% velocity factor cable. If the input and
output return loss is 16 dB and the cable
attenuation is 0.4 dB/100ft at 30 MHz for 8
dB cable loss then the channel impulse
response will include a component with a 2.3
microsecond delay and a 40 dB down
amplitude. An example of such a micro-
reflection taken from plant data is shown in
Figure 4. This reflection will need to be
equalized for modulation schemes requiring
high signal to noise ratio. Since 64-QAM is
such a modulation scheme then the OFDM
guard time should be a minimum of 4.6
microseconds to allow for a window of +/-
2.3 microseconds.

Looking at pre-equalization coefficients
for DOCSIS 2.0 and 3.0 cable modems in
operation, the tap energy is mostly
concentrated in the three taps before and after
the main tap as shown in Figure 5. Thus,
there is considerable energy within a delay
spread of 1.2 microseconds.
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Figure 2. DTAB time and frequency domain showing backwards compatibility with DOCSIS 1.1,

2.0, and 3.0 cable modems.

Generally much further down in
amplitude, energy is present in taps as far out
as tap 24 as shown in Figure 6. This indicates
that the full 4.8 microsecond equalization
window is useful in correcting for reflections
in the cable plant. Thus, metrics from the
tens of millions of cable modems in
operation support the minimum OFDM
guard time of 4.8 microseconds.

Limiting the loss in data capacity to 5%,
the minimum OFDM symbol time is 100
microseconds to allow for a 5 microsecond
guard time.

Adaptive modulation with real time
channel measurement can be used to increase
the upstream capacity for a given availability.
OFDMA with pilot tones that constantly scan
the upstream spectrum can assign data tones

256-QAM modulation during times of good
signal to noise ratio conditions and fall back
to 16-QAM modulation during poor signal to
noise ratio conditions. If the OFDMA pilot
tones have narrow bandwidth and employ
CDMA to support multiple modems on the
same pilot tone then the upstream capacity
sacrificed in order to make measurements of
the real time channel conditions for each
modem will be small. With a real time
measurement of the upstream channel
conditions, the optimal modulation for any
given part of the spectrum at any given time
frame can be chosen. This can result in a
significant increase in upstream capacity with
much higher availability. Surveys of
upstream channel conditions reveal that a 33
dB SNR threshold allowing for 256-QAM is
met for a significant portion of the upstream
spectrum for significant time periods.
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Breakout of a DTAB Sub-Channel
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Figure 3. Breakout of DTAB Sub-Channel showing the Pilot and Ranging Tones Hopping and the
length of the Pilot CDMA symbol time.

symbol period 100E-06 S
lowest frequency 5,000,000 | Hz
highest frequency 42,000,000 | Hz
BW 37,000,000 | Hz
pilot tones 32

data tones per pilot tone | 108
ranging tones per pilot

tone 1
number of tones 3,520
carrier spacing 10,511.36 | Hz

useful symbol period 95.135E-6 |s
cyclic prefix (guard

time) 4.865E-6 |s
Spectral Efficiency 8 bps/Hz
total raw data rate 276E+06 | bps
data tones 3456

data rate per tone 80,000 bps

Table 3. Example of Sub-Channels, Pilots, and data tones for DTAB.
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Figure 4. Example of reflection at 2.7 microsecond delay from main signal.
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Figure 5. Tap energy is mostly focused within a 1.2 microsecond window.

A fundamental determinant of the to account for changes in temperature and
upstream signal-to-noise ratio is the measurement uncertainties. This is due to the
nonlinear and noise characteristics of the fact that at input levels above the optimum
return path laser transmitter commonly NPR point, the noise is dominated by
illustrated by the noise power ratio (NPR) nonlinear third order intermodulation
curve. If the input power to the laser is set to distortion whose degradation is much steeper
the optimum level, DFB laser transmitters (2to 1 vs. 1to 1). This allows for a
can have a noise power ratio of 40 dB. significant opportunity to increase the total
However, it is wise to set the input level at a upstream capacity using nonlinear harmonic
reasonable back-off below the optimal level ranging and pre-distortion.
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Figure 6. Pre-equalization tap with energy at taps 21, 22, and 23.

With OFDMA, tones can be assigned for
ranging with the linear ranging for frequency,
amplitude and time delay performed in the
same fashion as DOCSIS 3.0. In addition to
linear ranging, a harmonic nonlinear ranging
can be performed, whereby a tone is adjusted
in amplitude and the resulting 2™, 3, 4™, 5™
harmonics are measured at the headend
receiver. By doing this the full nonlinear
characteristics of the return path have been
measured.

This nonlinear response is dominated by
the return path laser transmitter but also
includes the impact of the cascade of return
amplifiers and even in home amplifiers.
Since the ranging tones are used to fully
characterize the return path nonlinear
response in real time, the optimum set point
of the NPR curve can always be used. Today,
many upstream channels have signal to noise
ratios below 30 dB so if nonlinear ranging
results in a consistent 40 dB NPR, the net
results could be an improvement in upstream
signal to noise ratio of 10 dB. This would
allow for the use of higher modulations and
increased upstream capacity.

In addition, to using a control loop to find
and set the level into the return path laser at
the point of optimal NPR, since the OFDMA
modems are capable of outputting tones
throughout the entire 5-42 MHz spectrum
and since the nonlinear response of the return
path has been measured in the nonlinear
harmonic ranging process, non-linear pre-
distortion can be used to reduce harmonic
and intermodulation distortion. This will
further improve the modulation error rate of
the upstream symbols and increase upstream
capacity by allowing higher order
modulation at low error rates.

Much of the interference levels in the 5-
42 MHz band are due to shortwave radio
signals, communications band radio signals,
electrical lighting, electric motors. This type
of interference is not consistently present and
its occurrence is not predictable. For this type
of interference, hybrid ARQ is more efficient
than the RS-FEC and interleaving used in
DOCSIS 3.0 upstream. RS-FEC adds parity
bytes to every code word. This is wasted
bandwidth when the interfering signals are
not present. On the other hand, when the
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interfering signals are present and reach a
certain level, uncorrectable codewords result.
Uncorrectable codewords can be seen in
almost every cable modem if looked at over a
long enough time period. With hybrid ARQ,
very little FEC is applied during times when
the interfering signals are not present. And
when interfering signals show up and result
in packet loss, those packets are re-
transmitted when the interference goes away.
Thus hybrid ARQ can increase the capacity
and the availability at the same time for
typical HFC upstream interference that
occurs intermittently at very high levels.

OFMDA is power efficient for cable
modem upstream transmitters since each
modem can transmit a small portion of the
total upstream spectrum. This helps with
high attenuation cable modems such as those
behind many splitters in the home. OFDMA
is proven to be very robust against micro-
reflections, narrowband ingress noise, and
impulse noise due to the guard band of the
cyclic prefix and long symbol times. Thus,
the robustness of OFDMA will add capacity
to the upstream in cases where parts of the
spectrum are unusable with single carrier
modulation.

S-CDMA with adaptive coding, channel
measurement, ARQ., non-linear ranging

The cable modems in digital video set top
boxes, data cable modems, and voice cable
modems as well as next generation high data
rate DOCSIS 3.0 chip sets are limited to S-
CDMA upstream since they are not capable
of OFDMA. While OFDMA does have some
advantages over S-CDMA as indicated by
the move from 3G cellular networks based
upon CDMA to 4G networks based upon
OFDMA, S-CDMA performance if fully
developed can be very comparable to
OFDMA, particularly for the static micro-
reflections of a cable plant.

In fact, the 4G LTE (long term evolution
standard for cellular networks) does not use
OFMDA for upstream transmission but
instead adopted variable bandwidth single
carrier modulation to improve battery life of
handheld devices. Several important
techniques to increase upstream capacity in
the 5-42 MHz band proposed in DTAB can
also be implemented with S-CDMA and thus
work with DOCSIS 3.0 cable modem:s.

Noise and interference conditions exist in
portions of the 5-42 MHz return spectrum at
certain periods of time that result in
codeword errors with DOCSIS 3.0. As a
result, the cable operator is faced with two
unappealing options, to set the modulation
rate overly conservative so that cable
modems work most of the time or to operate
at higher modulations and allow for longer
periods of errors.

Periods of time can easily be observed in
nearly all parts of the upstream spectrum
with interference levels above the threshold
for 64-QAM so that a fixed setting of 64-
QAM will experience periods of time with
codeword errors. Adaptive modulation with
real time channel measurement provides a
capacity increase by allowing higher orders
of upstream modulation than one would dare
with a fixed setting while at the same time
improving reliability. Some versions of
adaptive modulation and channel
measurements have already been developed
for DOCSIS. The developments to date show
that even within the constraints of DOCSIS
3.0, adaptive modulation and channel
measurement is possible. S-CDMA with
maximum scheduled codes has been
demonstrated to perform an equivalent
function by reducing the number of active
codes as the noise level rises. This is the
fundamental technique used in 3G WCDMA
cellular networks using a variable spreading
factor. While a permanent reduction in the
number of active codes would be inefficient,
for example a 3 dB gain in noise immunity is
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realized by using half the codes, the noise
level in upstream receivers can be observed
to drift by several dB over time. This allows
for the use of most of the active codes under
normal noise levels with slightly less codes
being used during brief periods where the
noise level rises.

Hybrid ARQ has been proposed for some
systems such as PON (passive optical
networks) for implementation at a higher
layer in the OSI stack than MAC and PHY,
using this approach it would be possible to
implement hybrid ARQ with DOCSIS 3.0 S-
CDMA upstream cable modems.

OFDM breaks the channel width into
narrow frequency bands resulting in a long
symbol time. Likewise, S-CDMA uses codes
to spread narrowband input signals over a
wide channel width resulting in a long
symbol time. Since, OFDM consists of a
number of narrowband carriers, or tones,
tones that fall on top of narrowband
interference sources can be turned off or
reduced in modulation level. This gives
OFDM the property of good ingress
cancellation. With S-CDMA each code has a
unique frequency response and a narrow
bandwidth interference source will impact
some codes more than others. Selectable
active codes with S-CDMA can be used to
effectively operate in the presence of narrow
bandwidth ingress noise.

S-CDMA has many of the same
properties of OFDM and it is proposed in this
paper to investigate the idea of supporting
adaptive coding, hybrid ARQ, and non-linear
harmonic ranging and pre-distortion to S-
CDMA systems. To further explore this idea,
the next section shows some measurements
of the non-linear harmonic distortion
characteristics of a DFB (distributed feed
back) return path laser with the notion of
applying non-linear harmonic ranging and
pre-distortion to DOCSIS 3.0 systems.

Using non-linear ranging and pre-distortion
to increase upstream capacity.

There are many sources of interference in
the HFC upstream 5-42 MHz and the
observed interference varies with frequency,
time, and amplitude. One trick to deal with
the interference levels is to increase the
upstream transmit level of the cable modem
above the levels of the interfering sources.
The upstream transmit level can be increased
relative to the amplitude levels of the
interference sources in order to operate error
free at higher orders of modulation.
However, this approach is limited by two
hard ceilings; the cable modem maximum
transmit level and the clipping threshold of
the return path amplifiers and lasers. Figure 7
shows the distortion products from an
overdriven DFB return path laser. The
distortion products consist of spectral re-
growth adjacent to the fundamental signal
waveform and 2nd, 3rd, and 4th harmonics.

The following use case illustrates the
conceptual implementation of non-linear pre-
distortion to increase the upstream capacity.
In this example, a high level interference
source is present at low frequencies. Figure 8
shows a field measurement of this condition.
In order to operate a carrier at 10 MHz center
frequency with equal SNR to that of carriers
centered at 20 MHz and 30 MHz, the 10
MHz center frequency carrier must transmit
at a 20 dB higher level than the 20 MHz and
30 MHz carriers.

Figure 9 shows the output signal from the
sample port of an optical receiver with a
cable modem connected to a fiber node with
25 km fiber link between the upstream return
path laser and optical receiver. The return
path laser transmitter is a DFB. The cable
modem signal is set to a 20 MHz center
frequency with a 2.56 MHz symbol rate and
16 QAM in TDMA mode. The level of the
cable modem transmit power was increased
until the SNR was 33 dB.
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Figure 7. Overdriven Return Path Laser Showing Harmonic Distortion.

Figure 9 thus shows the lowest possible
transmit power from a cable modem that will
maintain at least a 33 dB SNR through the
return path optical transmitter and receiver.
Note that 33 dB SNR only includes the noise
level from the return path laser and receiver,
other noise and interference sources would
further degrade the total SNR at the
demodulator output.

Figure 10 shows a 10 MHz center
frequency upstream signal with the cable
modem transmit level set 20 dB higher than
the level shown in Figure 9. The distortion
produced at the 2nd, 3rd, and 4th harmonics
would prevent the reception of signals at 20,
30, and 40 MHz. So in the case where
external interference sources raise the noise
level at 10 MHz 20 dB higher than the noise
level at 20, 30, and 40 MHz, one cannot
maintain a constant SNR across carriers by
simply increasing the 10 MHz transmit
power by 20 dB. The dynamic range of the

return path does not allow this due to
harmonic distortions.

What if the 10 MHz carrier could
somehow transmit at high power without
creating harmonic distortion? In fact it is
possible using a very common technique in
RF power amplifiers and downstream optical
transmitters, non-linear pre-distortion. The
cable modem could send up a test signal that
varies in amplitude that is received by the
CMTS. The CMTS could measure the
spectral re-growth, harmonics, AM-AM, and
AM-PM nonlinear distortion produced as the
CM signal level is varied and precisely
characterize the non-linear channel response
of the return path. This non-linear channel
response could then be communicated to the
CM. The CM could then apply the inverse of
this response so that the distortion produced
by the return path laser will cancel.

Figure 11 shows conceptually how this
circuit could be implemented.
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Figure 11. Conceptual Diagram of cable modem pre-distortion circuit.

This circuit could be built with common
RF components, however, it is anticipated
that practical implementations would
perform the equivalent functions in the
digital domain prior to the digital to analog
converter. The signal is split with one side
being subjected to the same non-linear
characteristics measured by the CMTS
during non-linear harmonic ranging. The
output of the non-linear channel simulator

would have signal, S, and distortion, D
components, i.e. S+D. The signal sample
from the splitter is shifted in phase by 180
degrees; equivalent to multiplying by -1, i.e.
the output of the phase shifter is -S. These
two signals are added, S+D-S=D, and the
output is the distortion components since the
signal has been cancelled. The distortion
components are then shifted in phase by 180
degrees and added to another sample of the
original signal. The CM output is thus S-D.
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When this signal hits the return path laser,
distortion components will be produced that
are 180 degrees out of phase with the
distortion components artificially produced
in the cable modem, S-D+D=S. The
distortion components cancel and only the
signal is present at the output of the optical
receiver.

This can be adjusted in an adaptive closed
loop system so that the CMTS measures
errors and adjusts pre-distortion parameters
to minimize the mean squared error. By
doing this the carriers at 10, 20, 30, and 40
MHz are all usable. Since a carrier can have
as much as 25 Mbps data throughput, this
method could potentially add as much as 25
Mbps of upstream capacity.

Simpler methods could also be used that
have less benefit, but still provide substantial
capacity increase. For example, by varying
the CM transmit power and monitoring the
harmonic distortion during a ranging process,
the optimum SNR input level to the return
path amplifiers and fiber node has been
measured. Thus the CMTS could always
direct the CM to transmit at the highest
possible SNR. Since the return path
characteristics change over time and
temperature and there is measurement
uncertainty in the manual set up of the return
path input levels, the automatic optimization
of the return path SNR would provide a
significant improvement in SNR and thus
upstream capacity.

These are just two examples of how non-
linear harmonic ranging and pre-distortion
can be implemented. The nonlinear response
of the return path is determined by the
composite signal of the superposition of all
carrier waveforms from all cable modems.
The non-linear pre-distortion could account
for the composite waveform which would
require precision control and timing from
multiple cable modems and upstream
carriers. The pre-distortion circuit could

account for just one dominant carrier while
restricting other carriers to low levels that do
not impact the non-linear characteristics. The
pre-distortion circuit could require that only
one cable modem transmit at high power for
specified time slots so that only the non-
linear response from a single cable modem
need be accounted for in the pre-distortion
circuit. The simplest method is to just sum
the average powers of all the cable modems
and set the amplitude of the cable modems so
that the average power into the return path
laser is at the highest level and yet still in the
linear operating range. More work needs to
be done to make pre-distortion in the cable
modem practical, hopefully these test results
and ideas will serve to stimulate progress.

CHANGE IN MID-SPLIT CROSS-OVER
POINT BETWEEN UPSTREAM AND
DOWNSTREAM

The second technique for upstream
capacity expansion is a mid-split whereby the
5-42 MHz upstream spectrum is expanded to
5-65 MHz, 5-85 MHz, or even a higher
upstream to downstream crossover point. A
change in the mid-split cross-over point
between upstream and downstream is not
compatible with the downstream
transmission of analog NTSC low band VHF
TV channels 2, 3, 4, 5, and 6. Analog
viewers over the years have come to expect
their local broadcast stations to be at a
particular setting on the dial. As digital
becomes the standard the downstream
transmission of analog NTSC television in
the low band VHF spectrum will no longer
be a requirement so that the upstream
spectrum can be expanded. For purposes of
this paper, it is assumed that low band VHF
spectrum can be reclaimed for upstream use
in the future. The increase in upstream
capacity is linearly proportional to the
increase in allocated upstream spectrum and
no changes need to be made to DOCSIS 3.0
in order to realize the capacity increase. The
peak upstream speed of an individual

2010 Spring Technical Forum Proceedings - Page 167



DOCSIS 3.0 cable modem is proportional to
the number of upstream channels it can
transmit. Most DOCSIS 3.0 cable modems
can transmit the minimum of 4 upstream
carriers and thus can reach upload speeds of
100 Mbps. More noise and interference is
observed in the lower portion of the 5-42
MHz spectrum, below 20 MHz. DOCSIS
upstream carriers are rarely if ever set to the
lower portion of the 5-42 MHz spectrum.
Narrower channel width QPSK signals for
set top box return path data are often the only
signals below 20 MHz, with 10.4 MHz being
a commonly used frequency. In addition to
adding more spectrum with a mid-split
approach, the spectrum, since it is higher in
frequency should have less noise and
interference than that of spectrum below 20
MHz. An increase in the mid-split cross over
point between upstream and downstream
adds more upstream spectrum and also
allows for higher order modulation due to
lower levels of noise and interference.

It is important to remember that digital
televisions connected to antennas, digital
transport adaptors, digital cable set top
boxes, and digital televisions connected
directly to the cable plant at no time tune to
NTSC analog television signals on channels
2-6. In Philadelphia, channel 3 is a familiar
local TV station. There is no longer a
broadcast over the air TV signal on channel 3
which is 60-66 MHz. When an antenna is
connected to a television, the auto-program
function will map the over the air broadcast
ATSC signal centered at 573 MHz to TV
channel 3.1. Likewise, with a digital
transport adaptor or set top box, selecting
channel 3 with the remote control will tune to
the familiar local station because an SD
stream carried on a 256 QAM signal centered
at 545 MHz is mapped to channel 3. The
digital transport adaptor will convert the SD
stream to NTSC on EIA channel 3 or 4 for
reception on an analog TV. With a digital
HDTV, the customer will get a better picture
if tuned to the HD stream, so as a

convenience when a customer tunes to
channel 3 with an HD STB, a reminder to
"watch in HD" appears which if clicked will
tune the TV to channel 803, the HD version
of the local broadcast station which happens
to be a stream in the 256 QAM RF carrier
centered at 633 MHz. Only an analog NTSC
television set connected directly to the cable
plant utilizes the analog NTSC signal at 60-
66 MHz. Thus, at a point in time whereby all
customers are equipped with digital transport
adaptors for NTSC analog televisions, digital
televisions, and digital set top boxes then the
NTSC 60-66 MHz signal will no longer be
used and can be turned off without anyone
being the wiser. Once this happens then a
mid-split to allocate 42-85 MHz for upstream
transmission will be possible.

The amplifiers in an HFC plant have a
diplexer at the input and the output
consisting of two filters that separate the
upstream 5-42 MHz signals and the
downstream 54-1002 MHz signals. Likewise,
the fiber node has a diplexer at the coaxial
output to separate the upstream and
downstream signals. The optical receiver in
the fiber node will input downstream signals
into the 54-1002 MHz filter of the diplexer
while the 5-42 MHz filter of the diplexer will
direct upstream signals into the optical
transmitter. A mid-split approach requires
that all diplexers in fiber nodes and
amplifiers be replaced with diplexers
compatible with the chosen diplexer split, for
example 5-85 MHz upstream and 108-1002
MHz downstream. Passive components in the
HFC plant such as directional couplers,
splitters, taps, trunk cable and drop cable as
well as in home splitters and cable do not
need to be changed in order to change the
upstream and downstream spectrum split.
Amplifiers in customer’s homes will not
work with a change in wupstream and
downstream spectrum split and thus will
need to be eliminated or replaced.
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A mid-split increases upstream capacity
by increasing the amount of spectrum
allocated to upstream transmission. Potential
new upstream bands are 5-65 MHz, 5-85
MHz and 5-200 MHz. 5-85 MHz seems to be
the most desirable mid-split since it provides
significantly more upstream spectrum than 5-
65 MHz and still allows most set top boxes
to receive their forward data channel which is
not the case with a 5-200 MHz split. 5-65
MHz has some advantages in that it matches
the mid-split frequency used in many
countries, in particular EuroDOCSIS, and it
may still allow for the forward data signal of
set top boxes to remain at 72-76 MHz,
although this would not allow for much of a
filter transition. 5-200 MHz has the
advantage of providing a significant amount
of upstream bandwidth; enough to potentially
reach 1 Gbps upstream speeds. The
disadvantage to 5-200 MHz is the significant
amount of downstream spectrum lost and the
loss of the forward data channel for set top
boxes. Set top boxes could run in DSG mode
with a 5-200 MHz mid-split. Still, all in all,
the 5-85 MHz mid-split cross over point
seems to be a good choice. Increasing the
upstream high frequency cutoff from 42
MHz to 85 MHz provides an additional 43
MHz of upstream spectrum which is enough
for six 6.4 MHz wide upstream carriers. This
adds as much as 162 Mbps of upstream
capacity. With four 27 Mbps upstream
carriers in the 5-42 MHz band, the total
upstream capacity of a 5-85 MHz mid-split is
270 Mbps.

The DOCSIS 3.0 specification includes an
optional 5-85 MHz upstream mode. Adding
upstream spectrum will necessarily reduce
downstream spectrum. The stop band
attenuation of a low pass filter is determined
by the number of elements and the ratio of
the stop band frequency to the pass band
frequency. A 12 element Tchebyscheff low
pass filter with a 0.1 dB ripple and a 42 MHz
pass band will have 55 dB attenuation at 54
MHz. Likewise, a 12 element Tchebyscheff

low pass filter with a 0.1 dB ripple and an 85
MHz pass band will have 55 dB attenuation
at 108 MHz. Thus the downstream pass band
must be changed from 54-1002 MHz to 108-
1002 MHz if the upstream spectrum is
changed from 5-42 MHz to 5-85 MHz in
order to have comparable upstream diplexer
filter requirements [1]. The downstream
spectrum in the 54-108 MHz spectrum that
would have to be sacrificed in order to mid-
split 5-85 MHz is today used mostly for
analog TV NTSC signals and set top box out
of band signaling. TV channels 2, 3, 4, 5, 6,
95, 96, 97 fall in the 54-108 MHz band and
72-76 MHz is often used for SCTE-55 digital
video set top box signaling out of band
modulation (OOB) [3]. Analog NTSC TV
signals in low band VHF likely will not be
needed in the future due to digital set top
boxes, digital TVs, digital transport adapters.
SCTE 55-1 has a default carrier center
frequency of 75.25 MHz for the Out-Of-
Band channel with a footnote that includes
7275 and 1042 MHz OOB center
frequency. So the OOB can be moved to
104.2 MHz and digital cable set top boxes
can still operate after a 5-85 MHz mid-split.
There may be temporary disruptions when
set top boxes are first asked to change OOB
frequency and there may be a small
percentage of set top boxes that are fixed
tuned and cannot change to a 104.2 MHz
OOB center frequency.

Prior to the launch of a change in mid-
split cross over point between upstream and
downstream, care must be taken to protect
television receiving devices that have been
designed to receive signals that are now part
of the upstream transmission spectrum. A
change in mid-split must be executed without
degradation or disruption to existing services.
This requires filters or protection circuits to
prevent interference. Since this is such an
important issue and because it is so critical
that a change in mid-split does not create
interference issues, this paper will explain the
mechanisms for potential interference,
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provide measurement results of interference
tests, and propose a specific circuit to prevent
interference from upstream transmissions in
the 42-85 MHz band to television receiving
devices designed to receive in this band.

Cable modems and set top boxes must
have diplexers at their coaxial input to allow
them to receive signals in the 54-1002 MHz
band and transmit signals in the 5-42 MHz
band. There can be cases where a set top box
can transmit a 6.4 MHz channel width signal
at +54 dBmV with a 38.8 MHz center
frequency while receiving a video signal at
channel 2 with a 6 MHz channel width and a
57 MHz center frequency with a level of -15
dBmV. Within the same box the transmit
level is 69 dB higher than the receive level.
Typically, consumer electronics receivers can
operate with adjacent channel levels about 10
dB higher than the desired signal, thus the
diplexer must at least provide 59 dB of
attenuation between the receiver input and
the transmitter output for signals in the 54-
1002 MHz band. The transition region
between 42 and 54 MHz allows for a filter to
be built that has a pass band of 54-1002 MHz
and a rejection of 60 dB for 5-42 MHz
signals. Since such a diplexer must be in
every set top box, these devices will need to
be exchanged for devices with a different
diplexer split in order to benefit from the
upstream capacity enhancement of a mid-
split. However, it would instead be
anticipated that these devices continue to use
the 5-42 MHz for upstream transmission.

Since in the past, the low VHF band was
used for video signals and mostly NTSC
analog signals, cable modems were often not
designed to receive signals below 108 MHz.
Thus cable modems have more relaxed
diplex filter requirements. These cable
modems may have filters to protect the
receive chain in the 54-108 MHz range.
Typical 2.0 cable modems have a
downstream receive band 88-860 MHz while
DOCSIS 3.0 cable modems typically have a
downstream receive bandwidth of 108-1002
MHz. The upstream transmit band for both
DOCSIS 2.0 and 3.0 in North America is 5-
42 MHz.

Upstream transmission in the 42-85 MHz
band can be shown to interfere with devices
that are designed to tune to 54-108 MHz
downstream signals. Such devices include
televisions, digital cable set top boxes, digital
transport adapters. The IF frequency of many
TV tuners is 41 to 47 MHz which will be in
the upstream transmit band after a change in
mid-split frequency. To tune into channel 2,
the voltage controlled oscillator, VCO, is set
to 57+44=101 MHz and the mixer output
will be SAW filtered to the lower sideband
centered at 44 MHz. Thus transmitters
operating in the 41-47 MHz band have to be
well isolated from traditional single
conversion TV tuners, if it gets into the IF
chain it will result in co-channel interference.
The single conversion TV RF tuner front end
is illustrated in Figure 12.
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Figure 12. Block Diagramiof Single
Conversion TV Downconverter.

Figure 12 is helpful in understanding why
mid-split upstream transmission as well as
other sources of overload interference can
cause picture degradation. The AGC
(automatic  gain  control) adjusts the
receiver’s front end gain so that at low input
levels the gain is cranked up while at high
input levels the gain is set very low. This
allows the front end to have high receiver
sensitivity for low level signals since a dB of
attenuation prior to the low noise amplifier
adds a dB of noise figure to the receiver and
thus degrades the signal to noise ratio by a
dB. At the same time, the attenuation kicks in

for high level signals so that the low noise
amplifier does not get overloaded and create
intermodulation  distortion ~ which also
degrades the signal to noise ratio.
Degradation in signal to noise ratio due to
out of band high level interference arises
when the diode detector circuit picks up
interfering signals that are much higher than
the desired signal. If the high Ilevel
interfering signal is picked up by the diode
detector then the AGC circuit will add
attenuation. If the desired signal is very low
then the attenuation prior to the low noise
amplifier will degrade the signal to noise
ratio of the amplifier output. This can lead to
picture degradation and even to no reception
at all.

A simple test was conducted whereby a
cable modem was set to output at a center
frequency of 55.5 MHz and a digital TV was
tuned to receive a center frequency of 111
MHz, the lowest frequency downstream
channel for a 108-1002 MHz downstream
spectrum allocation. The mid-split frequency
was chosen to be at half the desired digital
video center frequency so that second
harmonic components of the distortion would
fall co-channel to the video signal. The mid-
split signal was set to TDMA 16-QAM with
a 5.12 MHz symbol rate. The digital TV
showed visible macro-blocking artifacts
when the upstream transmitter signal at the
TV input was 27 dB higher than the desired
signal. When the upstream signal was less
than 26 dB higher than the desired video
QAM signal then no visible distortion was
observed. For interference 28 dB or more
higher than the desired signal, no TV
reception was possible. The spectrum
analyzer plot from this test is shown in
Figure 13.
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Figure 13. Interference from a mid-split cable modem to a digital television.

Another test was performed at the author's
home. A set top box was tuned to a 256
QAM digital video carrier with a 97 MHz
center frequency. A two way splitter was
added to feed the set top box and a test mode
cable modem. The test modem cable modem
was set to transmit an upstream signal with
16 QAM TDMA using a 5.12 MHz symbol
rate with a 48.5 MHz center frequency. It
was found that a +55 dBmV upstream
transmit level caused visible tiling and any
level +56 dBmV or higher prevented any
reception at all.

In another test a splitter was used to feed a
digital transport adapter, DTA, and the test
cable modem. The DTA was tuned to a 97
MHz center frequency, the input level of the
256 QAM carrier was reported in the DTA
diagnostics as -18 dBmV with a 30 dB SNR.
The cable modem was put in a test mode to

transmit an upstream 16-QAM TDMA signal
at a center frequency of 48.5 MHz and a 5.12
MHz symbol rate. An upstream transmit
level of +47 dBmV was found to produce
severe tiling in the picture. Transmit levels
above +48 dBmV prevented any reception of
the digital video signal. These tests show that
DTA devices, like digital televisions and
digital video set top boxes, can suffer

interference from upstream transmission in
the 42-85 MHz band.

Figure 14 shows the insertion loss sweep
from one tap port to another for a 14 dB
directional coupler and 4-way tap. The port
to port tap isolation is 37 dB at 85 MHz. A
100 foot drop cable of RG-11 has a loss of
about 1 dB at 55 MHz so about 2 dB of loss
can be expected for a mid-split upstream
signal traversing a 100 foot drop from home
to tap and another 100 foot drop from tap to
another home. If one home is transmitting in
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the mid-split upstream band at +58 dBmV
with 2 dB of cable loss and 37 dB port to
port tap isolation, then the input level of the
upstream transmission is +19 dBmV at the
neighbor ground block. With downstream
video levels of -8 dBmV the difference
between the upstream transmission and the
downstream receive level in the neighbor’s

home is 27 dB which has been show to
impact video picture quality. Home to home
isolation needs to be considered to protect
television receiving devices with upstream
transmission in the 42-85 MHz band.

Scalar Network Analyzer

Center 1.355 GHz

Figure 14. Tap to Tap Isolation measured for a 14 dB Coupler.

An illustrative block diagram of a mid-
split protection circuit is shown in Figure 15.
The upstream and downstream signals from
the HFC plant are split with a diplex filter
having an upstream band of 5-85 MHz and a
downstream band of 108-1002 MHz. The
mid-split RF protection circuit has a DOCSIS
3.0 Cable Modem, in this case with the
capability of bonding 16 downstream
channels and 4 upstream channels. The four
upstream channels would most likely fall
within the 42-85 MHz spectrum band so that

upstream capacity for the mid-split protection
circuit is additive to upstream capacity of
cable modems within the home transmitting
in the 5-42 MHz band

The mid-split RF protection circuit
physical connector to the home coaxial cable
is fed with a diplex filter separating the
downstream 108-1002 MHz signals and the
5-42 MHz upstream signals from devices in
the home such as SCTE-55 STBs, DSG
STBs, CMs, and eMTAs. In this case an
optional downstream amplifier with AGC 1is
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added so that the home network is always fed
with an optimal downstream signal level.
Likewise, the diagram includes an optional
upstream amplifier to help with high
attenuation cable modems, particularly DSG
STBs. The 5-42 MHz diplex filter and the
upstream amplifier provide high isolation

Physical Connector to HFC Plant

between the mid-split upstream signals in the
42-85 MHz range and the in home devices
that could suffer interference from such
signals.
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Figure 15. Mid-Split RF Protectio; Circuit between the HFC RF and home RF

INCREASING UPSTREAM CAPACITY
BY USING SPECTRUM ABOVE 1 GHZ

Trunk cable and drop cable can support
frequencies in the 1-3 GHz range at
reasonable  attenuations. Fiber nodes,
amplifiers, directional couplers, splitters and
taps in the plant will need to be modified to
support the use of spectrum above 1 GHz
signals. In home coaxial cables, splitters, and
amplifiers add too much attenuation for
practical use of signals in the 1-3 GHz range

traveling all the way from the cable headend
to the end user device within the home.
Figure 16 shows a divided network
architecture for using spectrum above 1 GHz
with a fiber optic cable section, a 1200-1800
MHz over trunk and drop coaxial cable, and
an in home coaxial MoCA section. The fiber
node and amplifiers are bypassed with fiber
optic cable to the last active. The directional
couplers and taps between the coaxial 1200-
1800 MHz transceivers are replaced with
units supporting these frequencies. A coaxial
transceiver is placed at the last active and at
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the customer entrance. The 1200-1800 MHz
signals are terminated at the customer
entrance and transported over home
networking technology such as 1 Gbps
Ethernet, MoCA, or 802.11n so that in home
wiring does not need to support the high
spectrum signals.

Trunk cable 750 feet in length will have
about 25 dB of loss at 1500 MHz with a
variation from 1200 to 1800 MHz of about 5
dB. Drop cable of 214 feet length will have a
loss of about 17 dB with a variation from
1200 to 1800 MHz of about 3 dB. In the case
where the path from the last active to the
home includes a 3 dB splitter and two
directional couplers with 2 dB of through
loss and an 11 dB tap, the total attenuation is
60 dB using the trunk and drop length above.
If the transmit power is +60 dBmV then the
receive level is 0 dBmV which is equal to -

49 dBm. If the receiver noise figure is 4 dB
then since the thermal noise at room
temperature is -174 dBm/Hz, the SNR is 34
dB using a 500 MHz equivalent noise
bandwidth. This is a high enough signal to
noise ratio for 64-QAM which has a spectral
efficiency of 6 bps/Hz. Allowing for forward
error correction and overhead, a final spectral
efficiency of 4 bps/Hz seems reasonable.
With a 500 MHz bandwidth and 4 bps/Hz
spectral efficiency, the total channel capacity
is 2000 Mbps. Using time division
duplexing, 1 Gbps can be allocated for
downstream and 1 Gbps can be allocated for
upstream. The 500 MHz equivalent noise
bandwidth can fit in the 600 MHz channel
width within the 1200-1800 MHz band with
reasonable OFDM guard bands on either
side.

1 Gbps Downstream Optical ‘ ‘ ‘
1 Gbps upstream Transceiver Wieid ‘ ‘ WDM ‘

Fiber Node

oaxial Cable Trunk Lir

Fiber Optic extension to last active

‘ Line

Frequency Band 1200-1800 MHz
Transmit power = +60 dBmV = 11 dBm
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Symbol Rate = 500 MHz

Spectral Efficiency = 4 bps/Hz

Data Rate = 2000 Mbps

Duplex TDD

3 dB coupler loss

Bridger

rExtender
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Transceiver
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Figure 16. Block Diagram of 1 Gbps over coaxial cable network architecture.
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Further work needs to be done to better
understand the actual channel characteristics
above 1 GHz over the coaxial plant. Field
measurement and lab measurements are
underway to develop channel models to use
in evaluating proposed system solutions.
Data is needed on interference such as
harmonics, MoCA, radar, and radio
communication networks. Reflections and
multi-path as well as frequency notches due
to impedance imperfections at high
frequencies need to be accounted for in
evaluation.

The fiber optic cable does not always
need to be run all the way to the last active.
2-3 GHz spectrum could be used for point to
point backhaul to eliminate the need for
running the fiber all the way to the last
active. Another method is to use amplifiers
as shown in Figure 17. In order to inject
1200-1800 MHz TDD prior to the last active,
new amplifiers will have to replace the old
amplifiers between the 1200-1800 MHz
transceivers. The new amplifiers will require
triplex filters at the input and output and an
additional TDD amplifier for 1200-1800
MHz signals.

CONCLUSION

Today, a common upstream frequency
plan includes a 6.4 MHz channel width 64-
QAM modulation carrier centered at 34.2
MHz and another 3.2 MHz channel width 16-
QAM carrier centered at 37 MHz. The total
upstream capacity is about 36 Mbps which is
about 23% of the potential capacity in the 5-
42 MHz band when compared to the full
spectrum being filled with 64-QAM carriers.
By segmenting nodes with four upstream
optical transmitters, the upstream capacity
can be increased another four times. Thus,
within the 5-42 MHz upstream band
increased upstream capacity demands of 16-
fold can be addressed. Beyond that, new
spectrum for wupstream carriers further
increases capacity.

The logical first step to increase upstream
capacity is to increase the spectral efficiency
and utilization of the 5-42 MHz. Better
utilization requires the use of more upstream
carriers which in turn requires the use of
noisier parts of the 5-42 MHz band. The
objective is to increase the upstream capacity
and at the same time improve the reliability.
Placing upstream carriers in noisier parts of
the spectrum risks reducing the reliability
and availability of upstream signals, to deal
with higher levels of noise and work with
higher reliability and availability substantial
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improvements are required in the upstream
signal robustness. Three methods have been
described in this paper that will work with
OFDMA systems as well as S-CDMA
systems. The first is adaptive modulation and
coding with real time channel measurement,
with S-CDMA this can be accomplished by
allowing the number of active codes to be
reduced during noise bursts. The second
method is hybrid automatic repeat request
which uses very little error correction while
seeking acknowledgement of successful
packet transmission, when  packet
transmission is unsuccessful then the
upstream transmission in repeated. Hybrid
ARQ works well for the intermittent and
unpredictable noise characteristic of the HFC
5-42 MHz upstream path. Third, since a
fundamental determinant of the upstream
channel signal to noise ratio is the dynamic
range limits and changes over time and
temperature of the return path optical
transmitter and upstream amplifiers, a non-
linear harmonic ranging technique with pre-
distortion could be investigated further as a
means to increase the upstream capacity.

If at a point in the future the 5-42 MHz
upstream appears to be headed towards full
utilization, then a mid-split to 5-85 MHz will
add significant upstream capacity with a
small sacrifice in the downstream. The
diplexers in fiber nodes and amplifiers will
have to be exchanged for diplexers
compatible with the new upstream to
downstream spectrum split. So a mid-split
will require extensive work to the HFC plant.
The out of band modulator downstream
signaling carrier for digital video set top
boxes in most cases will need to change
center frequency and televisions, set top
boxes, digital transport adapters will have to
be protected against upstream transmission in
the 42-85 MHz band. A mid-split RF
protection circuit that will be the only device
to transmit in the 42-85 MHz upstream band
with filters and amplifiers to protect devices
in the home from interference is a good

approach for mid-split upstream capacity
enhancement.

Finally, for incremental addition of 1
Gbps symmetrical services, primarily for
large businesses, office parks, and multi-
dwelling units, a frequency overlay approach
using spectrum above 1 GHz has been
introduced. While this requires bypassing the
fiber nodes and amplifiers with a fiber
overlay or replacing the fiber nodes and
amplifiers with devices having above 1 GHz
capability, this can be done on an as needed
basis without disruption to the existing HFC
infrastructure and the services running over
the HFC infrastructure. More study and most
importantly field measurements are needed to
better characterize the interference levels and
the channel characteristics of the HFC plant
modified to support frequencies above 1
GHz. This paper has tried to begin this
process by including link budget, bandwidth
and duplexing scheme based upon insertion
loss sweeps above 1 GHz.

In conclusion, the HFC plant has a
healthy upstream capacity with room to grow
within the 5-42 MHz band, further room to
grow in the 5-85 MHz band, and even more
capacity growth is possible above 1 GHz.

Glossary of Terms and Abbreviations:

HFC Hybrid Fiber Coax a network
architecture that transports upstream RF
signals over fiber optic cable over long
distances and then coaxial cable over short
distances to homes and businesses.

CPE Customer premise equipment typically
refers to digital cable set to boxes,
televisions, cable modems, home routers,
digital voice adapters.

CM cable modem

CMTS cable modem termination system
eMTA embedded media transport adapter for
cable modem voice over IP

OFDMA orthogonal frequency division
multiplexing a technique that divides an RF
channel into many small frequency segments
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to realize protection from multi-path
interference

S-CDMA  synchronous code division
multiple access a DOCSIS 2.0 and 3.0
upstream  technique that assigns 128
orthogonal  codes  which can  be
synchronously transmitted and detected over
the same RF frequency without interference,
multiple cable modems can share an
upstream channel by the assignment of
unique orthogonal codes.

Digital Transport Adapter, DTA, device that
receives digital 256 QAM signals and
converts them to channel 3 or 4 NTSC
analog signals.

TDD, time division duplex, using a single
frequency band shared for both upstream and
downstream transmission separated in time.
FDD, frequency division duplex, using a
separate upstream and downstream frequency
band.

DC directional coupler, part of HFC tap or
stand alone to couple upstream and
downstream signals to the truck cable.

DTAB discrete tone adaptive bandwidth a
method introduced in the paper for increasing
HFC upstream capacity.

WDM wavelength division multiplexing
allows multiple signals to be sent on the
same fiber optic cable using different
wavelengths

Hybrid ARQ automatic repeat request a
technique to use acknowledgements to repeat
upstream transmissions while adding error
correction as needed.

NPR noise power ratio, the return path laser
is tested with a noise source having a notch,

the input level is varied and the ratio of the
power spectral density of the input signal to
the distortion components at the notch
frequency is measured.

OOB Out-Of-Band downstream signaling for
digital cable set top boxes SCTE-55 [3]
MoCA multimedia over coax a standard for
home networking over coaxial cable.

802.11n the latest WiFi standard for wireless
home networking.
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CONSIDERATIONS FOR A REAL TIME BROADBAND DELIVERED
INTERACTIVE GAMING SERVICE

Charles H. Jablonski
VP Operations, OnLive Inc

Abstract

Real Time graphics intensive applications,
such has “first person shooter games” have
presented challenges in being server/cloud
based because of the inherent roundtrip
latencies.

This paper will describe an approach that
provides the ability not only to deliver real
time games but also that is able to deliver any
graphics intensive application over existing
broadband infrastructure.

The approaches taken to provide the
necessary low latency compression, server
and data center architecture, integrating into
exiting carrier and ISP data infrastructures as
well as the impacts of “last mile” ISP (DSL
and Cable) considerations as well as the
required performance of the date delivery,
packet loss and jitter specifications of the
infrastructure.

An approach using existing PC/Mac client
for delivery of the service to end consumers
will be also be described as well as a small
stand alone low cost (<830) terminal adapter
that connects a consumer television directly to
a internet connection to enable game play.

The system allows a variety game content,
media and enterprise application to also be
provisioned and delivered over the same
infrastructure.

Introduction

The march of enabling technology and the
continued improvement in  broadband
connectivity and availability have enabled
many services and products to be delivered to
end consumers and enterprises as various
compressed data and media files. The success
of services such as video on demand and
“ultra” high speed broadband are well known
and their effects have caused consumer tastes
and expectation to evolve accordingly.

In few short years linear packaged media
has evolved from a shrink wrap retail point of
sale product to a anywhere, anytime, almost
any device availability. At times the business
issues have been far more daunting that the
technological, but one undisputed fact is that
the consumer continues to be more
demanding and the expectations of
availability, selection, schedule and
independence increases.

Further the same technologies that have
enabled these distribution advances have lead
to a far greater availability of consumer
unilateral and multilateral consumptions
platforms (PCs, Net books, Tablets, Portable
Devices) and the ability to imbed the
functionality  into  broader = consumer
platforms, and inexpensive stand alone
devices.

One of the last frontiers remaining is true
real time interactive consumer experiences in
the home, using inexpensive and available end
devices, that are provisions by centralized
“cloud based” systems. In these applications,
such as gaming, the consumer experience
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cannot be fulfilled unless the challenges of
latency, quality and availability using cloud
based systems and broadband networks are
met.

OnLive is one such system, and it is
believed the first among many that will be
taking advantage of the broadband
infrastructure to widely deliver these
interactive real time applications.

Business Issues and Consumer Expectations

As with any good technological
innovation, there must be an underlying
business reason to support the development
and implementation and the implementation
must be compelling enough for all parties to
embrace it. Science experiments, although
intellectually fulfilling, must have the support
and resources of a real business problem to
evolve into broad and accepted use.

The gaming industry, although a large
mature business (>$50B annually worldwide),
the distribution of the end product to
consumers has been dominated by retail point
of sale. Even though the economics of game
development resemble other media (high
development costs, intensive consumer
promotion and advertising, short selling
season and short initial release life) the actual
end distribution is the last unfulfilled digital
delivery for modern media.

Typically many scores of millions are
spend developing a game, a few score spent in
advertising its release, and then the selling
season is typically a few weeks before the
holidays. This is all delivered through shrink
wrap product that is sold through retail
distribution channels. These channels suffer
from various impeded costs (duplication,
distribution, platform fees, retailer margins) as
well as theft, returns and “spoilage”. Also
since the end product is in the consumers
hands piracy is a constant battle, and >30% of
the games are resold through the used market

where the initial developer and published
receiving none of that incremental revenue.
Some high end titles are resold and used 4-5
times (as evidenced by registrations to the
publishers).

This “quantized” method of sale also
makes incremental releases, episodic,
upgrades extremely problematical in the
games market. Although there is a strong
online community and infrastructure its broad
use is limited to small add-ons, consumer
social features test and chat. What few online
sales mechanisms in existence they either
suffer from extremely long and large
downloads, or they are very limited in their
catalog of current first release titles.

Typically software publishers receive less
than 50% of the MSRP at the retailer point of
sale. Clearly there is room for improvement in
the economics of the existing system. Now,
when one examines the exiting consumer
experience for high end interactive games,
that picture has room for improvement as
well.

Typically a consumer has to spend $500
(in early cycle) on a proprietary closed
gaming console, that by definition and
practice will require replacement in 3-5 years,
purchase games at retail, sometimes having to
wait in line or just wait for availability of a
hot game, spend additional monies to
participate in a social network for that
console. The other choice is to purchase an
extremely high end PC (>$5000) and suffer
the same issues acquiring the games and
software.

Naturally with retail purchase model the
end consumer may not have immediate access
to new “hot” games, and be in the position on
not knowing the game experience until it has
been purchased brought home, installed and
used.
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As with the publisher side of the equation,
this systems is ripe for a disruptive change
and consumers continue to expect to enjoy
real time availability and experience of all
other digital media, an online, cloud based
gaming system that addresses these business
and consumer needs can be a commercial
success.

The Consumer Experience

In order for a server based, cloud served
system to be successful; it must meet or
exceed the existing experience expectations
for current consoles and PCs. What does that
incorporate?

One the image quality must be the same.
That requires the ability to render, in real
time, high definition, high frame rate images.
The response time for the system, using
readily available controllers, must be fast
enough not to limit the game play because of
lag or latency, a large amount of amount
devices must be available and supported, be
deployable on existing PCs or Macs, it must
be extendable to a large screen display device
(i.e. TV), be enabled and installed simply over
exiting broadband infrastructure, afford social
infrastructure and features and have wide

OnlLive takes input from controller

and returns low-latency HD video.

Mac to OnLive Service.

CONTROLLER ACTION
2

BROADBAND

INTERNET :

LOW LATENCY VIDEO

Home broadband connects

OnLive MicroConsole, PC or

availability of new release games from
various publishers.

Up until now, the key limitation in existing
technologies has been the latency of real time
video compression systems. These existing
technologies (JPEG, MPEG et.al.) have either
required bandwidth only available on large
corporate  LANs, or required many
milliseconds to compress real time images.
(Typically game play requires <100ms of
response time to be effective in competitive

game play)

The OnLive Platform

The following is a brief description of the
OnLive platform:

When the user performs an action on a
computer or TV connected to OnLive (e.g.
presses a button on controller or moves a
mouse) that action is sent up through the
internet to an OnLive data center and routed
to a server that is running the game the user is
playing (or the application the user is using—
since the interactive demands for video games
are generally higher, remote video game
operations will be primarily described in the
following paragraphs, but these discussions
are entirely applicable to remote application
operations).

-—p

13/

Games hosted in OnLive data centers on

custom high-performance game servers.

OnLive Platform

2010 Spring Technical Forum Proceedings - Page 64



The game computes the next video frame
based on that action, then a proprietary chip
compresses the video from the server very
quickly, and the user’s PC, Mac or OnLive
MicroConsole™ decompresses the video and
displays the new frame of video on the user’s
computer display or TV set. The entire round
trip, from the point the button is pressed to the
point the display or TV is updated is so fast
that, perceptually, it appears that the screen is
updated instantly and that the game is actually
running locally.

When the user performs an action on a
computer or TV connected to OnLive (e.g.
presses a button on controller or moves a
mouse) that action is sent up through the
internet to an OnLive data center and routed
to a server that is running the game the user is
playing (or the application the user is using—
since the interactive demands for video games
are generally higher, remote video game
operations will be primarily described in the
following paragraphs, but these discussions
are entirely applicable to remote application
operations). The game computes the next
video frame based on that action, then a
proprietary chip compresses the video from
the server very quickly, and the user’s PC,
Mac or OnLive MicroConsole™
decompresses the video and displays the new
frame of video on the user’s computer display
or TV set. The entire round trip, from the
point the button is pressed to the point the
display or TV is updated is so fast that,
perceptually, it appears that the screen is
updated instantly and that the game is actually
running locally.

The key challenge in any cloud system is
to minimize and mitigate the issue of

perceived latency to the end user.

Latency Perception

Every interactive computer system that is
used, whether it is a game console, a PC, a

Mac, a cell phone, or a cable TV set-top box,
introduces a certain amount of latency (i.e.
lag) from the point you perform an action and
you see the result of that action on the screen.
Sometimes the lag is very noticeable (e.g. on
some TV set-top boxes it takes over a second
to move a selection box in a program guide).
Sometimes it isn’t noticeable (e.g. if you have
a well-designed game running on fast
hardware, and pressing the fire button results
in what appears to an instantaneous display on
your screen of the your gun firing).

But, it’s important to note that, even when
your brain perceives game response to be
“instantaneous”, there is always a certain
amount of latency from the point you perform
an action and your display shows the result of
that action. There are several reasons for this.
To start with, when you press a button, it
takes a certain amount of time for that button
press to be transmitted to the computer or
game console (it may be less than a
millisecond (ms) with a wired controller or as
much as 10-20 ms when some wireless
controllers are used, or if several are in use at
once). Next, the game needs time to process
the button press. Games typically run between
30 and 60 frames per second (fps), so that
means they only generate a new frame every
1/30" to 1/60™ of a second (33ms to 17ms).
(Further, when games are generating complex
scenes, sometimes they take longer.) So, even
if the game responds right away to a button
action, it may not generate a frame for 17-
33ms or more that reflects the result of the
action. And, then finally, there is a certain
amount of time from the point the game
completes generating the frame until the
frame appears on your display. Depending on
the game, the graphics hardware, and the
particular monitor you are using, there may be
almost no delay, to several frame times of
delay. And, if your game is an online game,
there typically will be some delay to send a
message reflecting your action through the
internet to other game players, and the game
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may (or may not) delay the action occurring
in your game so as to match your screen
action to that of screen action of players who
are playing the game remotely. So, in
summary, even when you are running a game
on a local machine there is always latency.

The question is simply how much latency.
So, while there certainly are more subtleties to
the perception of latency, as a general rule of
thumb, if a player sees a fast-action game
respond within 80ms of an action, not only
will the player perceive the game as
responding instantaneously, but the player’s
performance will just as good as if the latency
was shorter.

And, as a result, 80ms is the “latency
budget” needed to meet for the OnLive
system to be practical. That is to say, OnLive
has up to 80ms to: send a controller action
from the player’s home through the internet to
an OnLive data center, route the message to
the OnLive server running the game, have the
game calculate the next frame and output the
video, compress the video, route the
compressed video out of the data center, send
the compressed video to the player’s home
through the internet, decompress the video on
the players computer or and output the video

Home ISP

Input Device

H—p

WAN
Interface

Firewall/
Router/NAT [

Client

1

Central Office,
Headend, etc

:

 Cable/DSL Modem
* Fiber Transceiver

SD/HDTV

Control Signals
~1ms Home
Routing

~1lms

User ISP

Video ~10-25ms

to the player’s display. And, of course,
OnLive has to do this at rate of 60fps with
HDTV resolution video over a consumer
internet  connection,  running  through
consumer internet gear in the home.

Over Cable and DSL connections, OnLive
is able to achieve this if the user’s home is
within about 1000 miles of the OnLive data
center. So, through OnLive, a user who is
1000 miles away from a data center can play a
video game running on a server in the data
center with the perception (and the game play
score) as if the game is running locally.

OnLive’s Latency Calculations

The simplified diagram below shows the
latencies encountered after a user’s action in
the home makes it way to an OnLive data
center, which then generates a new frame of
the video game and sends it back to the user’s
home for display. Single-headed arrows show
latencies measured in a single direction.

Double-headed arrows show latencies
measured roundtrip.
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There latency numbers shown here are
numbers that OnLive has seen in practice,
given the way the OnLive system was
architected and optimized, and reflect what
has been measured after using OnLive in
various locations over the years. If you add
up all of the worst-case numbers, it shows
the latency can be as high as 80ms. That said,
it is highly unlikely that every segment will
be worst case so the total latency will likely
be much less (and indeed, that is what we see
in practice).

ISP latency

Potentially, the largest source of latency is
the “last mile” latency through the user’s
Internet Service Provider (ISP). This latency
can be mitigated (or exacerbated) by the
design and implementation of an ISP’s
network. Typical wired consumer networks
in the US incur 10-25ms of latency in the last
mile, based on OnLive’s measurements.
Wireless cellular networks typically incur
much higher last mile latency, potentially
over 150-200ms, although certain planned
4G network technologies are expected to
decrease latency.

Within the internet, assuming a relatively
direct route can be obtained, latency is
largely proportional to distance, and the
roughly 22ms worst case round-trip latency
is based on about 1000 miles of distance
(taking into account the speed of light
through fiber, plus the typical delays OnLive
has seen due to switching and routing
through the internet.

Consequently, OnLive will be locating its
data centers such that the distance to most of
the US population is less than 1000 miles
The compressed video, along with other data
required by the OnLive client to keep it
tightly sync’d with the OnLive service, is
then sent through the internet back to the
user’s home. Notably, the data generated by

the video compressor is carefully managed to
not exceed the data rate of the user’s internet
connection because if it did, that might result
in queuing of packets (incurring latency) or
dropped packets. Since the user’s home data
rate is constantly changing, the OnLive
service is constantly monitoring the available
data rate, and constantly adapting the video
compression (and if necessary, dropping the
video resolution) to stay below the available
data rate.

One common misconception about home
broadband connections are that the latency is
directly tied to data rate (i.e. the effective
connection speed) and/or data throughput
(i.e. the data rate available to a particular
user). Latency is actually largely independent
of data rate, so long as the data throughput
demands are less than the capacity of the
broadband connection.

OnlLive video decompression latency

Once the compressed video data and other
data is received by the OnLive client (i.e. the
OnLive application running as a plug-in or
standalone in your PC or Mac, or the OnLive
MicroConsole attached to your TV), then it is
decompressed. The time needed for
decompression depends on the performance
of your PC or Mac (CPU and frame buffer
bandwidth...no GPU is needed), and may
vary from about 1 to 8ms. If your computer’s
CPU and/or memory bus is tied up doing
another processing-intensive task or if you
have an extremely low performance
computer, OnLive may find it is unable to
decompress video at full screen resolution. If
so, then it will scale down the video window
accordingly. But, we have found most
computers made in the last few years work
fine up to their screen resolutions so long as
they are not tied down running some other
intense application at the same time. In any
case, even if you are in a processing-
constrained situation, OnLive will select a
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video frame size which will maintain low
latency.

OnLive round-trip latency

As mentioned before, while there is a
certain amount of latency variability in each
leg of the journey, it is rare that a given user
will end up in a worst-case scenario with
each leg. Consequently, what we typically
see in practice are latencies on the order of
40 to 60ms. Sometimes we see latencies that
are higher and sometimes we see latencies
that are shorter. And, we expect latencies to
continue to decline as “last mile”
infrastructure is upgraded, both for wired and
wireless networks.

Video Quality

As previously discussed video quality
is paramount to successful consumer
experience. Not only does the image quality
have to be acceptable, the rendered frame
rate must also be high to provide the gaming
experience

During high action game segments, stereo audio

Resolution (p60) Aspect Peak Per
Ratio Stream' Data
Rate (Mbps)
480 x 270 (cell) 16:9 0.6
640 x 360 16:9 1.2
(SDTV?
1280 x 720 16:9 4.0
(HDTV)
1920 x 10803 16:9 8.0
(HDTV)
OnLive Data Rates

The 1280 x 720 resolution currently
provided, provides adequate  visual
experience, and with a peak data rate at SMps
allows the service to be widely available to
consumers through existing broadband
infrastructure.

Consumer Infrastructure

As described earlier the OnLive system
has been engineered to be deployable on a
wide variety of PCs and Macs using a
downloadable software client. As for the
large screen device, OnLive has developed
its own consumer TV adapter, the
MicroConsole™.
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MicroConsole TV Adapter

The OnLive MicroConsole™, which will
be generally available later this year, has
been developed to allow simple integration
into a home consumer display. The device
has an standard NIC connector for access to
the broadband service, an HDMI adapter to
connect directly to the large screen device to
provide high image quality as well as
multichannel audio. (A high quality audio
experience is another “must have” for a
successful consumer gaming experience.)

There are USB connectors to allow
integration of standard controllers and
devices, wireless radios for headsets, and an
optical audio connector. The cost of this
device is minimal to allow wide deployment
and availability to the consumer.
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Consumer and Social Features

As with any current consumer offering, ease
of use and simplicity of navigation is
paramount. Social features must also be
available to support competitive game play.

In addition to providing access to games,
OnLive includes a multitude of social
features such as social groups (friends) text
and voice chat. One of the unique offerings
in the OnLive service is the feature of brag
clips and spectating. As all the games
sessions are running in OnLive datacenters,
the games sessions are available and can be
seen by other OnLive users in real time.
Using multicast distribution any of these
streams can be distributed to any OnLive
user so your friends can watch, comment and
cheer your game play.

Further this system has a continuous
recording buffer that allows the immediate
capture of the preceding game play as a
“brag clip” that can captured stores and
downloaded for use in other social media and
social networks.

As this system is completely cloud based,
all user information is safely stored, include
state of game play, so the user can pause, log
out and resume from the existing place in the
game and maintain all their statistics,
rankings and data from their previous
session. This information can be accessed on
the OnLive system anywhere. This allows a
user to log off and resume their play across
town or across the country. This allows
game playing and spectating by individuals
throughout the system.
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Product (Games) Availability

The OnLive system and its servers utilize
standard PC  games  with  minimal
modifications. A SDK is freely available for
any game publisher or author to provision their
games for the OL platform. As virtually all
games are developed on PC development
systems virtually all the currently available and
developed games can be easily provisioned and
provided for the platform.

OnLive has secured long term arrangements
with virtually every game publisher that allows
their products to be provided to OnLive at
launch in June of 2010. These agreements
provide for the same day and date release of
titles that will be available at retail stores.

Because of the nature of the OnLive
systems publishers can now produce and
distribute not only primary releases, but
provide episodes, mini release and features for
their games after the initial release. The
OnLive system supports purchase, rental,
subscription and demo distribution of product.
Try before you buy now becomes a reality for
the consumer.

OnLive Status

OnLive has been in development for several
years. It was publicly announced in March
2009 at the Games Developer Conference, and
beta began shortly after that. The Beta trials
have been extensive and provided valuable
insight and detailed information on the OnLive
Technology, service and network performance.
All the Beta participants have been helpful and
the ISP and carriers have been extremely
supportive in the efforts to bring this service to
market. This information has enabled OnLive
to improve its underlying technology and
systems.

It also enabled the improved of the real time
adaptive aspects of the system and provide
valuable feedback to the carriers, games
providers and ISPs.

In March of this year OnLive announced it
will launch it service in June 2010.

Other Applications and Enterprise Solutions

As the OnLive platform has been initially
targeted for the consumer gaming experience,
other applications such as media distribution
and playback are easily incorporated and blend
well with the cost and performance targets of
the consumer platforms.

Further this technology (low latency, high
quality, cloud based) that enable high end
gaming applications to be provisioned over
broadband networks to inexpensive widely
available PC and Mac platforms also enables
cloud based “SAS” type implementation of
high end, expensive, piracy prone design,
graphics, engineering and architectural
applications. These applications being cloud
based can leverage off the OnLive
infrastructure, and reduce the end users cost of
high end PCs and support. Work continues by
OnLive in this area.

Summary
OnLive has developed and implemented the

technology that enables cloud based real time
interactive gaming. This service can be widely
available via exiting broadband connections,
and has been optimized for minimal latency,
high quality over these networks.

Further the system is easily integrated into
the consumer environment and provides unique
features and availability of games, products
and social interaction. The business issues,
games availability and features all mesh well
and represent an marked improvement for both
the consumer and the games providers.

OnLive is among the first of such services
that will become widely available taking
advantage of broadband and will help drive the
uptake and demand of the consumer for
improved bandwidth and quality of broadband.
The system allows has unique advantages for
business and enterprise applications.
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CONVERGED MULTISERVICE ACCESS PLATFORM

Jorge D. Salinger
VP, Access Architecture
Comcast Cable

Abstract

A new headend equipment architecture
option for implementation of the traditional
CMTS and Edge QAM functions is presented.
The equipment resulting from implementing
this new architecture, called Converged
Multiservice  Access  Platform  (CMAP),
incorporates all the CMTS and Edge QAM
Sfunctions. Each CMAP downstream RF port
implements all QAMs for digital narrowcast
and broadcast services for a single service
group. Similarly, CMAP upstream RF line
cards implement multiple demodulators per
port. This architecture, which can be
implemented in a single, integrated chassis,
or by separating the packet processing from
the PHY and MAC in separate modules,
enables unprecedented density in MSOs’
headend facilities.

Starting by outlining the key goals and
objectives of the architecture, this paper
describes the various CMAP components,
their key features, the density achieved by the
architecture, multiple operational simplicity
and efficiency improvements, and the
transport agnosticism achieved.

A description of the specifications
spelling out the full details of the CMAP
product requirements and the timeline for
their  development is  provided.  The
relationship between the CMAP product
specifications and the various CableLabs®
specifications, such as DOCSIS®, M-CMTS™,
DRFI, MHA, PacketCableTM, etc., is also
explained.

Examples are presented to show how
CMAP could be deployed in typical cable
systems, including its deployment in MSO

networks of varying sizes, capacities and
composition of services. Space and power
savings, the key benefits of CMAP, are
depicted in comparative analysis.

NOTE: All examples presented in this paper are only for
illustrative purposes, and do not reflect the actual
deployment plans of Comcast or any other cable operator.

BACKGROUND AND RATIONALE

For a few years now, MSOs have been
increasing the number of QAM channels used
for narrowcast services. Most MSOs are
deploying more and more QAM channels to
support growth from the success of Video on
Demand, especially as a result of the
availability of more High-Definition TV
(HDTV) content. Additionally, the use of
Switched Digital Video (SDV) for an
increasing number of multicast content
offerings is driving the deployment of QAM
channels even further. And, with the
availability of channel bonding in DOCSIS
3.0, MSOs are deploying additional QAM
channels for their CMTS equipment to
support the newer, higher bandwidth data
services.

At the same time, MSOs continue to reduce
the size of service groups to make more
efficient use of their networks. The drivers,
for many years now, have been operational
streamlining (smaller service groups result in
improved service quality) and efficient use of
spectrum (support narrowcast service growth
by reusing spectrum).

These two trends result in a continuous
increase in the number of QAM channels per
service group. Moreover, the expectation from
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the current service projections is that such
growth will continue and even expand,
especially as MSOs reduce the number of
analog channels available in the network.

However, the deployment of additional QAM
channels in Edge QAM or CMTS equipment
cannot easily be supported in the space
available within existing typical headend
and/or hub/OTN sites.

As a result, the cable industry needs ever
denser  QAM-channel-per-RF-port  Edge
QAMs to reduce both the resulting
environmental requirements and the capital
and operational costs of the equipment itself.

TECHNOLOGY EVOLUTION

Interestingly enough, cable industry suppliers
identified the above trends quite some time
ago. Because of such foresight, Edge QAM
vendors have been developing denser QAM-
channel-per-RF-port  implementations  for
several years now, even approaching densities
that allow implementations of unique QAM
channels for every channel in every RF port.

However, this technology evolution has been
difficult to incorporate in equipment available
for purchase. It is not a simple operational and
financial matter for MSOs to take the leap
towards such higher densities for any one
service, and consequently it is difficult for
vendors to justify the investment to
implement this technology. This is not only
true for Edge QAM vendors, but particularly
difficult for CMTS suppliers implementing
integrated architectures.

With Modular CMTS and the Modular
Headend Architecture, as defined by
CableLabs, it should be possible to achieve
such densities as Edge QAM development
evolves towards higher densities and CMTS
equipment is developed for these network
architectures. = However, most CMTS

development has focused on an integrated
architecture for a variety of technical reasons.

ENTER CMAP

A new equipment architecture option is
emerging that enables the implementation of
denser network architectures in yet another
way, providing both MSOs and vendors an
alternative approach for achieving the original
goals of the Modular Headend Architecture —
denser QAM-per-RF port implementations.

Such equipment architecture is described in
work underway at Comcast, which is
developing product specifications for a new
class of equipment called Converged
Multiservice Access Platform, or CMAP.

CMAP leverages existing technologies such
as DOCSIS 3.0 and current HFC
architectures, incorporates newer ones such as
dense Edge QAM architectures and Ethernet
optics (EPON, in particular). It also leverages
the experience acquired over the many
decades of technology evolution for cable
networks.

The key goals of CMAP include:

e Enabling implementation of denser
headend equipment targeting a much
higher number of narrowcast services,
reducing costs and environmental
requirements in headend/hubs/OTNss.

e Developing an access technology-
agnostic architecture, making it possible
to deploy newer access technologies with
the same services architecture.

e Leveraging new and/or broadly deployed
technologies to unleash further capacity
in the cable industry’s HFC network,
using overlay architectures to simplify
deployment.
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CMAP OBJECTIVES

The Converged Multiservice Access Platform
is intended to provide a new equipment
architecture approach for manufacturers to
achieve the Edge QAM and CMTS densities
that MSOs require to address the costs and
environmental constraints resulting from the
success of narrowcast services. In addition to
the architecture described in the Modular
Headend Architecture Technical Report from
CableLabs (i.e., Modular CMTS with
Universal Edge QAM), the CMAP provides
an alternate approach to the implementation
of headend equipment that delivers QAM
channels for different services.

To achieve the functionality described above,
a CMAP device implements the various Edge
QAM and CMTS functions in a consolidated
platform. The result, as shown in the figure
below, is that a single CMAP downstream
port will include all the QAM channels for all

CMAP DS Port Assignments
Simplify,and | T 3;‘2& g
eventually 11 Q
eliminate 4 (Video | =

RF Combining | T | yop
DSRF Port (/A .
32/48/64 -+ sbv '(;
NCQAMs | 17 & &
s

I o

96 BC QAMs| T~ ) o

digital services. For example, a typical
downstream RF port may be licensed to
include 32 QAM channels for narrowcast and
96 QAM channels for broadcast services. If
deployed in a 750 MHz system that maintains
30 analog channels, the CMAP RF port will

provide 32 QAM channels for narrowcast
video, data and voice services and
approximately 50 additional QAM channels
for broadcast services.

As with the existing CMTS architectures, a
CMAP device can be implemented in an
integrated or modular manner.

In the first case, all functions are implemented
in a single chassis.

In the second, CMAP functions are divided
between a Packet Shelf (PS) and an Access
Shelf (AS), as follows:

e The PS implements the packet processing
functions, such as subscriber
management, service flow management,
video program stream edge manipulation
(e.g., multi-program transport stream
creation, PCR restamping, etc.), layer-3
routing and higher layer protocol
manipulation, and other such functions.

e The AS implements all the upstream and
downstream PHY functions normally
associated with the CMTS and the Edge
QAM, and as much of the MAC as
needed to support both upstream and
downstream flows. A  documented
interface between the AS and the PS is
defined to enable interoperability
between AS and PS vendors.

The figure in the next page outlines one
possible modular implementation of CMAP,
where multiple types of Access Shelves are
available for different access architectures.
However, other implementations are also
possible. For example, multiple access
technologies could be incorporated into a
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single AS, so that one centralized PS would
interface with multiple AS devices possibly
distributed across various sites.

The key functional goals for CMAP include:

e Flexible use of QAM channels for the
various services offered by MSOs,
enabling the configuration of the CMAP
to provide a changing number of MPEG
transport stream-based services (e.g., for
VOD, SDV, etc.) versus DOCSIS-based
services (e.g., HSD, voice, etc.).

e Individually configurable assignment of
QAM channels to the various service
groups, so that it would be possible to
have service groups for HSD/voice,
VOD, and/or SDV overlap in different
ways without requiring the various
service groups to provide homogeneous
coverage.

e Efficient implementation of Edge QAM
blocks by implementing separate sets of
QAM channels for narrowcast and
broadcast applications, such that QAM
channels for narrowcast services are
individually implemented for each RF
port but QAM channels used for
broadcast services are shared amongst all

the RF ports in each downstream line
card (DLC).

Simplification of the RF combiner by
providing all QAM channels for all
digital services from a single RF port,
leaving only certain legacy functions for
the RF combiner network. The list

Marrowcast Services:
HSD/Voice/VOD/SDV/etc.
And Broadcast Services

Maintenance ‘

(Sweep, Balance)
Legacy QOB
Analo

Same Split as

for Downstream

includes any remaining analog channels,
the legacy out-of-band control channel,
and any maintenance equipment not
incorporated into the CMAP, as shown in
the figure above.

Implementation of sophisticated
proprietary encryption systems (e.g.,
PowerKEY, DigiCipher, etc.) without
requiring special-purpose hardware, so
that a CMAP from any vendor can
implement either encryption mechanism,
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or both mechanisms, with the same
platform.

e A transport-agnostic network
architecture, including implementation of
PON and other access network
technologies natively within the CMAP.

e Significant operational improvements,
including  significant  environmental
efficiencies (e.g., much less space, power
consumption, and heat dissipation),
implementation of functions such as
upstream spectrum surveillance,
continuous wave carriers for plant
amplifier biasing, and many other
operational enhancements.

SCOPE OF CMAP SPECIFICATIONS

The requirements included in the CMAP
specifications currently under development at
Comcast outline product requirements,
including capacity, performance, network
implementation functions, and other such
targets and objectives. In doing so, the CMAP
specifications reference industry standards,
such as CableLabs specifications (e.g., DRFI,
DOCSIS, VSI, PMI, PacketCable, etc.) and
SCTE standards (SCTE-02, etc.), without
duplicating the requirements detailed in those
standards.

Please note that the CMAP specifications do
not contradict or redefine any industry
standards. Where necessary, changes are
made in the industry standards, and not in the
CMAP specifications. For example, certain
changes are being made to the CableLabs
DRFI specification and the SCTE-02
standard, which the CMAP specifications take
into account or anticipate with appropriate
descriptive language.

In some cases, the CMAP specifications detail
requirements that exceed those of other
industry standards. For example, an industry
standard may indicate a preference with a
SHOULD requirement while the CMAP

specification might label it an absolute
requirement with a MUST.

To develop the CMAP product specifications,
Comcast is working with a broad group of
industry leaders and technology experts from
companies interested in the development of a
CMAP, all of whom have volunteered to help
Comcast develop these requirements. Staff
members from CableLabs, Cable Europe
Labs, and other advisers are assisting Comcast
in this effort. Most importantly, a number of
contributors from various North American
and European MSOs are participating in the
effort as well.

As detailed in the table above, the CMAP
Team plans to complete three product
requirements specifications in the next few

Specification | Objective

Hardware and Hardware components and
Functions requirements, and the various
features and functions
implemented by the CMAP.
Interfaces and requirements for
configuring and managing the
CMAP

Functions performed by the PS
vs. the AS and the
characteristics of the interface
between the two components.

months. The first of these product
specifications, called the CMAP Hardware
and Functions Specification, has been
completed. The other two, Configuration and
Management and PASI, are currently under
development and should be completed by the
middle of 2010. Additionally, following the
completion of the product requirements
specifications, the team plans to develop
recommended test procedure specifications.

Configuration and
Management

Access Shelf-to-
Packet Shelf
Interface (PASI)

In addition to the CMAP product
requirements specifications, the team has
contributed to additions and/or changes to
existing or new industry specifications. The
main body of work in that regard has been
related to the CableLabs DRFI Specification,
which has undergone several Engineering
Change Requests (ECRs) to accommodate the
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design and operation of implementations of
large numbers of QAM channels-per-RF-port,
which are applicable to the CMAP as well as
other dense QAM channel-per-RF-port
equipment implementations. Another area of
industry specification work relates to SCTE-
02 through the SCTE IPS Working Group,
regarding enhancements to the “F” connector
requirements and the addition of a 75 Ohm
version of the MCX connector. The 75-Ohm
MCX connector is commonly implemented in
a gang holder known as UCH, which consists
of a row of 10 connectors typically used with
mini  coaxial cable. Other industry
specifications may be updated as deemed
appropriate.

. Fan Modules

Intake Air

Unlike other similar efforts to date, such as
RFIs, RFQs and/or prior requirements
documents for CMTS and Edge QAM
equipment, the CMAP specifications outline
very specific chassis requirements. These
requirements include comprehensive line card
implementation details, such as the number of
supported QAM channels for each function in
terms of density and  redundancy
characteristics. They also spell out such
physical interface objectives as type of
connectors, detail preferences for power
supply locations and orientations, set airflow
direction and entry/exit requirements, and
detail many other such implementation
requirements. These requirements should limit
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vendor innovation because vendors will still
be left with many opportunities for
differentiation. At the same time, they
recognize the need to simplify operations by
creating standards for key operationally
beneficial parameters.

The following figure shows a possible front
and rear view of the CMAP chassis that
would be compliant with the CMAP
specifications. In the figure, the following
details are depicted: rear-facing connectivity
for all components; downstream line cards
(DLCs); upstream line cards (ULCs) with
twice as many upstream ports as downstream
ports for 2:1 upstream-to-downstream ratio;
redundant switch-route engines with primary
and secondary 100 GigE ports; redundant
power supplies; and vents for air flow. The
diagram does not depict PON line cards for
business services, which are not mandatory
but are strongly preferred.

Given the scope of each RF port providing all
services for a given service group, it is
important that the operation be highly reliable.
Therefore, the chassis is required to
implement N+1 redundancy for upstream and
downstream line cards and 1+1 redundancy of
all common equipment. This line card
redundancy is achieved by way of a mid-plane
near-passive RF switch and the use of
physical interface cards (PICs), which provide
the separation between the active components
with critical mean time between failure
(MTBF) and the RF interfaces to the
minimum remaining external combining and
downstream/upstream lasers.

CAPACITY ESTIMATES

To help guide equipment and network design,
the table included below depicts three
deployment scenarios for a CMAP, as
follows:

e Minimum, albeit unlikely, deployment in
the left column,

e Maximum, also unlikely, deployment in
the right column, and

e Estimated probable initial deployment in
the middle column.

These scenarios show that a downstream NSI
capacity of 15 Gbps is easily necessary, while
an absolute maximum of 155 Gbps could
possibly be required for the line cards
envisioned in the specification. But a capacity
of approximately 30 Gbps is most likely.

Similarly, for the upstream NSI direction, a
capacity of about 7 Gbps might be required
upon initial deployment, as depicted in the
table.

Please note that the scenario considered
probable in this example depicts 5
downstream line cards, with 32 active
narrowcast QAM channels, for which 50% of
the content is unique (e.g., 50 % of the
content is replicated via multicast). It also
includes 1 broadcast line-up for the entire
chassis with 75 active QAM channels.
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Approx
Calculations

Minimum Chassis Capacity
(Mbps)

Probable Capacity (Mbps)

5DLC, 32 NC/RF (50% unique), and
1BC/Chassis (75 QAMs)

Maximum Chassis Capacity
(Mbps)

DS NCQAMs per RF Port

al=22 QAMs * 36 Mbps

b1=32 QAMs * 36 Mbps

cl1=64 QAMs * 36 Mbps

DS BC Lineups per LC

a2 = 40 QAMs * 36 Mbps

b2 =75 QAMs * 36 Mbps

c2 =96 QAMs * 36 Mbps

DS NC+BC Chassis

(fa1* 8 ports) * 50% unigue)

*4LCs + a2

(ib1% 8 ports) * 50% unique)

*51LCs+ (b2721Cs)

(c1*12 ports *100%) * 5 LCs) +
(c2*5LCs)

Us Port

aj= (2 US " 26 Mbps)

+(1US " 8.8 Mbps)

b3=(3US * 26 Mbps)

+(1US " 8.8 Mbps)

c3=(4 US*26 Mbps)+(2US 8.8
IMbps)

US Chassis

al3* 8 ports "4 LCs

b3 716 ports "3 LCs

c3*24 ports "5 LCs

DS NCQAMSs per RF Port 792 1,152 2,304
DS BC Lineups per LC 1.440 2700 3.436
DS NC+BC Chassis 14,112 28,440 155,520
us Port 61 a7 122
Us Chassis 1946 6,944 14,592

For clarity, the top portion of the table shows
the calculations and the bottom portion of the
table shows the calculated results in Mbps.

QAM REPLICATION

In order to simplify integration of the CMAP
into existing systems, the CMAP requires a
QAM channel replication feature. With this
feature, the CMAP can “copy” the contents of
one QAM channel onto the same QAM

channel in one or more other RF ports,
thereby implementing electronically an
analogous function as RF splitting an Edge
QAM port and combining the splitter outputs
into multiple service groups.

The figure below illustrates the QAM
Replication feature. Note that each RF port
has a unique HSD service group depicted with
a circle.

The purpose of QAM Replication is to allow

SDV SDV SDV SDV
Group Group Group Group
A B C D
Line Card0 /& \& £ O /AONS 2
§< /HSD HSD HSD
85 \Port0 Port 4 Port 6
VOD VOD VOD VOD
Group A Group B Group C Group D
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the creation of service groups on a decoupled
(service-by-service) basis. With this feature,
an MSO can replicate SDV and/or VOD
QAM channels across multiple ports on a
given line card.

The genesis for this feature can be found in
the current deployment scenarios, where VOD
service groups implemented by a separate set
of Edge QAMs may span multiple HSD
service groups. In other cases, a SDV service
group may span a different number of HSD
service groups, and perhaps more than one
VOD service group.

Because HSD, VOD and SDV service groups
are currently implemented by separate Edge
QAM devices, today’s combining is done at
the RF level on an as-needed basis. But, as
MSOs move to the CMAP, where each RF
port has its own QAMs, it is not possible to
combine service groups at the RF level any
longer.

One way to deal with the new scenario is to
align service groups, where a VOD service
group would geographically coincide with an
SDV service group and with an HSD service
group. Another approach is to use this QAM
Replication feature outlined herewith.

Neither approach offers a perfect solution.

Service group alignment requires additional
work, as well as extra equipment in many
cases, and results in a loss of economies of
scale such as those that benefit multicast for
SDV. QAM channel replication, on the other
hand, saves on the work and equipment
required to align service groups and maintains
the current deployed scenario, including its
economies of scale. On the flip side, however,
it does not save on QAM channel cost
because the hardware for each individual
QAM channel has to be in place for each port
anyway.

ENCRYPTION CAPABILITY

Given the broad video services supported by
the CMAP, it is imperative that the CMAP
implement extensive encryption capabilities.
Therefore, the CMAP Team invested a
significant amount of time in developing a
strategy for encryption within the CMAP so
that a CMAP from any manufacturer, given
the appropriate licensing, will support
encryption to the fullest extent from any
Conditional Access System (CAS).

To accomplish this, the CMAP implements a

very clever scheme, previously envisioned for
a cousin technology called Next Generation
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on Demand, or NGOD. As depicted in the
figure below, the CMAP Downstream Line
Card 1implements an Encryptor. This
functional entity within the CMAP
implements a superset of standard algorithms
for scrambling content that work for most, if
not all, CAS vendor systems. Additionally,
the CMAP implements a set of interfaces,
which are specific and defined by the CAS
vendor for interfacing to an Encryption

Narrowcast

DEPLOYMENT EXAMPLES

Included in this section are examples of the
possible deployment of a typical CMAP
configuration in two types of systems, one
implementing an HFC network with 750 MHz
of spectrum capacity and another with 860
MHz of capacity. Both use cases are for
typical systems, including a normal number of
homes passed per node and per hub.

Broadcast

CMAP Capacity: | 32/48/64QAMs |

96 QAMSs |

Control Message Generator (ECMG) and
Control Word Generator (CWGQG). In turn, the
CAS vendor would implement the ECMG and

CWG according to the intricacies of their own
CAS.

Numberof QAMSs:

Analog channels

The two examples are for the deployment of a
CMAP chassis consisting of the same
configuration, as detailed in the following
diagram.

B4 MHz
Example 1: BC \

Gaps of 6 MHz,
filled with broadcast

With this approach, the CMAP from any
vendor that has entered the appropriate
agreements with the CAS developer can
implement full encryption system capabilities,
including session-based scrambling. Not only
is this not possible today, but today’s
technology allows only very minimal
encryption functions by third party vendors,
and requires very complex agreements to
implement. The interfaces proposed in this
approach are far more straightforward,
revealing close to nothing regarding the CAS
methods and procedures. Consequently, the
agreements should be simpler to establish.

| 75 |
750 MHz
‘ BC ‘ BC |
Group of QAMs

operating at 64-QAM

The CMAP chassis is capable of supporting a
capacity of up to 64 QAM channels for
narrowcast services and up to 96 QAM
channels for broadcast services.

In the first example, detailed in the above
figure, there is a group of analog channels
(approximately 30) in the lower portion of the
spectrum with a small number of gaps (2 as
depicted in the example) consisting of a few 6
MHz channel slots. These gaps between
analog channels are occupied by digital
programs from the group of broadcast QAMs.

Additionally, there is a group of narrowcast
QAM channels located towards the center of
the spectrum. The remainder of the spectrum
is occupied by broadcast QAMs -- a few of
which are configured to operate in the roll-off
portion of the spectrum and set to 64-QAM
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modulation, as opposed to all other QAM
channels which will operate at 256-QAM
modulation. Consequently, while all 32
narrowcast QAM channels would be used,
approximately 75 of the broadcast QAM
channels would be used in this example.

The second example, detailed in the figure at
the bottom of this page, depicts the use of the
same chassis.

In this example, the cable system is capable of
supporting 860 MHz of spectrum. Similar
assumptions for analog channels are made for
this example, but additional narrowcast QAM
channels are used instead and fewer broadcast
QAM channels are needed to fill the available
spectrum.

Number of QAMSs: \ 84

Analog channels

Digital

A oo | o | o8 | 00@ | o0
sov [ N N R
voo [ I I

o §i- CMTS § CMTS § CMTS § CMTS § CMTS
CMTS | CMTS | CMTS | CMTS | CMTS

Combiner =

& Amps "

v 1
Receivers

Considering typical CMTS and Edge QAM
equipment as available today, the figure above
depicts about 10 CMTS chassis, and about 4

racks for VOD and SDV, each containing 6
Edge QAM chassis configured for 64 QAM

[ s ]

860 MHz

NC ‘ BC ‘

54 MHz
Example 1: BC \
e

Gaps of 6 MHz,
filled with broadcast

ENVIRONMENTAL EFFICIENCY

One of the key objectives of CMAP is to
achieve significant environmental efficiencies.
To that end, the following is an example of
the space and power savings achieved by
deployment of the CMAP in a typical system.

The following figure depicts a typical
installation in a headend consisting of the
various digital services, including broadcast,
SDV, VOD and HSD equipment, plus the
corresponding combiner and lasers/receivers.

The example shown above is intended to
serve a typical population of 200 nodes,
combined in such a way as to result in 160
HSD service groups, and 120 VOD and
matching SDV service groups.

channels each at a density of 4 QAM channels
per RF port. The digital broadcast lineup is
composed of 60 individual QAM channels,

plus  the corresponding out-of-band
equipment.
Digital
Broadcast
SDV
VoD

CMAP | CMAP
enrs B el A
Combiner
& Amps
s I
Receivers
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The following figure depicts the analogous
installation when considering the deployment
of equivalent CMAP equipment.

The above figure shows the following:

e Given that the CMAP chassis would have
twice the density of a typical CMTS, only
%2 the number of CMAP chassis are
required, resulting in equivalent space
savings.

e However, the CMAP chassis in its basic
implementation includes all the necessary
QAM channels for supporting the VOD
and SDV services. Therefore, no
additional equipment is needed to support
these functions, resulting in significant
additional space savings.

e Given that the CMAP also supports
sufficient broadcast QAM channels, the
space previously allocated to the
broadcast QAMs channels is no longer
needed, further contributing to space
savings.

e Finally, it is estimated that ' of the space
allocated to the combiner network would
be saved, resulting in even further space
savings.

With all this taken into account, it is easy to
see how as much as 2 of the space previously
required is needed for deploying the CMAP.
But, moreover, given that the CMAP can
serve twice as many narrowcast QAM
channels as the previous architecture could,
the depicted CMAP scenario actually results
in even greater space savings, providing twice
as much capacity in ' the space.

Clearly, the space savings are staggering!

In addition, it is worth considering the power
savings.

A cursory analysis of the difference in power
consumption, assuming typical power draw
for existing equipment and the expected
power consumption for the CMAP, yields an
estimated power savings >50%. And, this is
taking into account the use of 32 QAM
channels in the CMAP, or 2x the capacity
indicated in the original typical deployment.
And, this does not even include the cooling
savings from the great reduction of equipment
and power consumption.

Without a doubt, the power savings are also
very significant!

SILICON DEVELOPMENT

One important consideration is the evolution
and availability of silicon components.

The functionality described by the CMAP
specifications does not require of any new
silicon. This is the case for both the upstream
and downstream. CMTS vendors are already
using and/or planning on making available
line cards with existing and available high
density burst demodulator silicon and
corresponding MAC chips for upstream. For
the downstream, vendors can utilize existing
technology for Direct Digital Synthesis (DDS)
consisting of readily available FPGAs and
Digital to Analog Converters (DACs) from
multiple vendors.

However, multiple silicon suppliers are in the
process of implementing chips that provide
very large QAM channel counts for
downstream implementations. Some of these
implementations are able to support QAM
modulators for the entire RF spectrum from a
single chip!

Even though these new silicon
implementations are not required to develop a
CMAP, they will certainly simplify designs,
help reduce printed circuit board space and
power/heat dissipation requirements, help
reduce costs further, and accelerate
development once the new silicon is available.
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ANTICIPATED TIMELINE

As with any other technology evolution such
as this one, things take longer than desired.
On the flip side, their acceptance usually has
farther reach than expected.

Clearly, from the many discussions with other
MSOs, both within North America and
throughout Europe and South America,
interest for the deployment of this platform is
very high. Almost without exception, MSOs
at large are interested on the operational
simplifications that the CMAP offers and the
new functions it enables.

From preliminary discussions with vendors,
and without revealing confidential
information and plans, initial availability of
equipment for laboratory and field testing is
planned for late in 2011, early deployments
are planned for 2012, and broad availability
from multiple vendors by 2013.

CONCLUSIONS

The CMAP Platform is a viable alternative to
the existing Modular Headend Architecture,

and in fact may represent the Next Generation
CMTS and Edge QAM.

CMAP implements all the QAM channels for
each RF Port, supporting all digital services,
including VOD, SDV, broadcast, HSD, and
others in the future.

Given the environmental savings alone, field
operations could benefit from CMAP
immediately. Without CMAP, considering the
expected growth in narrowcast services in the
years to come, MSOs would likely have to
resort to expensive headend/hub expansions.

Moreover, CMAP ports will be much more
cost effective than current CMTS and Edge
QAM ports, so the cost of expansion will be
greatly reduced.

Finally, while CMAP can be implemented
with existing technologies, it can greatly
benefit from the natural technology evolution
in chip development.

The challenge for MSOs is to know how and
when to begin deploying CMAP. For some
MSOs, the answer is as soon as the equipment
can be manufactured.
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DELIVERING PIXEL PERFECT
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Abstract

Operators are continuing to enhance their
service mix with more personalized content,
solutions that deliver the content to multiple
screens, and doing so at accelerated
deployment speeds. These objectives, among
others, have driven plans to evolve the cable
infrastructure towards an end-to-end IP
architecture. Cable's IP pipe on the access
network is, of course, the DOCS S platform.
However, the origins of DOCS'S were not
developed with video services in mind. That
has changed with DOCS S 3.0. Nonetheless,
supporting video requires the revisiting of
traffic engineering principles used on
today’s DOCS Saccess links.

Video over DOCSS is expected to use
H.264 encoding and variable bit rate (VBR)
delivery, compared to legacy CBR MPEG-2
TSbased delivery and MPEG-2 encoding.
In addition, novel adaptive streaming
technologies offer intelligent alternatives to
streaming models. Using a proven CMTS
simulation tool, performance of video over
standard DOCSS links has been evaluated
[2]. We extend these results for high and
low action content, including the effects of
peak capping, buffering, and CMTS
configuration parameters on network
performance. Quantifiable insight into the
relationship between transmission losses
and video performance will be examined.
Finally, we will introduce adaptive bit rate
technology into the model. These results
will help operators understand the variables
involved to traffic engineer their DOCSS
network for video services.

INTRODUCTION

The video service mix has gradually grown
over the years in terms of technology,
complexity, and consumer offerings — VOD,
PPV, SDV, MPEG-4, OCAP, HDTV. The
momentum of this march to video services
paradise was jolted when a key crossroads
occurred, as shown in Figure 1.

Suddenly, “HSD” went from meaning
“High-Speed Data” to standing for
“Heckuva Streaming Demand.” Of course,
this stage of data speed evolution represents
an essential “must have” for the cable IP
pipe to be considered as a means for
delivery of video content. Figure 1 puts the
inevitable into pictures, identifying that
crossroads in time when high quality video
rates became low enough that the
increasingly fat data pipe could effectively
deliver it to residential subscribers. An
important point to make on the topic of
cable IP video is that, in the context of this
paper, we are referring usually to MSO-
owned video assets, as opposed to over-the-
top providers.

Why the fuss over IP delivery given the
cost-effective infrastructure in place? There
is no single answer, but instead a list that,
when taken as a whole, makes a compelling
case for migrating from purpose-built video
system architectures to an all-IP architecture.
Operators have routinely described these
perspectives in many conference sessions
and industry events, where key technologists
espouse their views on when, why, and how.
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Figure 1 —Downstream Internet Speedsvs Digital Video Requirement

Typically, the reasons involved include
readily enabling the multi-screen experience,
compatibility ~with mature IP home
networking technologies and initiatives,
lower cost CPE, software-based security,
enabling future alternative access networks,
and closing the last loophole in E2E IP
delivery, which is video delivery over HFC.
This is expected to lead to improving the
velocity of new services delivery and
associated OPEX savings in the long run.

There are other obstacles besides the
substantial legacy investment to achieving a
full migration, one of which is new
bandwidth. However, in general, there is
quite a bit of underutilized downstream
capacity. And, there are many techniques,
traditional and not, to go about extracting it
that can be deployed as traffic demands
continue to increase [1].

While “how to” discussions take place and
bandwidth expansion activities continue, a
final important “how to” remains: how to

system engineer the access edge for IP video.
The significance with which video service
affects traffic parameters and ultimately
bandwidth occurs primarily in two ways:

1) The pure volume of bits-per-second
required for video streams

2) The concurrency of use factor for
video services vs browsing-based
services for HSD

It is simple to show that video concurrency
rates of 5-10% (VOD-like parameters) has
significant impact on HSD bandwidth
requirements, when considering that 1% or
less is a typical data oversubscription rate.

PREVIOUS MODELING - SUMMARY [2]

Model Description

OPNET™ CMTS Model

In [2], a key modeling tool was developed
for analyzing video over DOCSIS
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performance. It is the basis for the results
presented there, and is leveraged and
extended in this paper to further develop and
refine video over DOCSIS performance.
The model is based on a DOCSIS model
using OPNET™, version 14.5. A simple
reference scenario is shown in Figure 2,
where a CMTS serves a set of homes with
cable modems connected to subscriber
equipment.

Modeling Input Stimuli

A large bulk of the modeling research is
based on volumes of traces captured and
made publicly available, and which can be
easily be imported to the model as stimulus.
Traces from a video clip library
at http://trace.eas.asu.edu
and http://trace.kom.aau.dk were used [4].
A brief description of what is encompassed
in these online libraries is discussed in [2].
Generally, there are volumes of CIF
(352x288) and HD traces across a range of
PSNR and quantization settings. As pointed
out, lower resolution formats such as CIF
and VGA — common for smaller screens —
tend towards a higher peak-to-average and
thus represent conservative examples from a
modeling perspective. We choose from
these clips only the high video quality
samples (PSNR of 40 dB or greater). The
associated quantization parameters have the
effects of creating higher rate CIF streams,
representing values close to cable SD rates
for H.264 (MPEG-4 AVC) encoding.

In addition to the streams above, some clips
captured by Motorola were mixed in, as will
be seen in the tables that follow which list
the streams. Finally, in some cases, H.264
Scalable Video Coding (SVC) clips were
used where it helped fill a wideband channel
to exercise it at high utilization. Like CIF,
SVC also has the property that it tends to
aggravate peak-to-average variation, or
coefficient of variation (CoV).

Summary of Key Results

This paper builds on the results of [2], so we
will briefly summarize some of the key
findings from those simulation examples.

A simple “static” gain model was created to
point out the potentially large variation of
bandwidth efficiency over CBR delivery
based on content mix. Table 1 shows the
range of efficiency “gain” of VBR - or,
more accurately, adjustable CBR — under a
very simple, illustrative, assumption of two
video classes and MPEG-2 encoding.
Assuming a 3.75 Mbps CBR system of 40
programs (four bonded channels of DOCSIS
3.0), and gain made available by allocating
2.50 Mbps to the “easy” programs, there are
bits freed up to add more channels. Thus,
“easy” programs offer 33% savings to spend
elsewhere. For a mix of easy and hard
channels that exist, and a desire to add new
channels, also of each type, Table 1 shows
the effective gains of this scheme, pointing
out the dependency on the content type.
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Figure 2 - Sample of a Simulation Scenario Using OPNET ™
Table 1 —Efficiency Gain — Two Classes Example (Easy / Hard)
Added Existing Programming Mix
Programming Mix] 70/30 60/40 50/50 40/60 30/70
70/30| 30.4% 26.1% 21.7% 17.4% 13.0%
60/40| 29.2% 25.0% 20.8% 16.7% 12.5%
50/50| 28.0% 24.0% 20.0% 16.0% 12.0%
40/60 [ 26.9% 23.1% 19.2% 15.4% 11.5%
30/70| 25.9% 22.2% 18.5% 14.8% 11.1%

"Easy" = 2.50 Mbps
"Hard" = 3.75 Mbps
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We see that the range of gain varies by
nearly three times (11.1% to 30.4%) based
on this reasonable range of content mix.

Channel Utilization and VBR
Efficiency

Table 2 summarizes the comparison of
existing research characterizing H.264 with
the simulations described above in terms of
percent channel utilization. This analysis,
drawn from the same content pool, was
described in detail in [2]. There is close
agreement between analysis and simulation
results, for both single channel and bonded,
wideband channel models.

Table 2 —Simulated Utilization vs.
Calculated [2]

Supported Load Overloaded
Analysis Min 55% .
Analysis Max 71% W/////////////////////
e
imulate % %
Simulated 4 QAM 74% 76%

The simulation results were translated to
VBR gains based on DOCSIS scheduling
under a particular, typical configuration, a
reasonable user buffering limitation, a
packet loss threshold, and a factor for the
grooming and multiplexing imposed on the
streams prior to reaching the edge device
due to standard video processing operations.
Resulting estimates of VBR gain showed a
range of 9-37% increased efficiency,
depending on content mix and channel size
(single vs four bonded channels).

The above summary of the analysis in serves
as a useful baseline to further examples.

NEW SIMULATION RESULTS

DOCSIS 3 Channel Bonded SD + HD Mix

Additional simulations were performed on
the mixed-resolution scenarios to quantify
further the conclusions about the effects on
bandwidth efficiency, and to further exercise
system variables under typical
configurations.  The results of Table 2
indicated that for four bonded channels,
74% capacity utilization was achieved,
while 76% utilization caused packet drops at
a rate greater than the 1e-6 threshold chosen.
In that model, the CPE buffer was fixed at
100 msec, putting a larger burden on the
CMTS scheduler to process and deliver the
video payloads efficiently without any
statistical information to support network
admission or congestion management.

This same HD + CIF content line-up was
used as a starting point and modeled while
making adjustments to network variables. If,
for example, we allow the CPE buffer to
increase to up to 500 msec — about the
maximum that can be considered before
other issues come into play — the model
shows that additional streams (or higher rate
streams) can be added, increasing the
utilization efficiency. Measuring utilization
efficiency as the overall mean rate of
streams to throughput capacity, the channel
utilization can be taken up to 78%, or about
6% additional gain over what was derived in
[2]. This 78% efficiency can be held as well
using a 400 msec CPE buffer, but in this
case only if a maximum rate cap is enforced
at 10.5 Mbps per stream. This would impact
about half of the HD streams, and a few by a
percent reduction that would be anticipated
to be noticeable, particularly if sustained.
With respect to VBR efficiency, the four
channel bonded case relative to [2] was
improved, resulting in efficiency gains
varying from 24%-40%.
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Figure 3 shows this truncated received
traffic and the injected traffic when the CPE
buffer was limited to 200 msec, an increase
in buffer size, but still inadequate to
accommodate the added traffic without a
further increase.

be outlasted as shown, and described above,
with the appropriate buffer size. The impact
of capping at different rates (10.5 Mbps,
11.0 Mbps, and 12.0 Mbps) is shown in
Figure 5, where 10.5 Mbps draws the traffic
level beneath the aggregate needed to avoid

lost packets.
Figure 4 and Figure 5 show the queuing and
capping behavior that lead to mitigation of
the congestion issue. The queuing delay can
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Figure 5 — Peaking-Capping Effects
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Channel Efficiency: Low vs. High Action

To gain insight into the video content type
dependency to efficiency, cases were run
comparing sets of low-action and high-
action content, in this case comparing single
QAM carriage for HD — the least effective
use case from a statistical multiplex
perspective. While not a column in the
Table 1, note that the efficiency gain of
100% “hard” content would be zero in the
context of how Table 1 was derived. There
would be no streams upon which an
adjustment downward would be considered
acceptable. Such is the case with the all
high-action HD content simulation (Mean =
5.8 Mbps, pk-avg, sum basis = 2.34). Under
this stimulus, drop-free transmissions occur
when supporting four HD programs, which
is essentially the expected CBR equivalent
of HD/QAM for high action content using
MPEG-4, and assuming an average 50%
encoding gain. The utilization efficiency for
this 4-HD program case was about 60%.
This is in line with single-QAM efficiencies
from prior simulations and shown in Table 2,
despite the smaller statistical basis due to
low stream count. This is likely due to the
relatively well-behaved peak-to-average of
the content mix (2.34) noted above.

Mixing in low and high action HD content,
at what can be considered simplistically as
50/50 “hard” vs “easy,” six streams of HD
were fit within the single QAM. This

represents a 50% ““gain” in video programs
compared to the “hard only” case, but
roughly the same utilization efficiency. In
this case, the slightly larger statistical basis
leads to no better utilization efficiency than
the high action case above. This is, again,
likely because of the peak-avg behavior,
which for the six-stream HD multiplex is
higher than in the all high-action case.

The additional stream gain does compare
favorably to Table 1, although not at first
glance. Table 1 is based on a specifically
chosen standard definition (SD) ratio that
states that the CBR rate for “hard” content is
established at 50% higher than the rate for
“easy” content. For HD, at four
programs/QAM, we would consider a CBR
(considering overhead) of about 9.5 Mbps at
MPEG-4 as a reasonable over-provisioned
rate. Now, consider the six streams in the
example shown in Table 3, and note the
“easy” content — traces 14, 11, 1.  The
average of this set is about 2.2 Mbps, and
the peak-to-average is nearly the same as the
prior 4-stream example. Using the same
relationship of average, peak, and allocation,
this would establish “easy” HD at about a
3.70 Mbps (i.e. also about 60% utilization).

Table3—Mixed HD Content on a Single QAM

Mean Rate (Mbps) | Peak Rate (Mbps)
13hd (Motorola trace) / (trace 1) 3.53 4.68
sony720 G12B2FxT22 / (trace 5) 6.50 13.87
Mars —segment 1 / (trace 6) 3.46 12.72
Mars — segment 3 / (trace 8) 6.25 16.20
Horizon — segment 1 / (trace 11) 1.64 5.63
Horizon — segment 4 / (trace 14) 1.50 6.52
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To compare to Table 1, we need to begin,
for example, with a 50/50 “Existing
Program Mix” of “easy” and “hard.” As
such, assume the initially configured 50/50
CBR HD being composed of traces 1, 5, 8,
11. Remaining from the six are now one
“hard” and one “easy,” which means 50/50
also for the columns labeled ‘“Added
Program Mix.” The analogous Table 1
column says that a 50/50 existing mix and a
50/50 added mix translates to a 20% stream
count gain. However, seeing that our CBR
hard-to-easy ratio is closer to 2.6:1, instead
of 1.5:1, Table 1 instead becomes Table 4
below.

Going from 50/50 existing, to adding 50/50
with the savings from CBR, we in fact
would expect 44% gain, for a total of 5.8

streams — nearly 6 streams. Of course 6
streams means adding two more, as this
simulation has shown to be accurate.
Looked at another way, the precisely 50/50
new stream case occurs when the existing
ratio is somewhere between a 50/50 and
60/40 hard-to-easy ratio.

Finally, consider the case of only low action
HD. The model uses the relevant subset of
the HD traces used in [2], plus some not
previously used traces to build up enough
low-complexity content to fill a channel.
Table 5 shows the line-up used for this
example.

Table 4 — Efficiency Gain, HD — Two Video Classes Example

Added Existing Programming Mix

Programming Mix] 70/30 60/40 50/50 40/60 30/70

" 70/30 | 74.6% | 64.0% | 53.3% | 42.6% | 32.0%

60/40| 67.4% 57.8% 48.2% 38.5% 28.9%

50/50] 61.5% 52.7% 43.9% 35.2% 26.4%

40/60 | 56.5% 48.5% 40.4% 32.3% 24.2%

30/70| 52.3% 44.8% 37.4% 29.9% 22.4%

"Easy" = 3.7 Mbps
"Hard" = 9.5 Mbps
Table5—Low Action HD Line-up
Mean Rate (Mbps) | Peak Rate (Mbps)

13hd (Motorola trace) / trace 1 3.53 4.68
06hd (Motorola trace) / trace 3 4.20 4.44
Mars —segment 1 / trace 6 3.46 12.72
Horizon — segment 1 / trace 11 1.64 5.63
Horizon — segment 2 / trace 12 1.55 2.93
Horizon — segment 3 / trace 13 1.57 2.77
Horizon — segment 4 / trace 14 1.50 6.52
Blueplanet — segment 1 / trace 51 1.7 12.2
Blueplanet — segment 2 / trace 52 1.9 8.01
Blueplanet — segment 3 / trace 53 2.03 9.64
Blueplanet — segment 4 / trace 54 2.18 7.18
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In this case, 10 HD programs were able to
be multiplexed in a single QAM channel,
and an 11" channel is nearly able to be
added. Drop-free transmission was possible
for 11 channels, but only if the CPE buffer
was allowed to exceed the maximum
allowed by our definition (500 msec) at
750 msec. However, with bit rate capping at
7Mbps (4 traces impacted, 2 with
reservations), the buffer was able to be held
within 500 msec. Mitigation of the peak
excursions is shown in Figure 6.
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Figure 6 — Impact of Capping on Peak
Excursions

A simple comparison to Table 1 and Table 4
can be made without creating a new table of
possibilities. For 100% hard content, as
discussed, we have four programs. If “easy”
programs are 2.6 times as efficient, then we
should have 2.6 times as many programs, or
4 x 2.6 = 10.4 programs, when all HD is low
action. Indeed, we have shown that 10
streams are obtained, and almost 11.

On a broader basis, the ability to stream
anywhere from 4 to 10 HD channels on a
single QAM, depending on content type,
again points out the high dependency of
bandwidth efficiency to content type. The
observed gains vary from -33% to +67%

stream count efficiency if we consider as the
baseline the mix of 6 HD streams, and
consider that 4 streams fit when content is
all high action, and 10 streams fit when the
content is all low action.

CMTS Configuration for Video Traffic

It has been discussed often how video traffic
characteristics differ in important ways than
web browsing traffic. In general, video
traffic is characterized by longer packet
sizes and a more consistent rate of arrival.
As such, the way a CMTS is configured for
a voice + data mix is sub-optimal for how it
might be configured in video-only mode.
However, video frame size statistics are very
complex, and video is much less tolerant of
any issues in delivery. A mixture of video,
voice, and data would be more complex still.

For modeling purposes, we will again
consider the simple case at this point —
assume that a four channel-bonded
downstream is supporting video traffic only,
a likely scenario initially for an MSO rolling
out a managed IPTV service. The two
primary mechanisms of packet drop are
overflowing the transmit buffer, and excess
delay that does not support buffer margin
allocated on the receive side. Delay in the
transmit buffer that is nearing the limit of
time-to-live (TTL), and is determined
unlikely to make it to the CPE in time, can
also be dropped so other packets can be
serviced, creating a secondary transmit-side
packet loss scenario.

We choose the HD-only program line-up
shown in Table 6, consisting again of
segments of the trace library in [4] and
Motorola-created segments. Some of the
streams encodings are SVC, in order that the
downstream channel would be filled at or
close to its expected utilization for
comparison and statistical purposes.
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Table6 —HD Streams on DOCSI S 3.0 Downstream

Mean Rate (Mbps) | Peak Rate (Mbps)
13hd (Motorola trace) 3.53 4.68
05hd (Motorola trace) 9.64 15.25
06hd (Motorola trace) 4.20 4.44
sony720 GI12B2FxT22 6.50 13.87
Mars —segment 1 3.46 12.72
Mars — segment 2 5.02 20.94
Mars — segment 3 6.25 16.20
Mars — segment 4 5.11 12.45
T2720 G12B2FxT22 5.43 12.04
Horizon — segment 1 1.64 5.63
Horizon — segment 2 1.55 2.93
Horizon — segment 3 1.57 2.77
Horizon — segment 4 1.50 6.52
Blueplanet1080 G16B3c — segment 1 2.98 6.83
Blueplanet1080 G16B3c¢ — segment 4 4.68 17.7
Blueplanet1080 G16B3c— segment 3 5.26 13.3
Blueplanet1080 G16B3c — segment 2 5.28 11.98
Transporter2 1080 G16B3c — segment 1 10.24 29.84

This mix fits comfortably in the DOCSIS
3.0 channel with no packet loss issues, using
a CPE buffer size of 300 msec. A buffer
size of 200 msec works if rates are capped at
22 Mbps, which impacts only the extremely
dynamic Transporter 2 clip. While the vast
majority of the time there is acceptable
delay to the end user (we do not account for
phy layer delay in our simulations), a
portion of the aggregate traffic experiences a
spike that dominates network performance
during our 5-minute segment. The average
transport packet delay experienced at this
peak of the aggregate transmission burst is
about 160 msec, and thus the reason the
buffer size moving from 200 msec to
300 msec can make a difference. The rest of
the sequence generally stays below 40 msec.

Rate Limiter Adjustments & Peak
Bursts

In order not to vary CPE buffer size, which
may exist in the field or be otherwise fixed
due to memory limitations (such as to

200 msec), we can alternatively modify
configuration parameters of the CMTS to
accommodate the expected increase in burst
size of video frames and avoid packet loss.
The model also allows us to see what
happens as streams align themselves
unfavorably — peak bursts aligned — such
that even this modest traffic load from a
utilization standpoint (about 54%) can
encounter congestions. We can then
compare with tools available to mitigate this
scenario. Let’s examine these two scenarios.

Figure 7 shows two cases of traffic injection.
On the left is aggregate injected traffic
aligned through just the random time
selection of segments from the library,
versus on the right where they are slid
around to create the most stressful network
condition at roughly the 4.5 minute mark.
The right-hand side of Figure 7, where the
peaking is deliberately aligned, also shows
the received aggregate traffic, pointing out
the region of a lost burst of packets.
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Figure 7 — Injected Traffic— Random (L) and Misaligned (R)

Now consider Figure 8, which shows the
worst case packet delay observed between
the two cases of stream alignment. In the
top figure, we have increased an internal rate
limiting function to provide a higher peak,
so as to not allow a large burst to hit a stop
sign on the way to the scheduler, meaning
less opportunity for a large frame to be
truncated. The result is that the maximum
delay is dropped to about 65 msec (from the
160 msec avg in the section introduction).

In the lower figure of Figure 8, it is
immediately obvious why this scenario
could cause packet loss. We see delay
exceeding at least 400 msec at the peak burst,
even though the bulk of the time the network
delay performance is quite sufficient. As
would be expected given the perfect
misalignment, a spike of traffic at the 4.5
minute mark is the cause of congestion and
loss. While this example was deliberate
misalignment, it was done to replicate a
potentially realistic scenario for unmanaged
streams, given that these are only five
minute segments. Such a scenario becomes
statistically more likely when the five
minute span is scaled over by long periods
of time and content mixes.

Quantum & A-Priori Knowledge

Another scheduler parameter that can be
used to take advantage of the more
predictable range of input traffic from video
is the round robin quantum. In addition,
some knowledge about the stream, either as
a stored asset or gathered in near-real time,
can be used to manage congestion and
performance. We examine these cases here.

Figure 9 shows a comparison of increasing
the quantum from several maximum
Ethernet frames to the order of 100 Kbytes.
The latter reduces the maximum observed
delay, the important parameter in order that
we do not drain buffers and ultimately starve
decoders, by about 33%. This quantum size
is enabled by the single class of service,
which is also supporting only a single
service type. Thus, only rounds of service
are lost at the benefit of a high probability of
fully servicing. But, as a single class and
service type, there is decreased concern for
the unfairness this can cause to smaller
bursts. The former (the top half of Figure 9)
results in a maximum observed delay of
almost 100 msec, compared to about
65 msec when anticipating video-only traffic.
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Figure 8 — Packet Delay — Decreased Rate Limiting (T) and Misaligned (B)
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Figure 9 — Packet Delay vs Quantum: Scaled to E-net Frame vs Video Frame

Ideally, video streams would be
accompanied by an array of metadata
advertising their statistics. And, for stored
assets, there is nothing in principle from
comprehensively characterizing a stream
statistically. However, the statistical
variation for video from stream to stream
and within a stream is large, and aggregation
allows the law of large numbers to come
into play. Thus, the added complexity
beyond first and second order moments is
typically not undertaken.

Some simple constraints, such as maximum
size frame and peak arrival rates, can go a
long way towards a deterministic network
response  (or more  accurately a
deterministically bounded response), if the
constraints themselves can be guaranteed —
which is a big “if.” An example is shown in

Figure 10, where we have added to network
stress by once again choosing the worst case
alignment of streams shown in Figure 7 (R)
and Figure 8 (B). Though phase aligned for
peaks, we have in this case capped the
maximum frame size, set the quantum
according to it, and assumed that we know
the servicing rate (internal) and arrival rates
(external). With that set of constraints, the
delay becomes an arithmetic problem. That
is, if we know how large the packets can be,
how frequently they arrive, and how quickly
we can service them, it is straightforward to
calculate what’s in a queue and the delay in
servicing that queue, which is key to
delivering on time and under budget.
Figure 10 shows the precision for which we
can assure a particular behavior under a set
of assured constraints for a simulated and
calculated queue size.
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Admission Parameters - Summary

The ability to calculate queue size and delay
from a-priori knowledge of the traffic
statistics, versus knowing it with statistical
confidence, is the difference between
assured delivery on admission control
decisions based on known delay bounds, and
decision with some probabilistic confidence
level. In the latter case, where the statistics
are not assured, the more confidence is
desired, the lower the efficiency of channel
utilization will be. CMTS scheduling, and
in particular HPRR scheduling [5], offer
means to increase the confidence level of the

statistical assurances, by supporting a best
effort queue when the flow specification
constraints are exceeded by a video stream.
When servicing the excess video through a
default queue, the relative delay will be
impacted and be unpredictable, particularly
if HSD services are added to the mix, adding
stress to meeting the CPE delivery interval.
However, the overflow queue provides an
opportunity to successfully deliver packets
that may otherwise be dropped when the
statistics of the incoming streams cannot be
assured.

We have quantified and simulated how
maximum rate limiters, quanta, time-to-live
counters [2], and (not shown here) minimum
reserved rates can be combined with traffic
characteristics  to  simulate  network
performance and result in quantifiable end-
to-end network behavior. The multiple
permutations of these relationships can be
used to guide admission control decisions
based on anticipating the impact of a new
flow. While admission decisions have not
been reduced it to a closed form expression
— more of a multi-dimensional look-up table
— the makings of the algorithm are as
follows: calculate stats and existing
workload, evaluate delay bounds/adjust,
admit/deny/redirect source. The “redirect”
step applies to the upcoming section
introducing adaptive streaming into the
model. Clearly, the more stream
knowledge available a-priori or estimated
directly the better, to the point of
deterministic behavior for truly known
statistics. Completely unknown inputs leave
only mathematical characterization of how
MPEG-4 AVC streams behave, as described
in [2]. Unfortunately, this leaves a huge and
impractical statistical range to accommodate.
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Introducing Adaptive Streaming

The inclusion of adaptive technology as an
emerging I[P video tool promises new
flexibility through a forgiving answer to the
difficult yes/no admission problem, by
serving up an answer that, instead of “No,”
can instead be “Yes, if....” We now take a
closer look at how adaptive streaming
technology influences IP video streams by
incorporating a simple version into the
model.

Consider a simple adaptive streaming model,
where we are able to rate adjust the video, in
this case using two different quantization
levels. The basics of adaptive streaming,
and in particular how it fits within the cable
industry, are described in [3]. The stream
multiplex is the same 18 HD VBR multiplex
used in Table 6, using a four channel bonded
DOCSIS 3.0 downstream. Note once again
that the stream library used [4] is described
in [2], and offers multiple format and
encoding types to choose from.  One
particular video stream, a clip from
Transporter 2, has a peak transmission rate

of nearly 30 Mbps for high quality (high
Peak Signal-to-Noise Ratio, or PSNR) as
shown in Figure 11 (Q = 22), and higher still
for even finer quantization.

Figure 12 shows the aggregate sent and
received traffic with and without the
adaptive mode turned on. Note how the
initiation of the adaptive mode mitigates the
peak burst that must be handled, reducing
the “sent” volume. The resulting received
traffic sequence now precisely follows the
sent pattern through the now-reduced peak
excursions. Note that a scale change of y-
axis was used to expand on the tracking of
the burst peak in the 250-265 sec range. A
graphic artifact of the scale change is the
ability to identify both sent and received
flows on the “Adaptive” figure in red and
blue, whereas on the wider, “No Adaptive”
scale where there is overlap, the “received”
traffic becomes hidden behind “sent” where
they track.
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Figure 11 —Bit Rate vs QP for Transporter 2 Clip
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The experience for the individual user
watching Transporter 2 is shown in
Figure 13. (Editorial note — observing these
bit rate plots of Transporter 2 is actually
more entertaining than watching
Transporter 2). The user suffers temporary
picture loss during 250-265 and 282-297 sec
time periods, identified by the top figure of
Figure 13. We can estimate from Figure 11
that the latter period is likely not due to his
or her movie, but instead likely due to peaks
associated with others in the multiplex.

On the other hand, when adaptive streaming
is turned on, the video server changes gears
and sends a lower rate video clip than the

primary stream. In this case, an encoding at
Q 28 versus Q 22 is used. The resulting
ability of the received traffic of the end user
to follow the adaptive sent stream is shown
in Figure 13, lower figure. The end-to-end
packet delay is also lowered 22% compared
to the non-adaptive case. The significance
of this decrease is that it is another degree of
freedom in system design — the trade-off of
adaptive rates, or essentially transient video
quality variation, in exchange for shorter
buffers on the CPE side. In this example, a
400 msec buffer could have been reduced to
nearly 300 msec. This can in turn translate
to better user response for IPTV channel
change.
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VIDEO QoE WITH ERRORS

In the above simulations and the prior
results referenced, different content types,
formats, network variables, and technologies
were permutated to understand the trade-offs
involved in delivering low or no packet drop
video service to IPTV users. Setting a drop
threshold (1e-6), the assumption is that this
threshold was chosen low enough to enable
reasonable recovery mechanisms to handle
clean-up. In the case of buffer size variation,
500 msec was assumed to be the maximum
of what could be considered tolerable given
system responsiveness needs. It should be
noted that buffer sizes in terms of time
translate to different memory sizes for
different content types.

This section deals with the fallout of
imperfect IPTV delivery when errors and
drops ensue. We evaluate at the bit, byte,
and packet level, where the latter would be
the likely manifestation of congestion-
oriented errors, and the former physical
layer oriented. The byte error case can go
either way, depending on other variables.

The current video delivery architecture,
based on constant bit rate (CBR) streams
encoded in MPEG-2, and using MPEG-2 TS
over QAM transport, has some important
operational advantages:

1) Simple traffic engineering and
bandwidth management (CBR)

2) Low transmission errors (256-QAM)

3) Error resiliency (ITU J.83 encoded)

4) Assured  timing/synch control
(MPEG-2 TS)

For IP delivery, the advantage of a robust
downstream  physical layer remains.
However, as has been discussed, bandwidth
management aspects and timing assurances
become more complex because of the use of
VBR delivery, the dynamics of IP
scheduling mechanisms designed for HSD,
and the statistical probability of congestion
that is not a component of existing video
delivery.

To underscore the intolerance of video to
transmission errors and packet drops, for
which IP impairment mechanism would be
randomized and potentially very harsh, a
series of tests were performed whereby bit
errors, byte errors, and transport packet loss
was introduced into MPEG-2 and MPEG-4
video streams to observe how the displayed
stream reacts.  The impairments were
introduced at steadily increasing rates and/or
magnitudes. Subjective assessments were
made by deliberately untrained eyes (not
Video Quality (VQ) engineers) to better
represent an average viewer experience. We
do not proclaim equivalence to mean
opinion score (MOS) levels of confidence,
but the goal was to be more aligned with the
home experience rather than the lab “find-
the-irregularity” experience. A good lesson
learned is never watch TV with a VQ
engineer if you want to enjoy a program —
they will find things that only Steve Austin
(Google it, post baby-boomers) would
otherwise identify.

Figure 14 shows a block diagram of the test
setup.
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Testing of digital video artifacts as a
function of link quality and impairments
exists throughout the technical literature.
The results discussed here are not meant to
recreate years of prior evaluations, but are
primarily to provide a basis of observed
actual content consistent with the mix and
approach used in the simulations for
comparison.

In addition, MPEG-4 part 10 encoding,
while deployed in telco IPTV architectures,
is still relatively early on the learning curve,
and has evolved even since current
deployments. Thus, any new insight
observed adds to the growing library of
experience with this standard.

Finally, some of the analysis tools, such as
the latest revision of the Symmetricom
PQoS video software analysis tool used, are
also relatively new.  Observations and
results based on this tool thus offer
potentially new data points in the
continually evolving arena of subjective
video quality analysis.

In addition to periodic packet dropping
identified in Figure 14, implemented using

the IneoQuest Singulus G1-T, the device
also includes a test mode for rate reduction
via dropping by hard peak capping. Though
not described herein, this mode is an
insightful complement to the testing
described above, and represents the starkest
possible contrast to the kind of intelligent
rate control used by encoders, whose job is
to maximize video quality at a particular bit
rate allocation. Between the un-informed
effects of IP video congestion delay, error,
and bandwidth constraints, and VQ-based
rate control, we have the ability to compare
the best case and worst case ends of the
impairment effect spectrum.

Bit and Byte Errors

Because of logistical constraints in the
laboratory and VQ analysis tool, only
MPEG-2 encoded content was available for
the bit and byte error assessments. For
MPEG-4 encoding, there are two obvious
variables in play with respect to how it
would compare, relatively speaking:

1) MPEG-4 is roughly one-half the bit
rate on average, and higher in peak-
to-average.  Therefore, the same
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periodicity of errors will effect twice
as much, or nearly so, of the content
from a time of occurrence and % of
errors perspective

2) MPEG-4 has additional sophisticated
filtering mechanisms design to
reduce blur, halo, motion, and edge
effects of  block  transform
compression techniques. It is likely
that these filters would act to
positively impact potential artifacts
(i.e. help to conceal them).

No further research (literary or test) was
investigated as to whether, or under what
conditions, these two factors cancel one
another, or if one carries more weight.

Table 7 describes qualitatively the results of
creating bit and byte errors for two types
each of selected news-like and sports
content using MPEG-2 encoded 720p HD.

For these streams, it is straightforward to
observe from Table 7 that once bit or byte
error rates stay below the le-6 range,
viewing is unimpaired. Of course, bit
transmission errors of this order and at least
a couple orders of magnitude lower are
generally well handled by FEC, particularly
errors of the random type. When the effect

of FEC is included, relatively graceful
degradation such as observed in Table 7
gives way to perfect-or-objectionable, due to
the nature of the FEC function. While FEC
adds dBs of margin at a given error rate, it
does so while steepening the error rate curve
as a function of SNR.

For example, without FEC, a 1024-QAM
downstream needs about 40 dB to achieve
le-8 error rate. Referencing the “artifact-
free” case from Table 7, it can achieve 1e-6
at about 38.2 dB, or about 2 dB lower. For
an FEC applied that offered 3 dB of coding
gain at le-6 (35.2 dB SNR required), we
might find that the 1e-8 is achieved post-
error correction at 35.7 dB, or a half dB
different. The exact amount would vary by
FEC architecture, but this represents the
“steepness” effect. No specific architecture
was called out here, because it is likely that
when 1024-QAM arrives, there will be
much discussion around deploying newer
FEC structures than the now-dated ITU J.83
standard, such as newer low-density parity
check codes (LDPC codes).

Table 7 —Bit & Byte QoE on MPEG-2 Encoded Content Types

Content Type

Bit Errors - One Per

N Packets "Easy" = News

"Hard" = Basketball

N =100 Multiple simultaneous line and small block artifacts, constant Multiple simultaneous line and small block artifacts, constant

N = 1000 Same as N =100, just lesser in quantity, constant Same as N =100, just lesser in quantity, constant

N = 10,000 Same effect as N =100,1000 but at roughly 5 sec intervals Same effect as N =100,1000 at -5 sec intervals, less obvious (masked)
N = 100,000 One or two small block artifacts (mostly) per minute None observed

N = 1,000,000 Nothing observed Nothing observed

Byte Errors - One

Per N Packets "Easy"” = News

"Hard” = Basketball

N =100 Same effect as N =100 "bits," aggravated occasional near break-up Same effect as N =100 "bits," aggravated occasional near break-up
N=1000 Same effect as N = 1000 "bits," increase in block errors vs lines Same effect as N = 1000 "bits"

N=10,000 Same effect as N = 10,000, more often ~ every 2-3 seconds Line artifacts observed every few seconds

N = 100,000 Line and small block artifacts every 15-30 seconds One or two line artifacts per minute observed

N = 1,000,000 Nothing observed Nothing observed
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Byte errors stress the burst correction and
interleaving elements of the receiver
processing.  Although in this testing we
corrupted one byte at a time, multiple or
consecutive byte error testing may be
required to more finely define a threshold
for impairments with this type of impact.
Typically, error mechanisms are likely to be
plant transient effects such as impulses of
interference, power related spikes, or
equipment malfunction anyplace there is
electronics connected to the coax network.
For the most part, byte errors acted like a
worsened case of the same bit error rate, as
might be expected. In the poorer cases of
byte error frequency, another difference was
that byte errors have a probability of
resulting in a complete display break-up
through overwhelming of the decoder’s
ability to make sense of the incoming
information and effectively undo the
encoding process.

An important phenomenon associated with
the  differences  between  objective
measurement and perceptual experience is
also apparent in the above table. That is,
spot “popcorn” pixilation is more easily
masked in some types of complex scenes.
An “average viewer” would identify with
three key elements on the screen that
contribute to complexity:

1) Block-to-block detail granularity
2) High contrast sharp edges
3) Speed of motion

The first item above has the positive
perceptual tendency of masking small
macro-blocking when the brain is not
expecting a pattern in the detail. In the
sporting sense, the obvious example is
crowd scenes, and even more so in panning
crowd scenes as balls, pucks and athletes go
past noise-like spectator backgrounds. As
has been perceptually discovered over an

over, people are wired to identify with
patterns associated with prior experience,
such as details in the action on the field,
floor, or ice. Without a pattern to attract
attention, fewer disturbances will be
recognized. A second contributor to a better
perception in this case is simply that the
focus is on the match or game most of the
time, not the spectators. This explains the
better perception of more difficult content in
the error injection tests in Table 7..

The part that suffers in the above example of
high  complexity is  motion-related
degradation. This tends to be associated,
however, with constrained bit rate and
infrequent packet loss, rather than the block
and line pixelation associated with bit and
byte errors. Note, however, that low motion
scenes of great detail — also tested but not
shown in Table 6 — where patterns are
expected will get perceived differently than
“noisy” detail. Examples are backdrops that
involve high structure and high detail, such
as cityscape or broad landscape scenes, or
multitudes of faces at non-anonymous depth.
In these cases, a perceptual expectation of
detail is a prevailing factor.

Packet Drops — Effects & Recovery

Packet drops — MPEG or (worse) IP — show
the intolerance of video delivery to packet
loss. In doing so, it identifies the need for
packet recovery mechanism when delivery
cannot be deterministically assured, as is
typically the case for IP data delivery.

Repeated Packet Drops

Table 8 describes qualitatively and
quantitatively the packet dropping results of
interrupting  MPEG-4 AVC  encoded
Ethernet/IPv4/UDP transmissions of 720p
HD content.
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Table 8 — Packet L oss Impacts on MPEG-4 720p HD Streams

Content Type

Packet Drops - One Per N

Packets "Easy" = News "Hard"” = Basketball

N=10 Freeze with no recovery

N =100 Freeze with no recovery

N = 1000 Frames update every 1-2 sec SAM E AS “ EASY” CONTENT
N = 15,000 Freeze every ~5 sec with restart

N= 10,000 Momentary freeze every ~7-8 sec

One-Time Drop of N

Packets "Easy" = News "Hard"” = Basketball

N=1 Macro-blocking and/or momentary freeze Momentary freeze (no observed blocking)
N=10 Momentary freeze Momentary freeze

N =100 Momentary freeze Momentary freeze 8& sometimes artifacts on recovery
N = 1,000 1-2 Second freeze 1-2 Second freeze

N = 10,000 8-10 Second freeze 8-10 Second freeze

Repetitive (in this case with statistical
regularity) packet loss creates frozen screens
without recovery in the worst case, and
periodic freezes of video in the best case —
both clearly objectionable, in particular at
the rates evaluated here. While unlikely, the
repetitive case is valuable to observe in test
because it ensures that we are statistically
likely to encounter the effect of deleting an
I-Frame. Loss of an I-frame certainly makes
for more difficult recovery. In addition,
while they represent a minority of the
frames, I-frames could tend to Dbe
overrepresented as cases that cause
congestion because of they are inherently
larger than B and P frames.

Observing the impact given by the top-half
of Table 8 gives a sense of the load that
would need to be handled by an error
mitigation mechanism, such as packet
retransmission, due to link or routing related
loss, going as low in this case of 1e-5 packet
loss rate. Using a logical extrapolation
from le-3 through le-5 effects, we would
anticipate a momentary freeze on the order
of a minute, give or take, for a le-6 case.
Scaled by the user base served by an access
device and/or servicing cache, this translates
to some scale of processing load, memory,
and signaling to manage for using packet
recovery as part of a congestion
management subsystem. This case (action

every minute) would be the relevant
relationship for an IP video system
engineered based on the packet loss
threshold defined in the simulations.

Single Burst of Packet Drops

The case of congestion based errors due to
excess delay is more likely to lead to a series
of packets being lost. Since behavior given
a series of lost packets is important to
understand, the bottom half of Table 8
shows the decoder recovery response when a
one-time burst occurs that interrupts a
packet sequence, varying in size from one to
10,000 packets. From 1-100 lost packets,
the decoder recovery is roughly the same —
instantaneous — following a momentary
screen freeze.  Nonetheless, this is an
unacceptable experience, but also one likely
every digital TV consumer has experienced.
(Ironically, this happened to me just last
evening watching from my DVR an
excellent Episode 7 of the final season of
“Lost.” Unfortunately, the TiVo DVR in the
middle muddies the water as to possible
causes.)

Beyond the momentary freeze of relatively
low loss events, momentary freezes become
seconds of frozen screen when 1000 packets
are dropped. Our simulations show that an
unmanaged VBR congestion peak can create
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a sequence of drops on the order of 100’s
and in some cases 1000’s. These larger
sequences of lost packets, again multiplied
by the scale of the user base accessing the
recovery mechanism, are again indicative of
the order of memory, control, and network
bandwidth necessary to create effective
packet recovery.

There are similar, albeit less apparent,
content based differences as a function of
the size of the dropped sequence. For a
small enough sequence of packet drops, the
less likely case for network related condition,
we see in Table 8 again that the complexity
level contributes to some masking of the
blocking effects of the decoder upon
recovery. In contrast, as the burst event size
increased to N=100, the complexity of the
scene — in particular the motion complexity
— created added stress on the decoder to
recover with the fidelity of the Ilow-
complexity news content.

Video Rate Reduction

As previously described, a basic principle of
video encoding is to maximize the quality
for a given allowable bit rate of delivery.
The science and literature is rich with
objective and subjective analysis of the
multiple variables in play to achieving this,
and encoder manufacturers spend time and
effort developing solutions that continue to
optimize these relationships. In all cases, it
is a basic premise to deliver optimal
perceived quality (a subject all to its own) at
minimum bit rate, which results in VBR
streams at a given pre-determined quality.

Now, with the information available to
encoders as part of the compression
algorithm process — real-time knowledge of
scene complexity — the reverse relationship
can also be explored. That is, rather than
starting with defining a desired level of

quality, a given available bit rate can be the
independent variable, from which an
optimum perceived output can be derived.
This basic premise is at the heart of adaptive
streaming protocols aimed at improving the
experience of Internet video — and more
broadly video over IP in general. While our
network  simulations implement hard
capping (i.e. network simulation tools pay
attention to link and packet level
performance, not video quality) capped
VBR conclusions drawn in the simulations
to ensure network performance would be
applied with awareness just as in the
adaptive case, as long as we can assure that
a reasonable video quality is achievable
within the capping limit defined. In the
network modeling world, this correlates to
ensuring a cap that is a reasonable rate
reduction as a percentage of the peak.

CONCLUSION

Delivering video over DOCSIS, with the
same QoE or better, as the existing MPEG-2
TS based infrastructure is critical for a
successful transition of services. However,
IP traffic has historically always been
limited in its ability to provide deterministic
delivery guarantees. Data and voice
services, to an extent, are robust to some
subset of the potential obstacles. Video is
robust to none of them. There are some
positives compared to voice service — the
most notable exceptions being a pure latency
advantage (less sensitive) and some added
flexibility in dealing with jitter. These come
at orders of magnitude differences in service
processing bandwidth, however.

We have looked at an array of variables
associated with IPTV delivery as the traffic
engineering of this architecture begins to
take shape. In particular, we observed once
again the strong content dependence of
video streams on the bandwidth efficiencies.
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In addition to the external variables such as
CPE buffer size, packet error metrics, and
peak-rate capping, we took advantage of
some predictability in a video-only service
class configuration to see how making use
of some of the basics of video packets
translates into better network performance.
We added adaptive capability to the
simulation and observed how this enabled
dynamic traffic injection to be more ably
followed, packet-for-packet, at the CPE,
with no information loss.  Finally, we
recognized that network simulations
gathering numbers do not capture perceptual
video effects. Thus, using a similar content
mix basis, we took a look at what error and
loss mechanisms mean to end user QoE, and
how packet loss translates to display and
recovery times. This information estimates
the scale of the problem for a suitable packet
recovery mechanism as a function of a range
of packet loss rates and sizes.

Most importantly, we have further
developed a very robust model that can be
used to comprehensively understand all
aspects of DOCSIS delivery of video
services, and additionally can be used to
evaluate performance for converged services
over bonded DOCSIS 3.0 downstreams.
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Abstract

Power starvation of DOCSIS client devices
is a serious problem caused by the insertion
of a large number of RF splitters within the
subscriber’s home coaxial network. This
condition introduces significant attenuation in
both the US and DS directions, causing the
power-starved  devices to suffer from
degraded performance and service.

Several solutions that address this problem
already exist. However, these solutions are
either suboptimal or impractical. We propose
a novel solution based on dynamic steering of
power-starved devices that does not suffer
from any of the drawbacks found in the
existing solutions.

INTRODUCTION

Since Multiple Service Operators (MSOs)
offer various services over the Hybrid-Fiber
Coaxial (HFC) network, subscribers tend to
have multiple devices in their homes,
including Cable Modems (CMs), DOCSIS®
Set-top Gateway Set-top Boxes (DSG STBs),
Multimedia Terminal Adaptors (MTAs), etc.
As subscribers decide to expand their cable
access to multiple devices and rooms within
their houses, it is common for many new
Radio Frequency (RF) splitters to be added
within the home coaxial distribution network.
This practice can lead undesirable “power
starvation” for the devices receiving signals
that are passed through these many RF
splitters. Power starvation of devices presents
challenging problems for MSOs as they strive
to offer good Quality of Experience (QoE)
service to their subscribers.

Multiple existing solutions to address the
above problem are listed in this paper. While

these solutions can overcome the problem of
power starvation, some of them suffer from
serious limitations that make them expensive,
suboptimal, or impractical. We propose a
novel solution, which does not suffer from
any of the limitations present in the existing
solutions.

WHAT IS POWER STARVATION?

In this section, the power starvation
condition is defined and described. Let us
start with a normal and operational scenario
where all subscribers’ devices (CMs, DSG-
STBs, or MTAs) are placed behind a small
number of RF splitters as shown in Fig. 1.

Desired Rx signal power Level: 0dBmV
US1: ATDMA, 6.4MHz, QAM&4
US2: ATDMA, 6.4MHz, QAM32

CM1

| . [— ) -
RF Splitter

v

K
Y
hd
9] 9]
.z .g .
[¥5] %]

[I:I]=
11

W

Figure 1. An operational Scenario, where 3 CMs are
connected to a CMTS via 4 DS channels and 2 US
channels.
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All CMs are using Upstream Channel 1
(US1). There is a single RF splitter in the
house 1 and no splitters in houses 2 and 3.
The CMTS is configured with a receive signal
power level of 0 dBmV.

In Fig. 1, we use CMs for illustration
purposes while keeping in mind that the
discussion also applies to DSG-STBs and
MTAs. Herein, we assume that the distance
between the CMs and the Cable Modem
Termination System (CMTS) is small such
that the receive signal power level is
acceptable for all CMs when the number of
RF splitters installed within each house is
small. To simplify the discussion, we also
assume that the houses are in close proximity
to each other such that the propagation loss
between these different houses is negligible.

Figure 1 shows that there is a single RF
splitter inside house 1, while no splitters are
introduced in the houses of the 2nd and 3rd
subscribers. Observe that RF splitters not only
introduce loss in the Downstream (DS)
direction, but also in the Upstream (US)
direction. In Fig. 1, we assume that there are
two US channels configured on the CMTS
and all CMs are using a single US channel.
The two US channels are configured in the
following fashion:

US1: ATDMA channel with 6.4 MHz
Bandwidth and Quadrature = Amplitude
Modulation (QAM) 64

US2: ATDMA channel with 6.4 MHz
Bandwidth and QAM 32.

All CMs are assumed to be using the US
channel labeled USI.

During the ranging process, the CMTS
instructs all CMs to adjust their Transmit
signal power levels such that their signals
arrive at the CMTS at the desired Receive
signal power level, which is configured on the

CMTS (0 dBmV in this example). This is
shown in Fig. 2(a).

In Fig. 2(a), different CMs have adjusted
their Transmit signal power level to
compensate for the loss between them and the
CMTS. We observe that CM1 is sending at
higher signal level than that of CM2 and CM3
to compensate for the extra loss introduced by
the RF splitter in house 1. In Fig. 2(b), all
CMs are hitting the CMTS at roughly the
same Receive signal power level. Assuming
that there is no channel distortion, all CMs
will have comparable Signal-to-Noise Ratio
(SNR) values, as depicted in Fig. 2(c),
because: 1) All CMs have comparable
Receive signal power levels, and 2) The noise
level experienced by all receive signals at the
CMTS port is identical. Finally, Fig. 2(d)
shows that all CMs have good performance
because their operating points are well below
the maximum acceptable Packet Error Rate
(PER) value.

Next, we consider the more interesting
scenario of power starvation. Assume that the
subscriber that owns CM2 introduces two RF
splitters on the cable before feeding it to
CM2. Consequently, the CMTS will ask
CM2 to increase its transmit signal power
level such that the receive signal power level
at the CMTS equals the desired value of 0
dBmV. CM2 responds by increasing its
transmit signal power level and hits the
CMTS at 0 dBmV. Assuming that the noise
level did not change, observe that while the
transmit signal power level is higher than the
value in the operational scenario for CM2, the
receive signal power level and SNR values are
still similar to the corresponding values in the
operational case. This is shown in Fig. 3,
where CM2 is still operational with good
service since its operating point is well below
the maximum acceptable PER value.
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Figure 2. Different curves corresponding to the scenario in Fig. 1. (a) All CMs adjust their transmit signal
power level differently to compensate for the attenuation along their way such that their signals hit the CMTS at
0dBmV. While CM2 and CM3 have comparable transmit levels, CM1 has a higher transmit power level to
accommodate for the splitter loss. (b) The receive signal power level of all CMs is roughly equal to the desired
level of 0 dBmV. (c) All CMs have high SNR values. (d) PER vs. SNR curve showing all CMs have large SNR
values and therefore low PER values (below the maximum acceptable limit).
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Figure 3. Different curves corresponding to the scenario in Fig. 1 but with 2 RF splitters added along the path of
CM2. (a) CM2 increased its transmit signal power level to compensate for the loss introduced by the two
splitters. (b) The receive signal power level of all CMs is roughly equal to the desired level of 0 dBmV. (c) All
CMs have high SNR values. (d) PER vs. SNR curve showing all CMs have large SNR values and therefore low
PER values (below the maximum acceptable limit).
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Now, what happens if the subscriber that
owns CM2 introduces a third RF splitter along
the way, which will further increase the
attenuation of RF signals that propagate over
the cable. Once the CMTS measures a
reduced received signal power level, it runs
over the usual behavior of instructing the CM
to increase its transmit signal power level
such that the receive signal power level at the
CMTS equals the desired value of 0 dBmV.
As CM2 tries to increase its transmit signal
power level to satisfy the CMTS’s request, it
eventually gets blocked by its own limitation
to increase the level because every CM has a
maximum permitted limit for the transmit
power level (e.g., 58dBmV for QPSK,
54dBmV for QAM32, see Table 6-6 in [1] for
more details.) This causes the receive signal
power level of CM2 at the CMTS to be less
than the desired value of 0 dBmV and

therefore CM2 will experience a SNR value
that is less than the SNR values of all other
CMs on that US channel. Observe from Fig.
4 that all CMs on the US channel obtain good
service except for CM2, which has some
performance issues as seen from the PER vs.
SNR curve. We refer to CM2 as a “power-
starved” CM because it increased its transmit
power level to its maximum level and yet was
not able to hit the CMTS with the desired
receive signal power level. Observe that the
SNR value that belongs to a power-starved
CM can be much lower than the average
CM’s SNR on that US channel.

CM Transmit Power @ CM
54 dBmV

(Max Level)

/ PER

Acceptable
Level ~ TN

cM2

US1: ATDMA, 6.4MHz, QAMé&4 ! ’_‘ >
US2: ATDMA, 6.4MHz, QAM32 CM1 CM2 CM3

CM1,CM3

(a)

CM Receive Power @ CMTS

0dBmV _

(Desired LE‘JE[I"“ﬂ-_"i-__--ﬂ_-
YR CM 3
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CMm2

N ARC,

CM SNR @ CMTS
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Figure 4. Different curves corresponding to the scenario in Fig. 1 but with 3 RF splitters added along the path of
CM2. (a) CM2 increased its transmit signal power level to compensate for the loss introduced by the 3 splitters.
However, it got clipped by the maximum limit that CM2 can transmit (54 dBmV in this example.) (b) The
receive signal power level of all CMs is roughly equal to the desired level of 0 dBmV except for CM2, where
the level is well below the desired value of 0 dBmV. (c) All CMs have high SNR values except for CM2 that
has low SNR value. (d) PER vs. SNR curve showing all CMs have large SNR values and therefore low PER
values except for CM2 that has low SNR value and hence large PER value (exceeding the maximum acceptable
PER threshold).
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EXISTING SOLUTIONS AND THEIR
LIMITATIONS

There exist multiple solutions for the
power starvation problem. However, none of
these solutions is optimal as explained in this
section. Normally, the MSOs have to choose
from one of the several undesirable paths:

1. Do Nothing!

Since the majority of the CMs on
the US channel are receiving good
service and only a small fraction of the
CMs experience performance issues,
one may think that this is acceptable.

Unfortunately, this situation is not at 3.

all acceptable for the subscribers
whose CM is power-starved, and
could easily lead to customer churn.
Thus, this is an expensive and
impractical solution for the MSO!

2. New Modulation profile:

Another solution to the power
starvation problem is to design a new
modulation profile (ex: more FEC
correction, lower modulation order,
narrower channel width, etc.) that can

provide adequate PER values even in
the presence of the low SNR values of
the power-starved CMs on that US
channel. This unfortunately yields
lower throughputs for all CMs on the
channel as shown in Fig. 5. This
solution has several disadvantages
including: 1) Degraded service (less
throughput), for the non-power-
starved CMs and 2) lower overall
channel bit rates resulting in an
upstream plant with lower efficiencies.
This solution is not optimal!

The SCDMA MSC feature:

The Synchronous Code Division
Multiple Access (SCDMA) Maximum
Scheduled Codes (MSC) feature is a
good candidate solution for the
problem of power starvation. The
MSC feature limits the number of
active codes used by the power-
starved CM while keeping the transmit
signal power level unchanged. This

FER Wz SNR

I I
QAMSZ, T=1 {12.50Mbps)
QANE, T=1 (10,2 bps)

PER(log scals)

: : i i i i
Acceptable PER  ; : \

_______________

.................................

10 12 14 16 18
SNR (dB)

Figure 5. Creating a new modulation profile to accommodate the small SNR values of power-starved CMs is an
existing solution. This results in less throughput for all CMs on that US channel. (Channel width is 3.2MHz in

this example.)
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results in an increased power per code
as shown in Fig. 6, which essentially
increases the SNR value for that
power-starved CM and enables it to
obtain good service without changing
the modulation profile for the US
channel. This solution, however,
requires SCDMA-capable devices to
be present at both the headend and
subscriber’s home. Therefore, this
solution may not be optimal especially
when either the CMTS or the power-
starved CMs are SCDMA-incapable.

NOVEL SOLUTION

Power starvation of devices presents a
challenging problem for the MSOs because it
only affects a few CMs on the US channel.
The desired solution needs to be optimal in
the sense that it enables the proper operation
of power-starved CMs while not degrading
the service of non-power-starved CMs or
affecting the overall efficiencies of the US
channel spectrum.

In this section, we introduce a novel
solution for the power starvation problem that
does not suffer from any of the disadvantages
of the above solutions. The solution is based
on an intelligent algorithm that identifies low-
SNR Power-Starved CMs and dynamically
moves those CMs to channels with
modulation profiles that can accommodate the
limited SNR values of the power-starved
CMs.

In particular, the power-starved devices are
first identified using several metrics that can
include: Transmit signal power level, receive
signal power level, SNR, PER, Modulation
Error Ratio (MER), channel noise, DS receive
signal level, etc. Once the power-starved
device is identified, the system scans through
all US channels that are accessible by the
power-starved device and identifies an US

channel that can provide good performance at
the low SNR value of the power-starved
device. The power-starved device is then
moved (via DOCSIS DCC commands) to the
other US channel to obtain good service.

The above algorithm is illustrated in Fig. 7,
where the identified power-starved CMs is
moved to another US channel that requires
smaller SNR values to achieve the same target
PER value (Y < X). The target channel can
be an US channel with smaller bandwidth
(less noise in the passband), a channel with a
lower order modulation profile, a channel
with a modulation profile with higher
Forward Error Correction (FEC) settings, or
some/all of the above. Observe in Fig. 7 that
the power-starved CM2 is moved from USI
(an ATDMA channel whose bandwidth is
6.4MHz and whose modulation profile is
QAM64) to US2 (an ATDMA channel whose
bandwidth is 6.4MHz and whose modulation
profile is QAM32). Observe that moving
CM2 to US2 results in an acceptable PER
value (even though the modem is still power-
starved, though!).

One important attribute of the proposed
solution is the ability to identify power-
starved devices and dynamically move them
to US channels that are suitable for their low
SNR values. The dynamic feature of this
algorithm can be very beneficial especially
when the SNR value of the power-starved
device improves. This can happen in several
ways, including: 1) when the US noise level
decreases, or 2) when the subscriber fixes the
problem inside the home by removing some
of the previously installed RF splitters.
Moving power-starved devices back to their
original channels once their SNR values have
increased helps to provide better subscriber
service and easier optimal network
management.
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Figure 6. Increasing the code power in SCDMA through reducing the number of active codes is an existing
solution for the power starvation problem.
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Figure 7. Proposed solution of Dynamic steering power-starved CMs. The power-starved modem, CM2, is
moved from US1 (QAM64) to US2 (QAM32) which requires less SNR value to provide for the same target
PER. In particular, note that US1 requires SNR=X to provide the desired PER value, while US2 requires
SNR=Y (less than X) to provide the same desired PER value. CM2 is still power-starved but its low SNR value
is properly accommodated by US2 and therefore no performance issues are encountered.
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The network operator may wonder how to
locate the additional bandwidth required for a
second channel. Most MSOs do not want to
consume a large amount of US bandwidth on
their plant as they move into a future where
the upstream bandwidth will become even
more precious. Fortunately, the second US
channel can be provided in several ways
without wasting bandwidth or greatly
affecting the spectrum efficiency. These
techniques include:

1. Logical channels. A logical channel is
an excellent mechanism to provide the
second US channel because it is only
used when the power-starved devices
on that US channel needs to send data
in the US direction. The bandwidth
grants for logical channels are
assigned dynamically.

2. Narrow  channels  with  robust
modulation profiles in the noisy band
below 20MHz. This portion of the
spectrum is lightly used and can be
utilized for supporting the power-
starved modems. The same principle
also applies to “spectral holes”
between other high-speed DOCSIS®
channels.

3. Existing  DOCSIS®1.0  TDMA
channels. Some MSOs already have a
TDMA channel present on their
network to support legacy devices.
This low throughput channel can also
be utilized as a home for power-
starved devices.

4. MSOs started to deploy DOCSIS® 3.0
US channel bonding which requires
multiple US channels to be present.
One of these US channels might be
adequate to host power-starved
devices.

Observe that once the low throughput US
channel is identified and selected, it can be
efficiently used to host all power-starved

devices moved from different US channels
within the MAC domain.

Dynamic steering of power-starved devices
to other US channels (that are suitable for
their low SNR values) is a general solution
that has several advantages. These advantages
include: 1) the ability to work with all
DOCSIS® devices (DOCSIS®1 x,
DOCSIS®2.0, DOCSIS®3.0), 2) the ability to
work with TDMA/ATDMA/SCDMA
channels, 3) the ability to improve the
performance of power-starved modems
without impacting the performance of non-
power-starved modems, and 4) the ability to
improve the performance of power-starved
modems without impacting the efficiency of
the spectrum.

CONCLUSIONS

The problem of power starvation within
CMs, DSG-STBs, and MTAs was discussed
in this paper. The article illustrates how this
problem can occur whenever subscribers
introduce many RF splitters into their homes.
The existing solutions were listed along with
their limitations. In general, the solutions
were found to be either expensive,
impractical, or suboptimal. A novel solution
based on dynamic steering of the power-
starved devices to other US channels that can
accommodate their lower SNR values was
proposed. The paper showed that the offered
solution does not suffer from any of the
disadvantages experienced by the existing
solutions.
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EMPOWERING HD AND 3D VIDEO STREAMING
Benny Bing (benny@gatech.edu)
Georgia Institute of Technology

Abstract

This article presents methods to improve
the efficiency and performance of streaming
high-definition 2D and 3D compressed
videos. Two key methods involve traffic
shaping and buffer dimensioning. It will be
shown that these methods reduce bit rate
variability, which will in turn, minimize
packet losses due to buffer overflows at the
receiving device. We will also show that with
efficient multiplexing and aggregation, further
performance gains may be achieved.

1. INTRODUCTION

Streaming live and on-demand digital video
content over the Internet, and in
telecommunications and broadcast networks,
is becoming prevalent. Streaming variable bit
rate (VBR) video traffic is a special challenge
due to the high dynamic range of the frame
sizes that results in high bit rate variability.
This is especially so for HD and 3D videos.
As an example, Figure 1 shows the high and
variable encoded rates for a 720p 3D video
compressed using VC-1. Shaping the traffic to
reduce the peak rates will minimize packet
losses due to buffer overflow at the receiver.
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Figure 1: Variable bit rates for 3D 720p VC-1 video.

2. IMPACT OF PLAYER’S BUFFER SIZE

Figure 2 shows the impact of the player’s
buffer size on the TCP streaming throughput

060

for a 720p H.264 video. A larger buffer of 8
Mbytes allows more information to be stored,
hence the transmission can be completed at an
earlier time than the case with a 1 Mbyte
buffer. Note that the advertised receive
window size in TCP may throttle the
throughput to a smaller value when the buffer
has received sufficient information. This is
because the sender will take the minimum of
the congestion window (which attempts to
avoid congestion) and the receive window,
when deciding on the appropriate window
size to use. When some of the frames are
played out, more buffer space is released, and
the receive window will increase again.
Figure 3 shows the impact of shaping the
streaming throughput to a rate limit of 1.5
Mbps. As expected, the video file is received
later than the unlimited case and the player
with a larger buffer size achieves more
efficient bandwidth utilization.
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Figure 2: Impact of player buffer size on TCP
streaming throughput.
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Figure 3: Impact of buffer space and shaping on TCP
streaming throughput.
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3. IMPACT OF TRANSPORT PROTOCOLS

The performance of traditional TCP and TCP
with SACK is shown in Figures 4 and 5. The
player’s buffer size was set to 600 Kbyte. The
theoretical average rate is computed by taking
the video file size and dividing by the
duration of the video. The initial rate is
usually high because the player attempts to
buffer as much data as possible for playback
(including the first frame, a large I-frame),
and thus advertises a large receive window.
Subsequently, this advertised window gets
throttled to a reasonable value. For the Avatar
720p 3D movie, the initial high rate can be
attributed to the nature of the video content
(high action at the start) and the player. From
Table 1, it is clear that TCP with SACK
reduces the overheads and hence, the average
streaming rate. This is because TCP with
SACK employs aggregated or block ACKs,
which reduces the overheads of sending
individual ACKs, thereby enabling multiple
packet losses to be handled more efficiently.
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Figure 4: Streaming rates for a 1080p H.264 video.

=]
O —

With-Sack ——
Without-Sack

Instantaneous Rate (Mbps)
[

i

2 | \Acsat Mhsy V¥ A
r1 Vi ,‘?mw .“\J\** VAW \

4] 50 100 150 200 250
Time in Seconds

Figure 5: Streaming rates for a 720p H.264 3D video.

Table 1: Comparing TCP overhead (average rates).

1080p 2D | 720p 3D
TCP with SACK 2.011 2.318
TCP without SACK 2.014 2.326
Theoretical 1.836 2.111

Figures 6 and 7 show the streaming of the
720p 3D trailer using UDP. In general, UDP
incurs less overheads than TCP since it is a
unidirectional protocol. Unlike TCP, there is
no congestion flow control in UDP, hence the
raw UDP sending rates can be very high (a
few orders of magnitude higher than TCP)
and the video gets transferred in a very short
duration. This may result in unacceptably high
loss rates due to network congestion and
receiver buffer overflow. These losses cannot
be recovered in native UDP. A solution to
manage this problem is to send the video at
the frame rate that the video is meant to be
played back (in this case, 30 Hz). The
resulting sending rates are shown in Figure 6.
Alternatively, progressive streaming can be
employed to shape the rate variation (Figure
7). In both cases, the entire video gets
transferred according to its duration (208s).
For progressive streaming, the shaping
threshold is set to 2.13 Mbps, thus proving
that the UDP overheads are lower compared
to TCP (Table 1).

3. PEAK TO AVERAGE RATE

The peak to average rate (PAR) normalizes
the actual variation of the VBR video rates.
This 1s computed by selecting the
instantaneous rate of the compressed video
and dividing by the average rate within a
predefined interval. For example, if the video
frame rate is 25 Hz, then the frame interval is
40 ms. The size of the frame divided by the
frame interval gives the instantaneous rate.
The predefined interval is chosen to be the
duration of the entire video, and the
instantaneous rate for each frame interval is
averaged over this period, giving the long-
term average PAR. Figures 8 and 9 illustrate
the instantaneous rates and the long-term
average PAR for a 720p H.264 movie trailer.
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Note that the peak rate for the 720p VBR
H.264 video is over 25 Mbps. Shaping the
traffic to a lower rate results in additional
buffering delay that has to be accommodated.
As shown in Figure 10, choosing a low
shaping threshold can result in significant
delay. As we will see in the next section, a
better way is to aggregate multiple video
streams to make more efficient use of the
channel bandwidth.
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Figure 6: Instantaneous UDP rates for streaming the
720p H.264 3D video at 30 Hz.
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Figure 7: Shaped UDP rates fdr streaming the 720p
H.264 3D video.
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Figure 8: Instantaneous rates for a 720p H.264 video.
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Figure 9: PAR for a 720p H.264 video.
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Figure 10: Shaping thresholds versus buffering delay.

The PAR variation is very high. A PAR of
1 is desirable because it achieves perfect
utilization of the link bandwidth. A PAR
value below 1 implies under-utilization
whereas a PAR greater than 1 requires more
buffering or bandwidth to accommodate the
peak rates of the VBR video. By appropriately
shaping the video traffic, a PAR close to 1 can
be achieved. Figure 11 shows the streaming of
another 720p H.264 video with a fixed
shaping threshold. A PAR close to 1 is
achieved. Since the video was streamed in
real-time using TCP and the duration of the
video was not known beforehand, a running
average method was used to compute the
PAR. The running average is computed by
averaging the instantaneous rates since the
beginning of the video play back.
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Figure 11: Evolution of PAR for live TCP streaming
of a shaped 720p H.264 video.

4. MULTIPLEXING OF VIDEO STREAMS

It is common for a video headend or server to
deal with multiple streams. When statistical
multiplexing is applied to multiple VBR
compressed videos at the headend or server, it
can exploit the inherent variations in the
instantaneous bit rates and increase the
number of video streams within a fixed

channel bandwidth while keeping the picture
quality constant. For example, if one stream is
demanding high bit rate, it is likely that other
streams have capacity to spare. A large
number of aggregated streams tends to
“smooth” to a normal distribution (based on
the central limit theorem). Unlike per stream
buffer-based traffic shaping, statistical
multiplexing introduces minimal delay.

The data rates for a MPEG stream can
vary quite dramatically depending on the
video content. As shown in Figure 12, the
video resolution also plays an important part
in the frame size distribution (and hence the
data rates). The 480p Dell video contains very
fast sc