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 Abstract 
 
    This paper describes a method of analyzing 
encapsulated binary data streams for the 
purposes of performing detailed message 
analysis.  This method evolved from a general 
purpose analysis tool used to analyze radar 
data.  It is now being applied to the analysis 
of MPEG-2 content and access control data 
delivered both in-band and out-of-band.  It is 
particularly useful for compartmentalizing the 
details of sensitive control and encryption 
information within the MPEG data strea of an 
access control system.. 
 
     The method allows users to describe 
encapsulated framed data, parsing a binary 
data stream, and generating human readable 
output that can be used to analyze and resolve 
problems.  The template files can be tailored 
and customized to reveal varying levels of 
proprietary and confidential data within the 
binary stream. 

INTRODUCTION 
 
     This paper identifies a solution that helps 
test and field engineers analyze complex 
MPEG data streams.  It uses the familiar NAS 
access control service as an example of data 
that has been encapsulated four times when it 
is received within a headend system.  Finally, 
it discusses the need for these tools as new 
technologies emerge. 
 
     This paper specifically discusses access 
control data.  Many off-the-shelf tools exist 
for analyzing standard MPEG-2 video and 
DOCSIS services.  However, access control 
systems are by their nature proprietary, and 

tools for looking at stream usage of Motorola 
Broadband DigiCipher, Scientific Atlanta  
     Power Key, and other access control 
streams are usually held close.  This makes it 
difficult for an MSO to find problems in his 
local system, especially when he is 
responsible for operating it. 
 
Encapsulated MPEG Data 
 
     The National Access Control Service 
(NAS) owned by Motorola Broadband and 
operated by AT&T (now Comcast) is an 
excellent example of MPEG encapsulated 
data.  Figure 1 shows the various layers of 
MPEG data.  First, the DigiCipher OOB data 
is encapsulated into MPEG private data 
message packets.  When it arrives in the 
headend, data is then sent from the satellite 
receiving device (IRT) across Ethernet to the 
out of band modulator (OM).  That is, the 
OOB data is carried as an encapsulated MPEG 
data stream within a HITS multiplex through 
the satellite system. [1] 
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Figure 1 - NAS Encapsulation 
 
     A standard MPEG recording tool such as 
the DSTS by Logic Innovations allows you to 
record the data stream as it is received by the 
IRT.  But if you want to recover only the data 



seen by the set-top, then you must remove the 
HITS transport stream. 
 
     Several one-off tools have been built to 
detunnel the data, but they are all considered 
proprietary by the AC provider.  Sometimes 
an MSO has legitimate reasons to determine if 
his access control system is operating properly 
or if he is receiving all the data his contract 
with NAS provides. 
 
     Similar problems exist with Motorola 
DAC based local access controllers.  In this 
case, the problem becomes more urgent 
because the MSO is responsible for the 
operation of the DAC. 
 
     In many systems, access control data is 
encapsulated on a TCP/IP network and sent to 
a modulating device.  Rather than data being 
MPEG encapsulated in MPEG, it is now 
MPEG encapsulated within IP.  While good 
Ethernet tools exist, they to not provide 
utilities to integrate with MPEG tools. [1] 
 
Compartmenting Data 
 
     To give the MSO the tools Motorola 
originally used to develop DigiCipher would 
be giving away the keys to their access control 
kingdom.  But to give MSO’s tools that help 
identify if code objects are spinning, or if TV 
Guide data is still online, or to identify if 
channel maps are being provided to their 
facility are all reasonable requests. 
 
     A legitimate need exists to compartment 
the visibility of MPEG access control 
implementation so legitimate users can 
visualize it operationally without 
compromising the access control system. 
 
Processing Binary Data 
 
     Many processing programs exist for 
processing text.  Unix has a wealth of tools 

such as awk, sed, grep, lex, and perl.  But 
converting a 100 MByte file from binary to 
readable text becomes unwieldy when the 
result can generate many Gigabytes of data 
and take significant time to sort through and 
filter that data. 
 
     It is significantly less time consuming for 
analysts to process binary data and extract 
only the information they need to do their 
task. 
 

HISTORY 
 
     The problem of analyzing a complex data 
stream that has been multiplexed into many 
layers is not unique to the cable or MPEG 
industries.  Instrumentation systems during the 
1980 to 1995 time frame commonly mixed 
and multiplexed dissimilar data from many 
sources within a telemetry or tape recorded 
data stream. 
 
The Link to Radars 
 
     A good example was a radar 
instrumentation system developed for the F-
15, F-16, and B-1 aircraft by Lockheed 
Georgia under the Advanced Radar Test Bed 
(ARTB) program.   The requirements for that 
system required it to visualize and record 
traffic from up to four MIL-STD-1553 data 
bus streams, up to four streams of telemetry 
data, several custom low, medium, and high 
speed data streams at an aggregate rate of up 
to 12 Mbytes/sec.  This was a feat for the 
1989 designed system.  They also required the 
system to be versatile and instrument any of 
five radars on the three aircraft.  The 
requirements finally required time stamping 
the data to +/- 10 microseconds. 
 
High Speed Analysis Becomes Key 
     Instrumenting the aircraft, multiplexing 
data, recording data, and time tagging data 
was straightforward.  Much of it was 



performed in hardware.  But the system 
proved that reducing and analyzing the data 
became a significant labor intensive task.  
U.S. Air Force engineers likened the task of 
finding a needle in a hay stack. 
 
     This system evolved into the bench top 
Radar Instrumentation System (RIM-68) 
developed by Flexible Engineering Resources, 
Inc. (FER).  This company developed a 
method of encapsulating the data in a common 
format and a method of parsing the data at 
high speeds so a small number of parameters 
could be visualized in both text and graphic 
format.  The method was coined “MAcq” for 
Modular Acquisition.   
 

MACQ FILTERING [3] 
 
     The “macq_filter” program performed the 
analysis side of this task was called the 
“MAcq_filter”.  It analyzed data for both real-
time and post processing.  It used “filters” that 
described the encapsulated nature of the data 
stream to both extract and process the stream 
into either human readable form or into 
derivative streams for off-the-shelf graphic 
programs to process as shown in Figure 2. 
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Figure 2 - MAcq Filter Process 

 
 

Processing Frames of Data 
 
     The MAcq filter input description was 
designed to process nested frames of variable 
length data in a serial data stream.  Figure 3 
shows the format of the filter file.  Note that 
the format of the filter file allows recursion.  
That is, optional filter frames can be nested 
within a top level scope frame to create the 
same data recursion effect often found with 
software recursion.  This is the primary 
benefit of applying MAcq filters to 
encapsulated data problems. 
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Figure 3 - Filter File Format 
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HITS STREAM FILTER FILE
hits_filter.flt

FRAME =  MPEG PACKET
     <MPEG Packet Description>
     ...
     FILTER
        <When PIDS=NAS OOB>
        <Output  HITS time est.>
     END FILTER
    ...
     #include oob_ip.flt
     ...
END FRAME

PAT
pat_info.flt

FILTER
    #ifdef SHOW_PAT
        <When PID = 0>
        <Output PID information>
    #endif
END FILTER

NAS OOB FILTER FILE
nas_mpeg_pkt.flt

FRAME =  MPEG PACKET
     <MPEG Packet Description>
     ...
     #include pat_info.flt
     #include pmt_info.flt
     #include cat_info.flt
     #include code_obj_info.flt
         ...
     END FILTER
    ...
END FRAME
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cat_info.flt

FILTER
    #ifdef SHOW_CAT
        <When PID = 1>
        <Output PID information>
    #endif
END FILTER

CODE OBJECT
code_obj_info.flt

FILTER
    #ifdef SHOW_CODE_OBJ
       #include code_obj_pids.def
          <When PID = OBJ1>
          <Output information>
          ...
    #endif
END FILTER

Figure 4 - Representing Encapsulation 



Data Description 

 
     Each of the fields within a frame must be 
defined.  The data description block within the 
filter identifies fields of data, such as the 
packet sync (47 Hex), the continuity counter, 
or the PID fields of an MPEG packet. 
 
Variable Length Data 
 
     While MPEG packets are fixed format 
(188 bytes or 204 bytes), UDP / IP data is not.  
The length, however, can be readily 
determined from the contents of the UDP 
packet.  Note the length clause contains a 
function used to establish the length of the 
arbitrary frame. 
 
Selecting Data to be Processed 
 
     One or more pass filters look at frame 
headers and establish whether data needs to be 
passed.  For MPEG data, the pass filter would 
likely select PIDS.  For UDP data, it might 
select UDP source and/or destination ports. 
 
     Once data is selected, it is then processed.  
The output section defines what data is to be 
output.  Output can be formatted text such as: 
  
 PID=234  TIME=88:99 
 
or it can be binary data.  Outputting binary 
data is quite useful for simple extraction of 
encapsulated data.  That is, if all you want are 
the MPEG packets from a NAS IP OOB 
stream going to an OM-1000, you simply 
detunnel the UDP packets to that device. 
 
Storing Data 
 
     The MAcq filter allows “scratchpads” to be 
used to temporarily store data.  This initially  

became very useful when analyzing F-16 radar 
data. 
 

APPLYING MACQ TO MPEG DATA 
 
     DVA Group began a research program in 
2002 known as “Crown Royal” or CR to 
identify whether MAcq could be used to parse 
MPEG data and generate text output files.    
 
Processing Frames of Data  
 
     Figure 4 shows how MAcq filter files can 
be used to describe and process the NAS 
satellite transport stream and extract the 
conditional access table (CAT).  This shows a 
simple case of extracting OOB messages.   
 
Need for Storage 
 
     Note that MPEG packets contain MPEG 
messages, and that MPEG messages can span 
multiple MPEG packets.  When analyzing an 
MPEG stream in the general case, MPEG 
messages on multiple PIDs may interleave 
themselves in the temporal sequence of the 
MPEG stream.  The MAcq scratchpad is 
useful for this case. 
 
     However, the MAcq implementation only 
allows statically defined scratchpads.  This 
was fine for only detunneling OOB data, but 
was not adequate for cross PID correlation 
problems.  As such, the general case of 
providing a general PID storage for 
detunneling MPEG messages was not 
adequate.  Indexed scratchpads need to be 
added to the MAcq filter syntax. 
 
Compartmenting Knowledge 
 
     In this context, compartmentalization 
refers to the Department of Defense (DoD) 
style security compartmentalization used 
during the cold war.  That is, everything is on 
a “need-to-know” basis. 



     Access control providers have been 
reticent to only provide necessary information 
outside (and often inside) their corporate 
control.  Providing MSOs and vendors with 
too much detail places the acces control 
provider at risk, and makes the MSO 
vulnerable to attack. 
 
     The MAcq filter provides a method of only 
providing information on a “need-to-know” 
basis.  That is, filters that describe MPEG 
formatted information, or that simply 
announce the presence of a channel map, code 
object, or conditional access table may be 
appropriate for an MSO to obtain.  However, 
the details of conditional access, especially 
key exchanges can be hidden by simply 
omitting the filters that are not needed. 
 

PUTTING IT ALL TOGETHER 
 
     Engineers in the cable industry have many 
tools at their disposal.  Many off-the-shelf 
products will parse Ethernet and IP packets, 
and others parse MPEG packets.   Use of 
MAcq should take advantage of the strengths 
of existing tools. 
 
Analyzing Local Access Control Data 
 
     Local AC data is often encapsulated on an 
Ethernet IP network.  Off-the-shelf tools such 
as Etherpeek and the Unix tcpdump utility 
provide historical recording of Ethernet IP 
network in text or binary form.  To make 
sense of the MPEG packets, however, requires 
the content to be detunneled. 
 
     The MAcq_filter can be used to detunnel 
the MPEG packets and put them in a form that 
MPEG analyzers can use.  They can then be 
analyzed in native MPEG forms. 
 
     The same solution addresses 
instrumentation of systems in which video is 
transported across an Ethernet IP network.  

Many new MPEG re-multiplexors are being 
introduced that accept video streams across IP 
networks. 
   
Using with Unix Pipes 
 
     Visualizing the delivery of code objects, 
VOD content, channel maps, and other 
necessary components of a cable system 
requires a tool that can output data in 
graphical form. 
 
     The macq_filter has been used in the radar 
community to visualize its effectiveness.  The 
tool filters, processes, and then streams 
selected data in both real-time and playback 
instances into off-the-shelf 3-dimensional 
analysis tools. 
 
     The same can be applied to monitoring the 
OOB data within a headend.  That is, MAcq 
can filter and process the access control 
stream and stream data into commercially 
(and sometimes free) third party software 
tools that display arbitrary bar graphs.  This 
can be used to build tools that show code 
objects, channel maps, and other access 
control data as a percentage of bandwidth. 
 
Work to Date 
 
     DVA Group has successfully used the 
original macq_filter program for simple tasks. 
The original program worked because 188 
byte packets were long word aligned.  It 
enabled analysis of PID distribution, 
continuity counts, and extraction of PIDS in 
binary form.   It also allowed an encapsulated 
IP layer to be extracted from a given PID in an 
MPEG transport stream. 
 
     But extracting an OOB stream 
encapsulated within IP data could not be 
performed without being able to parse frames 
in byte word alignment. 



SUMMARY 
 
     We have proven the underlying technology 
behind the macq_filter tool can help fill the 
gaps in commercial MPEG analysis tools.  
DVA Group continues to evolve the filter tool 
so it properly supports the needs of embedded 
cable systems in the future. 
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Abstract 
 
     Performance assessments in analog video 
transport and distribution will be compared 
and analyzed, based on existing commercial 
optical and electronic equipment used with a 
variety of standardized optical fiber types. 
Particular emphasis is placed on comparison 
of capabilities with standard single-mode 
fiber to improve SBS thresholds on the order 
of 2dB, with associated increases in CNR, as 
well as improvements in CSO on the order of 
8-9dB. 
 
     Experimental and simulated results will be 
presented, in addition to recent field data 
collected from actual physical links deployed 
by a major MSO. This is the first known 
commercial deployment of an alternate 
optical fiber type (i.e., not standard single-
mode) expressly for the purposes of improving 
analog video transport capability. 

INTRODUCTION 
 
     Among the primary telecommunications 
network architectures in use today, modern 
CATV designs provide unrivaled capability 
and capacity afforded by the hybrid fiber-coax 
(HFC) architecture. The underlying 
foundation of HFC networks is the optical 
fiber deployed primarily in the trunk/transport 
and distribution portions of the plant. By 
eliminating RF trunk amplifiers, increasing 
transmission bandwidth, enabling two-way 
transmission, and eliminating interference 
ingress, optical fiber has allowed CATV 
networks to transform into the pipes which 

now carry the full spectrum of voice, video, 
and data services. Undeniably, standard 
single-mode fiber has been the workhorse, and  
arguably the key element, in HFC design. 
Improvements in transmission capabilities 
have, as a result, historically been designed 
within the constraints of standard single-mode 
fiber characteristics. Appreciating the 
historical evolution of optical transmission 
over HFC architectures provides a useful 
perspective on these constraints, and the 
issues which consequently remain in nearly all 
modern HFC optical transmission systems. 
 

AN ALTERNATE PERSPECTIVE ON 
TRANSMISSION TECHNOLOGY 

DEVELOPMENT 
 
     In early stages of HFC deployment, the 
benefits of transitioning from copper to 
optical fiber for CATV transport purposes 
were clear, with some of those advantages 
stated above. Significant development (and 
acceptance) was required in the optical 
transmission arena, however, to realize the 
large and powerful HFC networks of today.  
Optical transmission at 1310nm was typically 
viewed as sufficient where copper trunks were 
replaced with fiber, and the technology was 
relatively mature and economically feasible. 
The economics of system clustering and 
regional interconnection drove the need to 
adopt 1550nm transmission technology, where 
fiber loss is significantly less than at 1310nm  
and signals can be optically amplified with 
erbium doped fiber amplifiers (EDFAs). 
Standard single-mode fiber’s chromatic 
dispersion at 1550nm is significantly higher 



than at 1310nm, however, which was a 
significant issue when the only sufficiently 
linear analog transmitters were high frequency 
chirp directly-modulated types[1]. The 
development of linearized externally 
modulated 1550nm transmitters addressed the 
issue of source chirp and interaction with fiber 
dispersion. However, fiber dispersion-induced 
self phase modulation (SPM) [2,3] was still an 
issue, in addition to exacerbation of the 
power-limiting impact of stimulated Brillouin 
scattering (SBS) (4,5) by the relatively narrow 
linewidth emitted by externally modulated 
sources. The severity of SBS was 
subsequently mitigated by integration of 
electrical pre-distortion and suppression 
techniques[6], although it is still a limiting 
factor in a number of system designs. 
 
     The transmission technology development 
summarized above can be viewed in the 
context of modification to optical fiber 
parameters, rather than working within the 
constraints of a fixed set of assumptions. 
While being an interesting academic exercise, 
it obviously does not address issues in the 
installed cable plant, where the fiber 
infrastructure is fixed. However, such an 
approach can indeed provide flexibility in 
designs for pending upgrades and rebuilds. 
Concerning the transition from 1310nm to 
1550nm, significant reductions in attenuation 
at 1310nm would conceivably increase 
achievable transmission distances at the lower 
wavelength and enable wider application of 
lower cost transmitters, allowing enabling a 
broader application base for 1310nm. As 
illustrated in figure 1, however, Rayleigh 
scattering places a fundamental limitation on 
the minimum achievable loss at a given 
wavelength in current silica-based optical 
fiber, and current fibers closely approach that 
limit. While techniques exist to improve upon 
these limits through exotic materials and/or 
waveguide structures, they are not 
immediately adaptable into commercially 

viable fibers. The issue of high chromatic 
dispersion at 1550nm, on the other hand, has 
been addressed for some time in the long-
distance telecommunications market with 
non-zero dispersion shifted fibers (NZDSF). 
NZDSF typically have dispersion on the order 
of 3 to 4 times smaller than that of standard 
single-mode fiber. Although designed 
primarily around the considerations of high 
capacity long distance networks, NZDSF can 
have direct benefit on CATV network designs 
by significantly reducing the impact of 
nonlinear and dispersion-related impairments 
such as SPM and composite second order 
distortion (CSO). Arguably the most 
significant limitation on analog transmission 
at 1550nm continues to be SBS, and the 
prevailing assumption has been that standard 
single-mode fiber best mitigates the effect. As 
SBS is directly dependent on the fiber’s 
effective area (equation 1)[6], and standard 
single-mode fiber has a larger effective area 
(typically 80µm2) than all NZDSF (typically 
45-72µm2)(7,8,9). However, it has been 
shown that some NZDSF are in fact superior 
to standard single-mode fiber in terms of SBS 
threshold, by as much as 2-3dB [10,11]. 
Fibers with this capability, coupled with 
optimally reduced chromatic dispersion, can 
show significant advantages over standard 
single-mode fiber to support real world analog 
transport network designs. 
 

ASSESSMENT OF TECHNICAL 
ADVANTAGE 

 
Details of technical capability 
 
     In simple terms, stimulated Brillouin 
scattering occurs in optical fiber due to a 
generation of acoustic waves in the optical 
waveguide, which create periodic variations in 
the fiber’s refractive index. This periodic 
variation effectively reflects part of the 
original transmitted optical power thus 
diminishing the power seen at a receiver. The 



effect worsens with increasing launch power, 
so the signal reduction at the receiver cannot 
be overcome simply by increasing the 
transmitter output. The power threshold at 
which SBS begins to quickly deteriorate a 
signal is given by: 

(1)  
Beff

eff
th gL

A
P

21
≅  

where Pth is the SBS-dictated optical power 
threshold (in dBm), Aeff is the fiber effective 
area, Leff is the nonlinear interaction length, 
and gB is the peak Brillouin gain of the fiber. 
As stated previously, standard single-mode 
fiber Aeff is larger than that of typical NZDF, 
but significant variability in threshold among 
different fiber types due to variation in 
Brillouin gain characteristics has been 
empirically explored. Regardless, this 
phenomenon is commonly overlooked and 
effective area dependence is typically the only 
consideration made. With the appropriate 
combination of reasonable effective area 
(>70µm2) and Brillouin gain, some NZDSF 
can support higher SBS thresholds than 
standard single-mode fiber. 
     Figure 2 shows an SBS threshold 
comparison between several commercially 
available optical fiber types. Considering 
standard single-mode fiber as the presumed 
standard for SBS threshold, the most 
commonly deployed NZDSF varieties were 
evaluated in comparison. The three NZDSF 
variants considered were: large area NZDSF, 
characterized by a relatively high effective 
area (approximately 72µm2)[7] in comparison 
to other NZDSF; high dispersion NZDSF, 
with relatively high chromatic dispersion at 
1550nm (~8ps/nm*km)[8]; and reduced slope 
NZDSF, characterized by relatively low 
chromatic dispersion slope and very small 
effective area at 1550nm (0.045ps/nm2*km 
and ~55µm2, respectively)[9]. All fibers under 
test were at a nominal length of 50km, and 
tested in the configuration illustrated in figure 
3, with backscattered signals detected through 
a self-heterodyne configuration. As indicated 

in the figures, large area NZDSF has a 
significantly higher SBS threshold than 
standard single-mode fiber, in spite of the fact 
that it has a lower effective area (72µm2 and 
80µm2, respectively). A relevant point to 
consider is that the relative differences in SBS 
thresholds are nominally constant regardless 
of electronic-based SBS suppression 
techniques. In other words, a transmitter with 
maximum SBS-limited power of 16dBm on 
standard single-mode fiber could support 
approximately 18dBm over large area 
NZDSF, while a 17dBm standard single-mode 
fiber rated transmitter could accommodate a 
similar 2dB increase (to 19dBm) over large 
area NZDSF. Also significant is the fact that 
other NZDSF varieties can not support the 
SBS threshold allowed on standard single-
mode fiber.  
 
     Aside from variation in SBS suppression 
capabilities among standard single-mode fiber 
and the NZDSF variants, an approximation 
can be made to assess the introduction of 
second order distortion in different fiber types. 
Second harmonic distortion for a chirp-free 
externally modulated source, as determined by 
fiber dispersion and nonlinear refractive 
index, can be expressed as: 

(2)       

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where m is the modulation index, z is the fiber 
length, Ω is the modulation frequency, P is 
launched optical power, N2 is the Kerr 
nonlinear-index coefficient, λ is the 
transmitter center wavelength, and Aeff is the 
fiber effective area. Also, note that 

Dc)2/( 2 πλβ −=&&  
is the second-order fiber dispersion coefficient 
, where D is the fiber dispersion coefficient. 
For standard single-mode fiber, large area 
NZDSF, reduced slope NZDSF, and high 
dispersion NZDSF, we can consider the 
chromatic dispersion at 1550nm (17, 4, 5.2, 
8ps/nm*km, respectively) and effective area 



(80, 72, 55, 63 µm2, respectively. Assuming 
all other terms in (2) are constant, we can 
make a qualitative assessment of the relative 
magnitude of CSO impairment in each fiber 
by scaling the ratio of fiber dispersion to 
effective area, D/Aeff. As is evident from the 
table, all NZDSF should have a significantly 
reduced CSO distortion relative to standard 
single mode fiber. 
 

Fiber Type D/Aeff ratio 
(ps/nm*km*µm2) 

Standard single-
mode 

0.212 

Large area 
NZDSF 

0.056 

Reduced slope 
NZDSF 

0.094 

High dispersion 
NZDSF 

0.127 

 
     If only performance parity with standard 
single-mode fiber is desired, the comparative 
assessment of SBS thresholds carries 
significant implications in the choice of fiber 
type to deploy. While large area NZDSF can 
support any given single wavelength 1550nm 
transmission scenario designed around 
standard single-mode fiber constraints, a 
system design would otherwise require careful 
consideration and possible power budget de-
rating to avoid significant signal degradation 
if deployed over other types of NZDSF (i.e., 
high dispersion NZDSF and reduced slope 
NZDSF). The true justification for a choice of 
fiber other than standard single-mode fiber 
would obviously come from a desire to 
achieve performance benefits, as opposed to 
simple parity with the effective standard 
(standard single-mode fiber). Therefore, the 
gains derived from exploiting an increased 
SBS threshold, as well as the merits of 
reduced chromatic dispersion and other 
optimal parameters, warrant exploration. 
 

Taking Advantage of the Technical Benefits 
 
     A number of potential performance 
advantages can be identified considering the 
combined impact of increased SBS 
suppression and optimized chromatic 
dispersion. The most readily apparent benefit 
gained from an increase in SBS threshold on 
large area NZDSF is the capability to support 
higher optical launch powers, and 
consequently extend the distance over which 
in-line optical amplifiers (EDFAs) would 
otherwise be required. Assuming equivalent 
loss characteristics on large area NZDSF and 
standard single-mode fiber, and considering 
only SBS, a 2dBm increase in SBS threshold 
would translate to approximately 8km 
increased distance with equivalent end-of-line 
received power. Coupled with a reduced 
chromatic dispersion and optimal effective 
area, however, large area NZDSF can further 
increase capability by both supporting higher 
powers and mitigating distortions. Indeed, 
previous studies have demonstrated 100km 
transmission over large area NZDSF with no 
repeaters or in-line EDFAs[10], and at shorter 
distances (50km) with high launch power 
demonstrated significant CSO and CNR 
advantage with large area NZDSF (CSO<-
65dBc, CNR>50dB), compared to standard 
single-mode (CSO<-52dBc, CNR>44dB) and 
reduced slope NZDSF (CSO<-37dBc, 
CNR>24dB). By extension, this capability 
could extend to supporting longer reaches or 
superior signal integrity over a fixed distance 
with large area NZDSF while remaining 
within the constraints of existing design rules 
(e.g., maximum allowable number of 
cascaded in-line EDFAs). Link engineering 
rules can also potentially be extended since 
the input power to cascaded in-line EDFAs 
can increase due to higher launch powers, thus 
improving EDFA output CNR.  
 



     Given the broadcast nature of analog video 
transport, another beneficial application of 
increased launch power capability with large 
area NZDSF would be the potential to 
increase the number of remote locations 
supported with a single transmitter. 
Particularly for those locations not 
immediately targeted for advanced services, 
the economics of basic service distribution 
from a single transmitter become appealing. 
As an example, as illustrated in figure 4, an 
additional 2dBm maximum launched power 
could scale from a 1x8 passive splitter 
(loss=9dB/output) to accommodate the 
additional 2dB loss encountered on each arm 
of a 1x12 split (loss=11dB/output). 
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Figure 4: Splitter configurations: A-with 
standard single-mode fiber,  B-with large 

area NZDSF 
 

     A promising possibility, again born from 
the coupled advantages of reduced chromatic 
dispersion and increased SBS threshold in 
large area NZDSF, is the ability to 
significantly increase the usable range of 
directly modulated 1550nm PEG transmitters. 
Typically characterized by significant 
frequency chirp and thus severely limited by 
dispersion-induced CSO, the introduction of 
large area NZDSF with reduced dispersion 
could potentially allow for PEG transmitter 

displacement of more costly externally-
modulated sources to address trunking 
applications as opposed to simple signal 
insertion. The inherent SBS suppression 
resulting from modulation-induced spectral 
broadening, coupled with the improved power 
characteristics due to the lack of an 
attenuating modulator section, aids in drawing 
a significant comparison with conventional 
long reach externally modulated sources. This 
scenario is currently being experimentally 
evaluated at Corning. 
 
FIELD DATA FROM DEPLOYED CABLE 

 
     Available commercial transmission 
equipment operating over a contiguous link of 
standard single-mode fiber was not capable of 
supporting internal CSO requirements of 
68dB in the system link depicted in figure 5. 
As suggested previously, a reduction in total 
link chromatic dispersion could potentially 
mitigate CSO brought about by direct 
interaction between fiber dispersion and 
residual transmitter chirp, as well as CSO 
introduced by SPM-induced signal chirp 
(which also has some dependence on fiber 
effective area). Indeed, concatenating a 
56.4km length of large area NZDSF to the 
previously installed 53.2km of standard 
single-mode fiber enabled a significant 
improvement in CSO. With an initial 
transmitter CSO of 76.9dB, the contiguous 
link of all standard single-mode fiber received 
61.6dB and 59.4dB at channels 36 and 67, 
respectively. By introducing large area 
NZDSF into the latter portion of the total link, 
thereby reducing the overall accumulated 
chromatic dispersion, received CSO values 
with identical system parameters were 70.9dB 
and 71.4dB at the respective channels. For the 
two monitored channels, 9.3dB and 12dB 
improvements in CSO were realized over the 
total link, reducing the impairment such that it 
was well within the internal requirement. Note 
in addition the increased magnitude of 



improvement at the higher modulation 
frequency. Marginal improvements in CTB 
were also realized with the heterogeneous 
standard single-mode/large area NZDSF link, 
with 0.3dB and 1.1dB improvements at the 
respective monitored channels when 
compared with the homogeneous standard 
single-mode fiber link. Note again the slight 
increase in the performance delta at the higher 
modulation frequency. 

 
CONCLUSION 

 
     Looking at the evolution of CATV 
networks and systems free from the technical 
constraints of the majority installed base of 
standard single-mode fiber allows for 

consideration of system solutions that can 
meet challenging performance requirements, 
extend the capabilities of existing 
transmission equipment, and provide 
opportunities to deliver significant savings in 
network flexibility and equipment cost. The 
capabilities of non-zero dispersion shifted 
fibers to significantly mitigate signal 
distortions are beginning to be explored in 
actual installations. Moreover, the large 
effective area subset of NZDSF allows for the 
broadest range of performance capability 
improvements among alternate fiber types, 
and in comparison to standard single-mode 
fiber.  
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Figure 1: Typical attenuation curves for standard single-mode fiber (solid curve) and  
low water peak standard single-mode fiber (dotted curve), and fundamental Rayleigh  

scattering limit (dashed line) 
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Figure 3: Experimental configuration for evaluating SBS threshold 
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Figure 4: Configuration of installed links for comparison. A-Contiguous standard single-mode 

fiber link, B-Standard single-mode fiber extended with large area NZDSF. 
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Abstract 

The convergence of new technologies in 
an affordable fashion has given rise to new 
features that not only bolster customer 
demand, but also provide new revenue-
generating opportunities.  The ability to 
deliver the full promise of on-demand 
services -- “Anything, Anytime, Anywhere” -- 
is finally within reach, and customers are 
clamoring for their providers to deliver.   

New features available now, and some of 
those envisioned for the future, are identified 
and investigated, as are the issues which face 
providers and vendors today.  Observations 
and recommendations on the next generation 
of systems and their architectures are then 
offered in closing. 

INTRODUCTION 

Increased demand, competitive market 
forces, and technology advances have placed 
Gigabit Ethernet at the heart of new cable 
architectures offering additional revenue 
opportunities to the Multiple System 
Operator (MSO). 

The adoption of standard Internet 
protocols has made the pervasive switching 
and routing capabilities which power the 
Internet available to these video delivery 
systems. 

These capabilities provide a framework 
which, combined with new techniques such as 
network-based personal video recording 
(PVR), allow the MSO to deliver their 

customers the full promise of on-demand 
services – “anything, anytime, anywhere”. 

To deliver this, the MSO is faced with a 
bewildering array of challenges, from the 
selection and installation of compatible 
equipment to the configuration, management, 
and maintenance of this new infrastructure. 

These issues facing both MSOs and 
equipment vendors today, as well as other 
looming issues, are further discussed below.  
The new features and capabilities of these 
systems, both at present and in future, are 
also identified and investigated.  Finally, 
observations and recommendations are made 
for the design, procurement, and deployment 
of next-generation architectures and systems. 

GIGABIT ETHERNET ON-DEMAND 
SYSTEMS 

Current on-demand systems are largely 
being deployed using Gigabit Ethernet output.  
A typical video-on-demand (VOD) system 
employing Gigabit Ethernet looks like this: 
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Figure 1. Typical Gigabit Ethernet VOD system. 
 



The Gigabit Ethernet output of a 
streaming server is sent to an edge device, 
where it is combined and converted to a form 
suitable for display on digital cable set-top 
boxes.  The server’s output may be connected 
into a switch, and optical transport gear is 
used when necessary to transmit the signal 
across large distances.   

The streaming server output is 
encapsulated within User Datagram Protocol 
(UDP) packets, defined as part of the Internet 
Protocol (IP) standards to provide low-
latency data delivery, while taking advantage 
of the wide range of products and services the 
Internet explosion has produced. 

Note that the output transmission is often 
implemented unidirectionally, since this 
allows the MSO to effectively double the 
amount of fiber bandwidth available.  This 
one-way connection may require additional 
effort to configure systems initially, since 
many standards used with IP protocols 
assume the existence of a bi-directional 
network link for proper operation. 

Gigabit Ethernet on-demand systems 
today are usually allocated dedicated network 
bandwidth for streaming.  This often stems 
from the difficulty of ensuring sufficient 
quality of service to protect on-demand 
streams from being damaged by other data 
traffic.  Having dedicated bandwidth for 
streaming, which the streaming servers then 
manage among themselves, greatly simplifies 
the overall system, and has accelerated the 
availability of Gigabit Ethernet solutions. 

To Switch or Not to Switch? 

Gigabit Ethernet switches were used in 
early deployments to aggregate the outputs of 
one or more streaming servers, when these 
servers were unable to generate enough traffic 
to fill an entire Gigabit Ethernet link.   

Since streaming servers can now saturate 
Gigabit Ethernet links, a switch is no longer 
technically needed for deployment.  However, 
the use of switches also provides new routing 
flexibility that was either unavailable or cost-
prohibitive with prior output formats, and 
many of the new features which Gigabit 
Ethernet enables are built upon this 
functionality.  For this reason, using a 
switched Gigabit Ethernet transmission 
framework is still quite advantageous for 
these on-demand services. 

Asymmetric Deployment and Expansion 

The division of labor between the 
streaming server and the edge device in the 
Gigabit Ethernet framework offers the MSO a 
new method for system deployment and 
expansion.  Gigabit Ethernet’s switching and 
routing functionality allows streaming servers 
and edge devices to be loosely rather than 
tightly coupled.  The MSO can then deploy 
and expand edge devices separately from the 
streaming servers, allowing an asymmetrical 
buildout of the system.   

A typical asymmetric buildout will 
overprovision the radio frequency (RF) edge 
with more edge devices than necessary to 
satisfy initial bandwidth demands.  This is 
because installing new edge devices is often 
difficult to do without impairing the RF signal 
to a node, and requires more truck rolls to 
accomplish.  The available granularities of 
optical transport equipment often will favor 
having more optical transport capacity than 
initially required, which may prompt the MSO 
to overprovision with edge devices at the 
same time. 
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Figure 2. Asymmetric deployment and expansion. 
 

Such an asymmetric buildout will 
generally add only as many streaming servers 
as required to meet current demand; as 
demand increases, more servers can be added 
at the headend and assigned to RF outputs of 
edge devices.  

REALITY TODAY  

What can today’s Gigabit Ethernet on-
demand solution currently provide? 

“Something, Anytime” 

Current solutions have limited on-demand 
content available.  This is often not a storage 
capacity issue, but rather a rights licensing 
issue.  The limited availability of on-demand 
content may force the MSO to select content 
for the on-demand system that is assumed to 
be more compelling than the broadcast digital 
cable offerings.  This content typically 
includes movies, special events such as 
concerts, and popular sporting events. 

Now Playing: “Anything, Anytime” 

Personal video recorders (PVRs) such as 
Tivo can provide a wider selection of on-
demand content to the home, but the limited 
availability of PVRs with integrated digital 
cable functionality curtails the overall benefit 
to the customer.  PVRs also remove content 
storage control from the MSO at the home.  
This raises content protection issues, which 
tend to ripple back into rights negotiations. 

However, successful trials of subscription 
video-on-demand content indicate that MSOs 
may not need to supply customers with DVR 
boxes to satisfy their desire for more varied 
on-demand content, as long as they can make 
desirable content available to their 
subscribers. 

Network-Based PVR 

In a network-based PVR approach, 
broadcast programming is recorded and 
stored by the MSO at the headend, rather 
than inside a consumer’s set-top box, and is 
made available to on-demand streaming 
servers for transmission to customers upon 
request.  Some implementations of network-
based PVR allow a customer to pause a 
program in real time and use standard 
navigation features such as fast forward and 
rewind. 

The advent of network-based PVR 
solutions levels the playing field with home 
PVR boxes, and allows the MSO to provide 
the full range of broadcast programming on 
demand, in addition to PVR functionality, 
without upgrading any customer premises 
equipment. 

However, existing carriage agreements 
are likely to require renegotiation before 
broadcast programming will be allowed for 
on-demand viewing, so MSOs must 
aggressively pursue content rights to achieve 
the full potential value of network-based 
PVR. 

 “Many Streams, Each To There” 

Current on-demand solutions can be 
scaled to meet the MSO’s streaming capacity 
needs for their digital subscribers.  However, 
these solutions often suffer from inflexible 
routing that dates from the previous 
generation of transmission technology such as 



DVB-ASI and integrated quadrature 
amplitude modulation (QAM) and 
upconversion.  Since this transmission 
equipment had little or no switching and 
routing capability, and the capability was 
often not cost-effective when available, each 
streaming session had a fixed route to its 
destination.  This meant that only a smaller 
subset of on-demand servers could stream 
content to a given customer’s set-top box. 
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Figure 3. Fixed server-to-edge device routing. 
 

For the MSO, these constraints meant that 
systems had to be designed for and sized to 
the peak demand expected at each hub, rather 
than the peak demand expected from the 
overall system.  MSOs responded by defining 
system pricing in terms of cost per 
simultaneous stream, independent of service 
grouping or location.  This pushed the cost of 
additional equipment to satisfy per-hub rather 
than overall requirements back on the 
equipment vendors, resulting in lower margins 
and profit from these sales. 

This architecture is workable, but clearly 
not optimal for either MSOs or equipment 
vendors.  MSOs must deploy larger systems 
that would otherwise be necessary, which 
impacts operational and maintenance costs, as 
well as complicating the issue of failure 
recovery.  Equipment vendors must absorb 
costs imposed by sizing constraints at each 
hub, rather than at the overall system level.  
Performing asymmetric expansion of an on-
demand system is further complicated by this 
routing inflexibility, since the expansions must 

again be performed at the hub level,  not at 
the overall system level. 

THE PROMISE OF TOMORROW 

 “Any Stream Anywhere” 

 “Any Stream Anywhere” is a phrase used 
to describe a system where any stream being 
sent from a streaming server can be directed 
to any set-top box.  Looking from the other 
direction, this also means that any streaming 
server can satisfy a stream request from any 
particular set-top box. 

A system with this property has many 
clear advantages.  Since all streaming servers, 
not only a subset, can satisfy a node of set-top 
boxes, the total capacity provided by these 
servers can be sized against the demand of the 
overall system, instead of sizing each subset 
individually.  This both eliminates unnecessary 
equipment, and also greatly simplifies the 
processes for installation and expansion.  
MSOs can set aside reserve streaming 
capacity to cover the entire system, rather 
than separate hubs or nodes. 

A switched Gigabit Ethernet transmission 
framework can easily support the “Any 
Stream Anywhere” model, using the 
switching and routing functionality provided 
to direct traffic from any server to any edge 
device which transmits to a given set-top box.  
A conceptual diagram of “Any Stream 
Anywhere” for a system using a switched 
Gigabit Ethernet transmission framework is 
shown below. 
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Figure 4. Gigabit Ethernet Any Stream Anywhere. 
 

A basic implementation of “Any Stream 
Anywhere” using switched Gigabit Ethernet 
can take advantage of the fact that these 
systems are usually given dedicated network 
bandwidth.  As long as the streaming servers 
can manage the available bandwidth properly, 
while taking into account the new switched 
infrastructure, few if any significant changes 
should be required to add the ability to 
support “Any Stream Anywhere” in an 
existing centralized Gigabit Ethernet system.  

“Anything, Anywhere”: Sharing Resources 
Between Multiple Services 

A digital cable transmission system using 
Gigabit Ethernet has at least two distinct 
networks with resources to manage: the 
Gigabit Ethernet network used between 
streaming servers and edge devices, and the 
RF network between edge devices and set-top 
boxes.  These systems also have an Ethernet 
network for command and control 
information, but that network is managed 
independently and falls outside the scope of 
this discussion. 

RF Resource Sharing 

Each RF frequency available has two 
separate but related resources to manage: the 
program numbers which can be individually 
tuned by set-top boxes, and the bandwidth 
which all programs using the same frequency 
must share. 

A rudimentary level of RF resource 
sharing is easily achieved with a static 
partitioning of the available RF frequencies 
between the services sharing the RF network.  
This avoids most possibilities of conflict 
between services, but is clearly not optimal 
since resources unused by the assigned 
service are not available for reuse by other 
services.   

An incremental improvement can be 
gained by changing the partitioning so that 
program numbers and their associated RF 
bandwidth can be assigned to services, instead 
of entire RF frequencies.  However, the lack 
of mechanisms to guarantee quality of service 
(QoS) at this level makes it possible for an ill-
behaved service to disrupt other services 
which share the same RF frequency. 

Dynamic partitioning of these resources is 
clearly more efficient, but requires a resource 
management system to arbitrate requests.  If 
the site in question uses the Scientific-Atlanta 
headend infrastructure, the Digital Network 
Control System (DNCS) is responsible for 
performing this function, using the DSM-CC 
protocol specified in the MPEG-2 standard.  
However, if the site uses the Motorola 
headend infrastructure, no such entity 
manages the RF resources.  In this case, VOD 
system vendors have typically implemented 
their own internal management to handle 
resource sharing.  Requests from other 
services for resource sharing can be 
accommodated by sending these requests to 
the VOD system for fulfillment. 

At present, few services attempt to share 
RF resources with VOD systems, and the 
small number of involved parties makes 
solutions by private arrangement feasible.  
But as more potential services emerge, and 
providers begin to call for unified multiple 
vendor support, open standards should be 



adopted to define the interactions required for 
these services to share common resources. 

Gigabit Ethernet Resource Sharing 

Resource sharing for the Gigabit Ethernet 
network is simpler, thanks to both its inherent 
switching and routing functionality, and the 
suite of Internet protocols available for use.  
Like the RF network, Gigabit Ethernet 
networks have at least two separate resources 
to be managed: the addresses used to identify 
each device on the network, and the 
bandwidth available for data traffic.   

Ethernet devices generally have unique 
Media Access Control (MAC) addresses, so 
only IP addresses generally need to be directly 
managed.  The Address Resolution Protocol 
(ARP), part of the standard suite of Internet 
protocols, handles the matching of IP 
addresses with appropriate MAC addresses, 
and the Dynamic Host Configuration Protocol 
(DHCP) is often used to assign IP addresses 
to devices, whether on a static or dynamic 
basis. 

Gigabit Ethernet network bandwidth can 
be statically allocated in a fashion similar to 
the RF bandwidth allocation described 
previously to provide a rudimentary level of 
sharing between services.  Without any 
quality of service guarantees, an ill-behaved 
or misconfigured service can once again 
disrupt other services sharing the same 
network.   

The effects of this disruption can be 
significantly worse for Gigabit Ethernet, since 
the vastly increased bandwidth available 
encourages a correspondingly higher number 
of sessions per link to share the network.  But 
in this case, the Internet comes to the rescue, 
since mechanisms have been developed to 
ensure quality of service for IP and Ethernet 
traffic. 

Gigabit Ethernet Quality of Service 

There are several different methods, such 
as IP precedence, IP Type of Services (ToS), 
and Differentiated Services Code Point 
(DSCP), which can be used to specify which 
quality of service policy should be applied, if 
any, to IP traffic.  Some of these methods 
overlap, and may conflict with one another if 
not configured and used carefully.   

Fortunately, streaming servers are 
relatively immune to this problem, since the 
switch that receives their output can be 
configured to tag all incoming traffic on an 
input port with particular QoS settings.  The 
streaming server is therefore not required to 
know how QoS will be implemented.   

Edge devices are not so lucky, and so 
should be capable of receiving input with QoS 
tagging.  QoS indications are not currently 
used to signal the relative priority of 
individual streams; therefore, vendors may 
note that it is safe for the edge device, as the 
last device in the chain, to ignore the QoS 
indications it receives. 

Note that although lost data can 
sometimes be tolerated by other applications, 
within streaming video server output such 
losses are almost always clearly visible and 
objectionable to the customer.  In light of this 
fact, best-effort queuing policies to enforce 
QoS are much more suitable for digital cable 
transmission than policies which result in lost 
traffic. 

Gigabit Ethernet Bandwidth Reservation 

The standard Internet protocol used to 
perform network bandwidth management is 
the Resource Reservation Protocol (RSVP).  
This protocol allows a receiver to establish a 
bandwidth reservation between itself and a 
specified source.  Dynamic partitioning of 



network bandwidth between services can be 
readily accomplished with this protocol. 

A crucial RSVP feature is its ability to 
accommodate portions of the network that 
are not RSVP-aware.  This feature enables 
the gradual introduction of RSVP at sites 
with existing equipment that predates or 
otherwise does not support it.  Although 
many  existing Gigabit Ethernet switches 
support RSVP, and optical transport 
equipment is generally not required to do so, 
existing streaming servers and edge devices 
largely do not support RSVP.  Even if direct 
support for RSVP is added, the encapsulation 
of these messages within UDP multicast 
packets may be required, as specified in 
Annex C of RFC 2205.  This is due to various 
operating system and security issues 
regarding the use of raw sockets. 

The fact that many Gigabit Ethernet 
switches provide RSVP support is again 
advantageous to streaming servers, since 
these switches may act as a sender proxy and 
hide the details of RSVP operation from the 
connected servers.  In this situation, the 
switch maintains RSVP states, and generates 
required downstream “Path” messages in 
response to received streaming input. 

Edge devices are, once again, not as lucky 
and may be required to directly support 
RSVP.  The primary reason for this stems 
from the fact that unidirectional transport 
from streaming server to edge device is often 
employed to better utilize the available optical 
fiber.  For RSVP, the receiver must initiate an 
upstream request for bandwidth reservation, 
but it is unclear what upstream path will be 
available to the edge device. 

Bi-directional Edge Connectivity  

Downstream video traffic requires much 
more bandwidth than upstream control traffic, 

which is why unidirectional transport from the 
streaming server to the RF edge is often 
implemented.  However, having bi-directional 
connectivity at the edge would enable much 
simpler autodiscovery and autoconfiguration 
methods, and allow standard protocols used 
by the Internet such as ARP and RSVP to 
accomplish their tasks. 

The establishment of bi-directional edge 
connectivity, with only unidirectional 
transport to the edge, requires a switch to 
exist between every edge device and the 
optical transport feeding it.  This can become 
expensive, but an emerging new breed of 
equipment, combining switching and optical 
transport capability in the same device, may 
prove well-suited to this task. 

As an alternative, devices may support 
methods such as the Unidirectional Link 
Routing (UDLR) protocols specified in RFC 
3077 to logically create an upstream network 
path over a different connection, such as the 
command and control network. 

Autodiscovery and Autoconfiguration 

Automatic discovery and configuration 
methods are not strictly required for these 
systems to be deployed.  However, for MSOs 
unfamiliar with the intricacies of these new 
systems, any automation that can help reduce 
the probability of misconfiguration, and also 
simplify system expansion, will clearly be of 
great value. 

However, to implement autodiscovery 
and autoconfiguration, bi-directional 
connectivity and support for each device is 
required.  Set-top autodiscovery schemes can 
use the upstream communications link 
provided by the RF network to perform these 
functions, but this makes open standardization 
difficult.  Existing network equipment with 
full support for autodiscovery and 



autoconfiguration methods may require 
modifications to work with unidirectional 
links, as described above. 

Complex Network Topologies 

Up to this point, the discussion of 
“Anything, Anywhere” has been based on a 
simple centralized model, where streaming 
sources and switches are located at the master 
headend, and their output is distributed to 
hubs and nodes using optical transport.  
Although the simplicity of this model eases 
the discussion of issues which are not 
dependent on topology, real-world systems 
are much more complicated. 
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Figure 5. A slightly more complicated topology. 
 

Since the cost of putting optical fiber in 
the ground is prohibitive, the topology of 
available fiber often dictates that of the 
services it carries.  In other cases, the 
available space at headend locations may 
constrain the amount of equipment that can 
be installed.  In addition, headends often also 
act as hubs to serve local customers.  Lastly, 
redundant equipment is often used to provide 
failover capabilities.  The net result of all this 
is that most real-world architectures diverge 
significantly from the ideal centralized model. 

The multiple possible paths introduced by 
complex network topologies make routing 
and other management tasks much more 
difficult.  However, complex topologies are 
generally chosen because they can be more 
flexible, and also more resilient if problems 
arise.  Other possibilities which may drive 
MSOs to adopt more complex network 
topologies include the regionalization of 
functions such as broadcast feed generation, 
network-based PVR content ingestion, and 
reserve streaming capacity. 
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Figure 6. This example is centralized... almost! 
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Figure 7. A server elsewhere on the main ring 
makes things more complicated. 
 



Existing network devices and 
architectures have sturdy mechanisms 
available to handle failure detection and 
recovery, as well as other issues such as 
bandwidth reservation and quality of service.  
However, in some cases, the Internet solution 
does not quite fit the digital cable problem.  
For example, reserving bandwidth for a 
stream to a set-top box differs from the 
typical Internet case, due to the separation 
between the IP network and the RF network.  
A simpler problem thus becomes complicated 
in the digital cable space. 
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Figure 8. Gigabit Ethernet IP and RF networks. 
 

The challenge here is to integrate network 
management functionality with the resource 
management of on-demand streaming 
systems.  If this integration is performed at a 
high enough level, each piece can manage its 
own responsibilities and ask the others when 
external resources are required.  But if the 
integration is performed at too low a level, 
the labor required to properly configure a 
system with complex topology may require 
that working autodiscovery and 
autoconfiguration methods be devised and 
implemented first. 

High-Definition Video-on-Demand 
(HDVOD)  

The advent of high-definition (HD) 
content for VOD systems is quickly 

approaching.  In fact, HDVOD may have 
already arrived!  HDVOD content differs 
from standard VOD content only in video 
resolution and bit rate, but support for these 
higher resolutions and bit rates can have 
ripple effects throughout an on-demand 
system.  Care must be taken in both the 
underlying infrastructure and devices 
themselves to ensure that HDVOD content 
does not cause design limits to be exceeded. 

RECOMMENDATIONS 

Considerations for selecting and 
purchasing equipment for deployment: 

Streaming servers should be able to fill a 
Gigabit Ethernet link so that switch ports and 
transport bandwidth are fully utilized. 

Switches and/or routers should implement 
port queuing and QoS policy enforcement in a 
fashion compliant with streaming content 
requirements.  Also, switches, routers, and 
transport equipment should only minimally 
modify the nature and timing of streaming 
media content.  This is simplified by selecting 
equipment verified by vendors to interoperate 
correctly with other components, including 
both streaming server and edge device. 

Edge devices should be upgradeable to 
support both variable bit rate (VBR) and 
high-definition (HD) streaming input.  
Devices with better buffering and dejittering 
capabilities are generally preferred over their 
competitors. 

It must be decided up front whether 
asymmetrical deployment and expansion now 
merits the increased capital expenditure that it 
requires at initial rollout. Future cost 
projections for needed equipment will clearly 
play a significant role in this decision, as will 
the bargaining power brought by higher-
volume and/or integrated purchases. 



Considerations for designing or deploying 
a system: 

The rollout and expansion of proven 
revenue sources such as on-demand services 
should not be delayed to wait for the promise 
of resource sharing with other services.  The 
revenue to be gained now facilitates the 
expansion for these services later, and is a 
valuable hedge against the chance that other 
services may not end up as viable 
opportunities for additional revenue. 

The network topology should not be 
complicated more than absolutely necessary, 
unless the benefits of doing so are tangible 
and compelling. 

Component interactions should be kept at 
a high level when possible to accommodate 
differing implementation at lower layers.  This 
avoids unnecessary problems that can arise 
from conflicting decisions made in the design 
and implementation of individual components. 

The use of open standards should be 
encouraged for interoperability whenever 
feasible, but may not be  required for existing 
or near-term deployments.  This  prevents 
unnecessary and unavoidable delays for 
acceptance and integration from impacting the 
timetables for these deployment. 

CONCLUSION 

Equipment vendors in this space hold an 
enviable position; they are poised in a market 
ready to explode with new business, and are 
positioned well to capitalize on that fact.  The 
new features needed by MSOs are already 
being developed and deployed now, while 
open standards are being refined and 
proposed to allow smoother integration and 
interoperability for the future.  The 
acceptance and adoption of these standards 
will allow vendors to focus on the 

development of next-generation features to 
drive the next wave of business. 

For the MSO, this is an exciting time to 
be in the business, due to the convergence of 
several new technologies in an affordable 
fashion.   This recent development has given 
rise to new features that not only bolster 
customer demand, but also provide new 
revenue-generating opportunities.  The wide 
range of services available to customers has 
neven been more compelling.  The ability to 
deliver “Anything, Anytime, Anywhere” is 
finally within reach, and customers are 
clamoring for the MSO to deliver this 
promise.  The last remaining hurdle is to 
standardize rollout procedures to make them 
suitable for mass deployment, and then the 
MSO can let the good times roll. 
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Abstract 

After many years and billions of dollars 
invested in a digital network infrastructure 
the cable TV industry finds itself unable to 
fully capitalize on that investment. Under-
powered set-top-boxes, daunting integration 
issues, lack of standards, and huge capital 
costs hinder the roll out of new subscriber 
services at a time when competition from 
digital satellite providers is becoming acute. 
Fortunately, artificial intelligence (AI) tech-
nologies developed over the last forty years 
are directly applicable to many of the diffi-
cult technical problems faced by today’s ca-
ble TV applications. Specifically, we de-
scribe how AI techniques can be applied to 
provide more personalized subscriber ser-
vices, alleviate information overload, reduce 
backend server and human editorial costs, 
and to use available bandwidth more effi-
ciently. 

INTRODUCTION 

The cable TV industry has invested 
huge sums of capital in recent years to up-
grade both their networks and millions of 
consumer premises equipment (CPE) units 
from analog to digital. This has not only in-
creased the quantity and quality of video 
that can be provided, but also placed a sys-
tem controlled computing device, the digital 
set-top-box (STB), in every subscriber 
home. This high-speed, two-way network 
combined with a re 

 

motely programmable computer in the home 
provides the cable TV industry an opportu-
nity to provide subscriber services that both 
Microsoft and the digital broadcast satellite 
(DBS) providers must envy.  

Unfortunately, the evolutionary nature 
of the digital upgrade process has produced 
an architecture that is ill designed to support 
the multiple application services that are 
currently in development or on the drawing 
board. Initially, the STB was primarily in-
tended to do little more than decode MPEG 
video. But the abundant bandwidth that the 
digital upgrades provided allowed for rapid 
growth in the number of video channels, far 
too many for the analog style scrolling guide 
to be practical. The need to overcome in-
formation overload caused by too many 
channels in a scrolling guide drove the de-
velopment of the interactive program guide 
(IPG), a remote-control driven application 
that was squeezed into the confines of the 
STB. Today, a new set of business needs 
and opportunities drives the development of 
an array of new subscriber services, includ-
ing video-on-demand (VOD), T-Commerce, 
information-on-demand (IOD), PC-like 
messaging, and games.  

Clearly a STB that was originally in-
tended to do little more than decode MPEG 
video is hard pressed to support all of these 
services. Further, the software architecture 
of the STB, which modified to support a 
single application (the IPG), typically re-
quires costly integration to accommodate 



new applications and services. There are no 
standards for new services. As a result, most 
new services require costly servers to be de-
ployed at the cable headend to perform 
much of the work, while the subscriber’s 
STB acts as merely a dumb display device. 

This current state of affairs is unfortu-
nate. Because of the economics of the situa-
tion, the currently deployed STBs are likely 
to remain in the field for many years to 
come. Yet the technical limitations of both 
STBs and IPG applications impose signifi-
cant integration and development challenges 
that impede the roll out of new, high-
revenue generating services.  

Surprisingly, there is an existing tech-
nology that could be applied to currently 
deployed STBs facilitating the full realiza-
tion of the revenue potential enabled by a 
digital cable TV infrastructure. Even more 
surprising, this technology is neither pro-
prietary nor a recent development. Rather it 
is the often misunderstood and under-
utilized fruit of many decades of academic 
research: Artificial Intelligence (AI). 

While popular understanding of AI re-
volves around jerky robots and giant, chess-
playing super-brains, the true foundations of 
the science of AI consist of a cornucopia of 
techniques for performing complex tasks, 
such as user modeling, application of expert 
knowledge, dealing with uncertainty, etc. 
using limited computing resources. Many AI 
techniques are ideally suited to solving some 
of the most vexing problems in today’s ca-
ble TV applications, and can often do so in 
the restricted computing environment of cur-
rently deployed digital STBs.  

Carefully applied AI technology prom-
ises to revolutionize the subscriber services 
cable TV can offer, and to do so at a fraction 
of the cost of conventional, client-server 
systems. 

EVOLUTION NOT REVOLUTION 

The evolutionary development of to-
day’s cable TV infrastructures and applica-
tions is characterized by the reactionary 
loop, depicted in Fig. 1.  

Business Needs and
Opportunities

Business Solutions
and Products

Technical
Difficulties

 
Figure 1. The Reactionary Loop. 

Initially, a system operator or multi-
system operator (MSO) identifies a business 
need or opportunity that solves a business 
problem (e.g., increases revenue, cuts costs, 
provides competitive advantage, etc.). The 
MSO then designs or purchases products or 



technical solutions that satisfy the need or 
capitalize on the opportunity. Finally, the 
product or solution reveals new opportunity, 
or technical difficulties, thus driving the 
next reactionary cycle.  

Unfortunately, this mode of develop-
ment produces ever more complex and 
costly, ad hoc solutions, as each cycle must 
accommodate the shortsighted decisions 
made on previous cycles. And the resulting 
solutions typically have little or no inter-
compatibility without costly software inte-
gration.  

This state of affairs has led many MSOs 
to seek a “middleware” solution that pro-
vides a common foundation for future appli-
cation and service development. Unfortu-
nately such systems can never entirely over-
come the inadequacies of a hardware and 
software architecture that has evolved via 
the reactionary loop. Middleware solutions 
isolate applications from the raw features 
available on the STB, forever limiting the 
role of such code to simple display tasks, 
and locking solutions into a client-server 
model. And while limitations imposed by 
underpowered STB hardware can be allevi-
ated via backend processing, this only trades 
one problem for others, as this adds yet an-
other layer of computation in an already 
tight STB environment, and server-centric 
backend solutions are notoriously expensive, 
and do not scale well for large numbers of 
subscribers. 

THE CURRENT CYCLE 

As of January, 2003 there are only a 
few markets in the US providing next gen-
eration services on modern STB hardware; 
the majority of cable systems, by far, are run 

on old technology.1 To date, the majority of 
deployed cable TV STB software is not mid-
dleware based, but built around a single 
resident application, the IPG2. In some cases 
(e.g., DCT-2000) deployment of a new ap-
plication requires direct integration with the 
IPG. In most systems out-of-band (OOB) 
bandwidth is a precious commodity, and lit-
tle if any is available for use by third-party 
applications. 

In this environment the cable TV indus-
try faces a number of challenges, including 
high rates of digital churn, slowing digital 
penetration, shrinking subscriber bases, and 
the ever increasing competition of DBS. To 
continue to grow and survive the industry 
has entered the next cycle in the reactionary 
loop, as illustrated in Fig. 2.  First, several 
critical business needs have been identified, 
including: 

• Reduce digital churn rates, provid-
ing sufficient services to keep digi-
tal customers once they sign on. 

• Compete with DBS by providing 
feature parity and significant feature 
differentiation, capitalizing on the 
two-way network. 

• Create new features and services 
that can provide incremental reve-
nue (e.g., pay-per-view). 

 

                                                 

1 Primarily from the Motorola DCT-
2000 and the Scientific Atlanta Explorer 
2000 families. 

2 Mostly TV Guide/Gemstar or TV 
Gateway. 
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Figure 2. The current reactionary cycle, and the application of AI tools 

 

To satisfy these business needs, a vari-
ety of new features and services have been 
defined and in some cases deployed. Among 
them are: 

• Video-on-demand (VOD). Provid-
ing TV programming of the sub-
scriber’s choice (initially PPV mov-
ies) anytime. 

• Information on Demand (IOD). 
Providing relevant news, weather 
and other information on TV any-
time. 

• Messaging. Providing instant mes-
saging and e-mail services on TV. 

• Games. Providing games and other 
interactive entertainments on TV. 

• T-Commerce/Advertising. Provid-
ing custom adverstising and ena-
bling online sales via TV. 

• Broadband Access. Providing 
Internet service via cable modem. 

However, we believe that such services, 
even if successful, introduce a number of 
new technical difficulties that must be over-
come for these services to be adopted by 
subscribers, and to generate the revenue that 
justifies their implementation costs.  



1. Backend server costs. As stated 
above, most such services are implemented 
via expensive hardware and software de-
ployments at the headend. And while such 
solutions may work adequately when rolled 
out, they seldom scale well with the number 
of subscribers, and may fall victim to their 
own success. 

2. Excessive bandwidth usage. It is the 
nature of such client-server solutions that 
information has to flow back and forth be-
tween client and server. Often this informa-
tion (e.g., clicks on the remote control) must 
be transmitted out-of-band. But out-of-band 
bandwidth is a precious, contention-based 
commodity, and is often inadequate to the 
requirements of client-server solutions. 

3. Information overload. Today’s in-
teractive program guides are useable for the 
several hundred channels available on digi-
tal cable. But how can they hope to cope 
with hundreds or even thousands of new 
programming titles made available by VOD. 
The subscriber will suffer information over-
load, hindering their ability to find and pur-
chase VOD programming. Similar problems 
exist with the other new services that flood 
the subscriber with unprecedented quantities 
of information and numbers of choices. 

4. Manpower support costs. Many 
new services, particularly IOD, games, T-
Commerce and advertising require a signifi-
cant number of people to provide content 
retrieval and editorial services. 

5. Lack of Personalization. All of 
these services would be both more useable 
and more successful if they were personal-
ized for each subscriber. Tailoring the in-
formation presented to the subscriber based 
on their interests and preferences provides a 
more efficient, and therefore more profit-
able, user experience. Research has also 
shown that systems that require personaliza-
tion or learning are more sticky, retaining 
customers better than those without. [5] 

Fortunately, AI can be applied to solve 
all five of these problems, and at a fraction 
of the cost of conventional, client-server 
systems. 

APPLYING AI TO CABLE TV 

Over the past forty years AI scholars 
have researched a variety of hard problems 
and developed a vast array of techniques, 
technologies, and tools for solving them. 
Serendipitously, most of this research was 
performed in an era when computing re-
sources were scarce, so even a conventional 
cable TV STB is often adequate for their 
application. Table 1 lists several such tech-
nologies. [1,3,4]  

Implicit in this discussion is that the ju-
dicious application of efficient AI technol-
ogy allows much of the work that is cur-
rently performed by backend servers could 
be performed in a distributed fashion, di-
rectly on subscriber STBs, thus eliminating 
the need for costly backend servers. Such 
systems have been realized and are in opera-
tion today.[2]  



AI Technology 
Class 

Specific Tech-
niques 

Description Cable TV Applications 

Learning Rote Learning, In-
ductive Learning, 
Neural Networks, 
Genetic Learning 

Incremental improvement 
of task performance based 
on rote knowledge or ex-
amples. 

Modeling the viewer based 
on previous actions to predict 
programming of interest for 
PVR or smart IPG. 

Intelligent Agents Information Re-
trieval, Knowledge 
Management, Com-
merce 

Software that understands 
a complex task well 
enough to automate it, per-
forming in a human role. 

Automated content retrieval, 
reducing editorial staff for 
IOD, T-Commerce. 

Expert Systems Rule-based, Logic-
based, Context-
sensitive interfaces 

Software that can apply 
expert domain knowledge 
to a problem. 

Encoding knowledge about 
TV usage to provide smarter 
user interfaces. 

Statistical Reasoning Fuzzy Logic, Cer-
tainty Factors, 
Dempster-Shafer 
Theory, Baysian 
Networks 

Reasoning with uncertain, 
incomplete, or noisy input 

Widely applicable techniques 
useful in learning, agents, 
and expert systems. 

Distributed Comput-
ing 

Intelligent Agents, 
Edge-based comput-
ing, Peer-to-peer 
networking 

Distributing pieces of a 
complex task among sev-
eral distributed computers.  

By pushing tasks down to the 
STB, obviates need for ex-
pensive servers. 

Table 1. A sample of AI technologies applicable to cable TV applications. 

 
It is beyond the scope of this paper to 

describe every possible application of AI 
technology to the cable TV industry.  
Instead, we will focus on three sample AI 
tools, each of which is directly applicable to 
many of the technical difficulties identified 
above. These tools are summarized in  
Table 2. 

Intelligent Agents 

Intelligent agents are small, active soft-
ware components that understand a complex 
task sufficiently to assist a human in per-
forming it, or to automate it entirely. One 
such task required of IOD and T-Commerce 
systems is the retrieval of content (text and 
pictures) to be displayed to the viewer, such 
as news, sports scores, stock quotes, current 

bargains, etc. Conventional solutions em-
ploy a staff of human editors who retrieve 
raw content from various network sources, 
revise it for display on TV. All such data is 
then broadcast out to the STBs for display. 
But it has been demonstrated that such tasks 
can be performed by intelligent agents run-
ning directly on the subscribers’ STBs. 

This approach has a number of advan-
tages. First, it reduces or eliminates the need 
for an editorial staff. Second, it allows STBs 
to retrieve exactly the content that is appro-
priate for a given subscriber, and ignore eve-
rything else. This represents a significant 
reduction in the bandwidth requirements and 
often allows an on-demand request model to 
replace the broadcast model currently in use. 



 

AI Tool Applies to Info. 
Overload 

Server 
Costs 

Bandwidth 
Usage 

Manpower 
Costs 

Lack of Per-
sonalization 

Viewer 
Modeling 

IPG, VOD, 
IOD, PVR, 

T-Commerce 

Fewer pro-
gramming or 

product 
choices 

Runs on 
STB 

No client-server 
network traffic 

-- Customize views 
and content to 

target subscriber 
interests 

Smart 
User Inter-

faces 

All products 
and services 

Automat or 
assist in 
obvious or 
repetitive 
tasks 

Runs on 
STB 

No client-server 
network traffic 

-- Customize features 
& views based on 
subscriber abilities 

and context 

Intelligent 
Agents 

IOD, Broad-
band Portals, 
T-Commerce 

Retrieve and 
display cus-
tom info., 
not every-

thing 

Runs on 
STB 

No broadcast of 
generic info. Al-
lows on-demand 

requests 

Reduce or 
eliminate con-
tent editorial 

staff 

Select agents that 
retrieve only de-

sired content. 

Table 2. Three AI tools and their applicability to the current reactionary cycle 

 
Smart User Interfaces 

Current cable TV user interfaces (e.g., 
VOD, IPG, IOD) tend to be static, providing 
the same set of capabilities to all subscribers 
at all times, regardless of the situation. The 
user interface, in this case, provides a means 
of operating a tool. However, significant AI 
research has been devoted to producing 
smarter interfaces, that operate more like an 
automated assistant. Rather than displaying 
a channel grid in numerical order, a smart 
IPG interface might order the channels 
based upon frequency of use. Or, by apply-
ing statistical reasoning and expert systems a 
smart IPG would “understand” the normal 
activities that a subscriber performs, either 
assisting or performing those activities 
automatically.  

Viewer Modelling 

Information overload is perhaps the 
most prevalent problem that results from the 
array of new subscriber services in the 

works today. Using an IPG to navigate 
through hundreds of channels is difficult 
enough. But add thousands of VOD titles 
and no subscriber is going to want to navi-
gate through any static hierarchy to find a 
title worth paying for. However, by applying 
several statistical reasoning and learning 
techniques from AI, STB software would be 
able to monitor the programming viewed by 
a subscriber and construct a model of the 
tastes and preferences of that subscriber. 
Armed with this model, a smart IPG or 
VOD user interface could present the user 
with a small number of choices tailored to 
their preferences, and to provide a more dy-
namic navigation through the available titles 
based on subscriber tastes. By overcoming 
the information overload problem, and mak-
ing it easier to find and buy programming of 
interest, such systems should allow VOD to 
realize its true revenue potential. 

 
 



SUMMARY 

The evolution of technical advances in 
the cable TV industry is the result of a reac-
tionary cycle. As a result, current limitations 
of STB hardware and IPG software applica-
tions impose significant development chal-
lenges that impede the efficient roll out of 
new, high-revenue generating subscriber 
services.  

However, judicious application of AI 
technologies, developed over the last 40 
years, significantly enhance the range and 
quality of services that can be implemented 
via STB applications, and at a fraction of the 
cost of conventional client-server ap-
proaches. 
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BUILDING COMPETITIVE SYSTEMS: A PACKETCABLE PERSPECTIVE  
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 Abstract 
 
     PacketCable defines a network 
superstructure that overlays the two-way data-
ready broadband cable DOCSIS 1.1 access 
network. PacketCable specifications define 
how PacketCable elements interact with each 
other and the protocols that are used between 
these elements. Since PacketCable 
certification/qualification only includes the 
protocol compliance of these elements, the 
certification/qualification does not suffice as 
the necessary means to provide a competitive 
service as provided by today’s Public Switched 
Telephony Network.  
 
     This paper details some of the features that 
are necessary for competitive telephony 
service. Some of these features are not covered 
by PacketCable certification/qualification 
tests.  
 
 
 

INTRODUCTION 
 
     The PacketCable project defines the 
protocols that are necessary for building 
competitive telephony.  
 
     Building a successful competitive telephony 
services over cable infrastructure requires the 
grade of service that is provided by Public 
Switched Telephony Network (PSTN) landline 
services to be met. 
 
     The grade of service provided by PSTN 
landline services has many dimensions that 
require different aspects of services to be 
engineered. Due to time and space limitations,  
this paper mainly focuses on the issue of 
perceived voice quality.  

PUBLIC SWITCHED TELEPHONY 
NETWORK 

 
     Since the aim of the cable telephony is to 
match or exceed the service quality that is 
offered by the landline telephony systems, it is 
very important to understand the landline 
telephony of today. 
 
     Each phone call is carried as 64 kb/s bit 
stream, with bits flowing regardless of whether 
the sender talks or not. The speech signal is 
encoded at a sampling rate of 8 kHz, with eight 
bits per sample. The encoding is a simple 
lookup that maps sample amplitudes from 0 to 
8159 to a 7-bit table entry, with a roughly 
logarithmic scale. There are two encoding 
schemes, A-law and u-law, where the former is 
found in European countries, while the latter is 
used in North America and Japan. The 
encoding is often also being referred to by its 
ITU Recommendation name, G.711 or called 
PCM coding [1]. The u-law encoding offers a 
signal-to-noise ratio of 39.3 dB for a full-range 
signal and a dynamic range of 48.4 dB. This is 
roughly equivalent to that of FM radio, except 
that the audio bandwidth is far lower. 
 
     The 8 kHz sampling period yields the basic 
clock period, 125 us, that is found throughout 
the digital telephone system, even when no 
voice is being transmitted. A number of these 
digital signals are then multiplexed into a 
single frame. For example, a T1 circuit consists 
of 24 voice channels, with one byte per 
channel. This packaging of channels into a 
single digital stream is called time-division 
multiplexing (TDM). A frame consists of these 
voice channels plus one or more 
synchronization bits. 
 



     Due to the TDM nature of the PSTN 
network the delay that is perceived by the users 
is mostly the propagation delay [2]. For North 
America the end-to-end delay worst case is 
calculated using maximum national distance of 
6000 Km is found as 33 msec. In the same 
manner the long distance submarine fiber 
connection between San Francisco and Hong 
Kong can be found as 78 msec. It is important 
to note that even though the typical 
propagation delays are much less the impact of 
the PBX equipment, compression CODECs 
and multiplexers the given delays constitute 
good reference points. 

 
GRADE OF SERVICE 

 
     The Grade of Service can be divided into 
two: the call connecting quality and perceived 
voice quality. 
 
     The call connecting quality depends on 
many factors including but not limited to call 
blocking, post-dial delay and accurate billing. 
 
      The perceived voice quality is generally 
more important than the call connecting 
quality, people tend to forget sporadic call 
connection problems, but when they have bad 
voice quality that they are paying for they tend 
to remember. 
 
Perceived Call Quality 
 
     The voice quality in the PSTN networks 
was historically measured using ‘mean opinion 
score’. The mean opinion score measures the 
subjective quality of a voice call. Historically 
the telephony providers invited people and 
used various call types (with delay, echo etc.) 
and recorded the results. 
 
     The MOS is a scale of 1-5 where the PSTN 
stands at 4.4 for local calls (perfect score). The 
score of national calls is generally above 4, 
which is considered as satisfactory. Anything 
below 4 may result with customer 
dissatisfaction with the service being received. 

Since the MOS is a subjective scale and 
requires subjective tests to be carried out which 
is not a good method of designing for a target. 
For design purposes ITU E-Model can be used 
[3].  
 
The equation for the transmission rating factor 
R is: 

 
R = Ro - Is - Id - Ie  

 
Where, 

• Ro, the basic signal-to-noise ratio based 
on send and receive loudness ratings 
and the circuit and room noise; 

 
• Is, the sum of real-time or simultaneous 

speech transmission impairments, e.g., 
loudness levels, side tone and PCM 
quantizing distortion; 

 
• Id, the sum of delayed impairments 

relative to the speech signal, e.g., talker 
echo, listener echo and absolute delay; 

 
• Ie, the Equipment Impairment factor 

such as packet loss and CODEC loss, if 
CODEC being used is different than 
G.711. 

 
CABLE TELEPHONY TARGETS 

 
     Cable Telephony competing with landline 
services aims to have E-Model R-value of 80, 
which corresponds to MOS scale of 4. The 
cellular services offer a much lower R-value 
than 80 but they have an advantage factor that 
adds to the total and improves the R-value. For 
new services, like satellite phones a correction 
value A is intoduced, to take into account the 
advantage of using a new service and to reflect 
acceptance of lower quality by users for such 
services. It is assumed that the Advantage 
Factor will be reduced over time as the service 
improves and the customers get used to the 
benefits of the new service. It is not 
recommended to include a non-zero Advantage 



Factor for IP telephony because it is a 
replacement for existing services, rather than a 
completely new service.  
 

CABLE TELEPHONY  
PERCEIVED CALL QUALITY 

 
The perceived call quality of the cable 
telephony will be discussed using the e-model. 
As with the e-model the contributing factors of 
absolute speech delay and packet drop will be 
discussed. 
 
Absolute Speech Delay 
  

     The absolute speech delay known as mouth to 
ear or one-way delay is a very important factor in 
the perceived voice quality. Figure 1 shows the 
drop in the voice quality in e-model with respect 
to absolute speech delay. To find the voice 
quality drop one has to calculate the absolute 
speech delay look up from the graph to find the 
delay related impairment in E-model [2]. 

 

Figure 1 Impact of End-to-End delay 
using E-model 

     The absolute speech delay is contributed by 
many factors: Coding delay, Cable Access 
Delay, Network Side Delay and Jitter Buffer 
Delay.  
 
Coding Delay 
 
     The MTA introduces a certain amount of 
delay due to framing, look ahead processing, 
and decoding. The delay introduced by the two 
PacketCable CODEC’s are given in table 1. 
 
Cable Access Delay 
 
     The delay introduced by the Cable Access 
network on the upstream direction depends on 
many assumptions. Some of the assumptions 
are listed below: 
 
• The MTA’s coding/de-coding clocks are 

slaved to CMTS DOCSIS master clock: 
 

If this assumption does not hold than the 
packets on the upstream-direction would 
experience a delay that is 
increasing/decreasing between 0 and 10 
(the UGS interval) and then the same 
behavior will repeat as depicted in Figure 
2. 

Figure 2 Upstream Delay when MTA’s are not 
synchronized 

 

 Framing Look Ahead Coding Decoder Total Delay 
G.711/10 10 msec 5 msec 1 msec 1 msec 17 msec 
G.711/20 20 msec 5 msec 1 msec 1 msec 27 msec 
G.729/10 10 msec 5 msec 10 msec 10 msec 35 msec 
G.729/20 20 msec 5 msec 10 msec 10 msec 45 msec 

 
Table 1 Delay introduced by various CODECs. 



• The MTA’s framing interval will be 
aligned to UGS intervals: 

 
     The first Dynamic Service Addition 
(DSA) message from the CMTS will 
include the time reference of the first UGS 
grant [4]. The MTA should align its 
framing interval such that the time between 
the end-of-framing and time to transmit 
upstream is minimized. If the time is not 
minimized or the framing is not aligned 
than there will be a constant value between 
0 and 10 (UGS interval) upstream delay 
added. 

 

     If the MTA has implemented both the clock 
and framing synchronization than the delay on 
the upstream direction consists of: 
 

Framing to transmit delay <1  msec 
Cable propagation delay       <0.8 msec 
Cable receiving delay  <0.2 
CMTS internal delay  <3  msec 

 
A total of 5 msec is assumed for the upstream 
direction.  
 
     For the downstream direction cable delay 
consists of  
 

CMTS internal delay  <3  msec 
Interleaving/transmit delay <1  msec 
Cable Propagation delay           <0.8 msec 
Reception to buffer delay           <0.2 msec 

 
Making a downstream direction cable delay of 
5 msec. 
 

Network Side Delay 
 
     The network side delay depends on many 
factors such as the distance, the number of 
routers between end-points, the traffic and the 
connection technology. The end-to-end delay 
number for a national network is around 60-90 

msec with jitter as large as 50 msec or more. 
When packet prioritization is being used the 
average delay remains about the same but the 
jitter reduces. 
 
Jitter Buffer 
 
     The other delay factor is the jitter buffers on 
the de-coding section. The predicament with 
the jitter buffer is it is one of the items that is 
left for vendor differentiation.  
 

     The jitter buffer implementations can either 
be adaptive or static. On static jitter buffer 
implementations the buffer generally holds one 
or two packets, which spans one or two 
framing interval delays. 
 
     The goal of adaptive jitter buffer 
management is to remove the jitter while 
minimizing the amount of delay or incremental 
latency that is added to what's already been 
provided by the network. The adaptive buffer 
management schemes use interpacket arrival 
time variations, doing statistical analysis on it, 
then adapting the mean holding time of the 
packets or the jitter buffer length. 
 
     The problem with the static buffer 
management algorithms is that they tend to be 
conservative and assume the worst network 
cases. The MTA buffer management should be 
designed for end-to-end IP transport jitter 
values no matter where the call is connected. 
That means, if the worst-case jitter is 15 msec 
end-to-end then all the calls experience twice 
the jitter value delay of 30 msec. 
 
     The problem with the adaptive buffer 
management is twofold: First most of the 
adaptive buffer management statistical 
analyses schemes are not designed against the 
bursty nature of the network delay that is 
experienced today. Second, the buffer 
management is generally carried out during 
silence periods, which most probably does not 



coincide with the events that require jitter 
buffer changes. 
 
     The incorrect jitter buffer assignment has a 
two different impacts: When the jitter buffer is 
set to a value that is too low than the packets 
that arrive later then the buffered time will be 
dropped, and if the buffer is set to a too high 
value then the delay will be too high.  
 
     Depending on the network configuration 
and load the jitter on the VoIP packets may 
vary. In some cases some packets are so much 
delayed that setting the jitter buffer will result 
in an overall drop in voice quality.  
 
Packet Loss 
 
     Almost all IP networks exhibit Packet Loss. 
Figure 2 shows the e-model impact of packet 
loss on G.711 CODEC, which is the only 
mandatory CODEC in PacketCable 
specifications [5]. As can be seen in figure 
below, the impact of packet loss is tremendous 
on the voice quality, if 1% of the voice packets 
are lost than the speech impairment due to 
packet loss is 25. Combining this with the 
starting point of the G.711 the quality of no-
delay VoIP system with 1% packet loss results 
with a e-model rating of 70 which is equivalent 
to cellular phone quality. 
 

Figure 3 Impact of Packet Loss on E-model 
 

     The Packet Loss in IP networks can be 
attributed to several sources: queue overflow, 
synchronization, jitter buffer 
overflow/underflow, damaged packets. The 
impact of packet loss on the e-model 
impairments depends directly on the CODEC 
being used and whether Packet Loss 
Concealment (PLC) is implemented.  
 
     The impact of packet loss can be prevented 
if the packet loss concealment algorithms are 
implemented on the receiver side. As depicted 
in figure 3 the quality drops to 5 when PLC is 
implemented, which is one fifth of the non-
PLC G.711 system. Unfortunately the 
PacketCable specifications do not mandate the 
implementation of PLC when using G.711 
CODEC1. 
 
Packet Loss due to Queue Overflow 
 
     The queue overflow results when a certain 
interface receives more packets than it can 
send for a certain time duration. The solution 
for queue overflow is two fold: prioritization of 
packets, control of the queuing available to 
each priority. 
 
     The prioritization of packets is now a well-
established standard in the IP world and is 
called Differentiated Services (DiffServ) [6,7]. 
The PacketCable standards already support the 
DiffServ packet marking. The DiffServ in 
general is the scheme that when a high priority 
packet is received that packet is being sent 
before the lower priority packets. Even when 
DiffServ marking is being used, it is still 
possible that at some funneling points, the 
router would receive a larger amount of high 
priority packets then it can handle and has to 
queue the high priority packets. In this case the 
packets either have to be queued for a long 
time or should be dropped. The issue with 
funneling is that it would cause all calls to be 

                                                 
1 The term used for G.711 is ‘RECOMMENDED’ which 
is much weaker in terms of testing/certification 
viewpoint than use of the term ‘MUST’. 



impacted. If a certain link can handle at most 
1000 calls and 1001st call is being connected 
all 1001 calls will be impacted not only the one 
call that is added. 
 
     The issue of packet dropping in DiffServ 
environment can be prevented by over-
designing the network with no funneling 
points.  
 
Packet Loss due to Jitter Buffer 
Overflow/Underflow 
 
     The jitter overflow/underflow is caused by 
the jitter experienced by the packets. As stated 
before every MTA has a jitter buffer, which 
can be static or dynamic. Since at any instant 
the jitter buffer is perceived as being static, 
only the static jitter buffer case will be 
considered. 
 

 
Figure 4 Packets Dropped and Jitter Buffer 

 
     Lets assume that the MTA has a jitter buffer 
of 20 milliseconds, which is actually a +/-10 
milliseconds jitter buffer. What this means is 
that if a typical packet is received by time t0 
then it will start to be played at time t0+20 
milliseconds. Now assuming that the second 

packet is being received with a jitter of +10 
milliseconds than it will be played without any 
jitter buffer induced delay. If a packet is early 
by 10 milliseconds (-10 millisecond jitter) than 
the packet will be delayed by 10 milliseconds. 
In short the jitter buffer regulates the delay 
variation on the packets and makes the 
impression that there is no jitter experienced by 
the packets only a constant delay of 20 
milliseconds added. 
 
     The real issue comes to play when a packet 
experiences a jitter that is more than that of the 
jitter buffer. If a packet were earlier or later 
than the jitter buffer allocation, the MTA 
would drop the packet since it cannot handle 
the packet with in the jitter buffer. As shown in 
figure the jitter in a IP network can be depicted 
as a bell shape and the jitter buffer as a band 
within/engulfing this bell shape as shown in 
figure 4. 
 
     The jitter buffer may not be an issue if it 
can be set to a value that would always be able 
to accommodate the worst-case jitter in the 
network.  
 

Figure 5 Example Core Router Jitter 
 
     Unfortunately this is not an easy task. 
Figure 5 shows a core router performance on a 
two-interface situation that no queuing is 
necessary. As can be noticed the spread of the 
delay is very wide [8]. If the delay from this 



one router is to be accommodated then a jitter 
buffer of 214 milliseconds will be required. 
The better approach is to set an acceptable 
packet-drop level and set the jitter buffer to this 
value around 2 milliseconds to get a packet 
drop around 1%. 
 
     Using similar analyses it can be shown that 
the best settings for IP network jitter buffer are 
around 1% packet drop. Any settings above the 
1% packet drop will cause a larger delay 
introduced by the jitter buffer thereby dropping 
the voice quality faster than the voice quality 
improvements coming from the decreased 
packet drop rate. Any value above the 1% 
packet drop would result with a decreased 
voice quality due to the fact that the voice 
quality drop induced by the increased packet 
drop will not be compensated by the reduced 
delay. 
 
Packet Loss due to Errored Packets 
 
     The packet drop due to errored packets is 
generally due to RF impairments in the cable 
plant. This is due to the fact that the modern IP 
transmission equipment provides reliable 
transmission with errored packets less than one 
in 10000. 
 
     In the downstream direction the packet-drop 
rate is in the order of 10-5 due to the fact that 
on the downstream the transmitter is more 
powerful and the bandwidth used for 
downstream transmission has better SNR 
(Signal to Noise) characteristics than the 
upstream direction [4]. 
 
     On the upstream direction a provider has 
many possibilities that would impact the 
packet loss. Almost all of the countermeasures 
against the packet loss would have an impact 
on the perceived bandwidth on the upstream 
side. For example using a 1% packet loss a 
typical CMTS would be able to use a 2Mbps 
upstream channel whereas for a 10-5 packet 
drop rate a 612 Kbps will be achieved. 

 

BUILDING AN EXAMPLE SYSTEM 
 
Lets assume that the objective is to design a 
Voice over Cable system that would be 
competing against the PSTN landlines in North 
America.  
 
     Form the viewpoint of TDM based PSTN 
equipment the end-to-end performance of the 
PSTN network is impressive to say the least: 
 
• Less than 1 in 1000 samples are dropped 
• The end-to-end delay in North America is 

less than 35 msec. 
 
     When the cellular phones are taken as a 
base point these characteristics change as: 
 

• As much as 3% packet loss. 
 

• More than 200 msec of delay 
 
     The perceived quality of the cellular phone 
calls suffers from these characteristics. 
 
CODEC Decision 
 
     Since the PSTN network will carry the 
voice as G.711, it is assumed that the G.711 
will be used on the VoIP portion(s) of the 
networks. If this assumption is not valid than 
the initial coding loss and transcoding loss 
should be taken into account. 
 
Absolute Speech Delay 
 
     Assuming that the aim is to be as close to 
PSTN landline services as possible the worst 
case has to be considered. The worst-case 
scenario for the Cable Telephony is that the 
call starts on Cable hops into PSTN and ends at 
Cable. As depicted in figure 1 the call starts in 
a user calling via a PacketCable certified MTA 
in Sunnyvale, CA to another user that has 
PacketCable certified MTA at the Providence, 
RI. The call goes to PSTN on the Gateway in 
San Francisco, CA, and then exits from PSTN 



on the Boston, MA. The delay on the PSTN 
segment between San Francisco and Boston is 
30 msec. 
 
     Since the design is made for worst case, it 
will be assumed that the 10 msec packetization 
interval with G.711 coding will be used. 
Looking from the table 1 the coding and 
decoding delays of G.711 CODEC with 10 
msec framing is 16 msec for coding and 1 
msec for the de-coding, a total of 17 msec 
CODEC induced delay is found.  
 
     Since the coding is carried out on the 
originating MTA and de-coding on the ingress 
to PSTN, and coding on the egress from PSTN 
and de-coding on the terminating MTA, there 
two occurrences of coding-decoding in the 
Voice sections making 34 msec of CODEC 
delay. 
 
     The delay on the network side between the 
CMTS and the PSTN egress point is assumed 
to be 10 msec; when the cable access delay of 
5 msec is added the total IP network side delay 
becomes 15 msec. 
 
     The Jitter Buffer delay is assumed to be 10 
msec. The jitter buffer value of 10 msec should 
be sufficient for access to a local PSTN egress 
point but for the end-to-end VoIP call through 
the backbone this value may be too low, 
causing too much packet drop. Since the 
PacketCable does not have any means of 
setting the Jitter Buffer Size per call, the 
provider has to make a compromise between 
PSTN quality and end-to-end voice quality. 
 
     The total absolute speech delay consists of 
many pieces: 
 
Origination 

Coding/Decoding  17 msec 
Cable/Network Delay  15 msec 
Jitter Buffer Delay  10 msec 

PSTN end-to-end Delay  30 msec 
 
 

Termination 
Coding/Decoding  17 msec 
Cable/Network Delay  15 msec 
Jitter Buffer Delay  10 msec 

              +_______ 
Absolute Speech Delay           114 msec 
 
Using figure 1 to resolve the E-Model quality 
drop the drop can be found as 4.  
 
Packet Loss 
 
The amount of packet loss contributed can be 
partitioned as: 
 

Router queuing  0.1% 
Jitter buffer   1% 
Cable Access (RF)  0.01% 

 
Making 1.11% packet loss in origin and 1% 
packet loss in destination. Looking at the 
impact of 2.22% packet loss on figure 3, the e-
model quality drop can be found as 7.66.  
 
E-Model Result 
 
     When the G.711 coding (just sampling the 
voice with 8000 times a second) is being used, 
the base for voice quality would start from e-
model score of 94.2. Calculating the drop due 
to delay (4) and packet drop (7.66) would 
result with an end-to-end quality of the 82.6 
which is barely above the desired limit of 80. 

 
CONCLUDING REMARKS 

 
     Even though at first glance it looks like that 
the desired of score 80 can be achieved, some 
points are worth mentioning: 
 

• The calculation is for the worst case 
and for most of the geographical 
locations the score would be higher. 

 
• The packet loss of 1% would only be 

seen on cases where severe jitter is 
observed. 

 



• The overall experience with respect to 
PSTN landline services would be lower 
due to the fact that the introduced 
absolute delay is higher1. 

 
• When connected to high delay 

endpoints such as cellular phones, 
PBX’s or international calls with long 
delays, the call quality may drop to an 
unacceptable level. 

 
• The use of CODEC’s that provide 

better bandwidth utilization will cause 
the voice quality to drop further. 

 
• The use of a bigger Jitter Buffer to 

accommodate the connections to other 
end-points would cause voice quality to 
drop further. 

 
• Any additional packet loss would cause 

the voice quality to drop further.  
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Abstract 
 
The term “triple play” originally was 

meant simply to convey the convergence of 
video, voice, and data in the network.  It once 
encompassed everything that was important 
to know about network functionality.  
However, over the years the lines have 
blurred and the elements of the triple play 
have been further fine-tuned and splintered 
into a variety of different items.  All three 
parts of the triple play are multi-faceted, and 
all contain important variables necessary for 
proper bandwidth and traffic management.  
Video has multiple, possibly interrelated, 
faces: analog, digital, narrowcast, on-
demand, IP, and HDTV.  Data, which once 
essentially meant DOCSIS 1.0, now includes 
the ability to support tiered data services that 
include best effort Internet traffic, like that 
offered via DOCSIS 1.0, as well as 
guaranteed and mission critical business 
services.  Even simple residential Internet 
access is becoming a more complicated 
offering.  With VoIP still in the wings, ideas 
such as online gaming have leap-frogged 
into play as part of the residential data mix.  
With data just as with video, possibilities 
abound that involve bandwidth and traffic 
management in both the access, backbone, 
and interconnecting points in the network.  
Successful deployment of tiered, prioritized, 
and guaranteed services include 
understanding aspects of the access network, 
including higher versions of DOCSIS, as well 
as non-DOCSIS solutions and technologies 
behind the HFC access network.  Proper 
treatment of data services to and from the 
access network is a critical component of 
bandwidth management when considering 

architecture design options.  Finally, voice 
circuits and IP voice also have a role in the 
redefining of the meaning of triple play. 

 
This paper will analyze and characterize 

the traffic dynamics of the various service 
components above.  Aggregation of these 
services in cases consistent with likely 
architectural scenarios will be discussed.  
Architecture and bandwidth conclusions will 
be drawn that align with the service and 
traffic mixes currently being offered.  
Finally, offerings such as gaming, security, 
and medical applications are some of the 
ideas among many potential services that 
have been mentioned recently.  Their 
significance is magnified by the amount of 
highly interactive real-time voice and video 
needed to support them.  The implications of 
such new service offerings will be discussed. 

 
INTRODUCTION 

 
At last year’s NCTA show, a paper 

planted a stake in the quicksand [8], 
describing, as is self-described by the title, 
“A 10-yr Residential Bandwidth Demand 
Forecast and Implications for Delivery 
Networks.”  The presentation generated quite 
a few comments and questions, as any 
discussion related to predictions of 
bandwidth consumption might.  In particular, 
the paper did not focus on perceived needs or 
the conventional “Field of Dreams” theory of 
bandwidth growth – that is, “if you build it, 
they will come.”  Instead, it was grounded in 
demand expectations based on market 
research, trend studies, and conversations 
with various individuals across the industry 
whom the information was shared with.  The 



approach was to identify current and coming 
services that could be reasonably anticipated, 
evaluate and predict behavior, and aggregate 
the results.  Obviously, the analysis was not 
done as an academic exercise, but as a tool 
that can be used to plan a business towards 
expected growth areas, and to engage 
operators in discussion that help them plan 
their networking needs.   

 
As it stands today (now a third year into 

assessing the predictions), predicted behavior 
has deviated in a couple of areas, but none in 
earth-shattering ways.  Only one service at 
this point is ramping more slowly than 
anticipated (VoIP).  As a quick data point to 
encourage active minds, the study currently 
expects that, in 2010, there will be about 10x 
the bit rate demand on the forward path as 
there is in 2003, and about 25x in the return 
over the same period.   

 
As valuable as this paper is to the 

company as a benchmark that is updated 
regularly, its original intent is only a piece of 
the puzzle needed to get a complete snapshot 
of the bandwidth and architectural evolution 
landscape.  In particular, the results presented 
describe forecasts for the North American, 
residential market, and only the implications 
on the HFC access portion of the network.  
While there is certainly not a lot of extensive 
network infrastructure activity going on in 
the current slowdown, there is significant 
attention being given to services and 
equipment that have equivalent, if not more 
dynamic, impact on metro interconnect or 
backbone portions of the network.  Examples 
include the growth in video-on-
demand(VOD), the emphasis on supporting 
commercial services, and enhanced data 
aggregation and backhaul platforms.  And, 
clearly, the paper described above, while 
concerning itself with evolution of the HFC 
plant aspects of service growth, implies 
impacts beyond HFC access.  To complete 
the picture that enables the steadily predicted 
bandwidth growth requires a peek into what 

is going on outside the residential portion of 
the network, as well as at and behind the 
hubs that feed the distribution network.  To 
do this, first we need to understand the 
relevant traffic engineering problems as well 
as access bandwidth problems for effective 
end-to-end system design. 

 
This paper will introduce some of the 

concepts associated with the traffic 
engineering side of the problem.  The 
problem at hand can actually be summarized 
quite easily.  Never before has one network 
been asked to support so much content 
variety with such a wide range of quality of 
service (QoS) objectives.  With this being the 
assumed case for growing cable operators, 
the following questions are being explored 
today: 

 
1) What are the traffic implications of 

this multi-service, multiple goal situation?   
2) What are the resulting architectural 

implications?   
 
The fact that cable systems are able to 

encounter this type of problem at all and 
learn the important issues makes a strong 
statement for its competitive readiness in the 
larger picture of broadband providers.  This 
paper will discuss scenarios that can be used 
to evaluate question one.  There are as many 
answer to question two as there are  opinions 
on optimal architectures.    We will discuss 
common ones and general themes to be 
understood. 

 
SOME MATHMATICAL TRAFFIC 

CONCEPTS 
 
While widespread DOCSIS deployment 

brought data traffic management to the 
attention of the industry, the idea of 
understanding traffic characteristics and the 
effect on performance is not a new to cable.  
Archives at Motorola contain traffic studies 
aimed at understanding the response time of 
early settop IPPV request traffic, which used 



a basic ALOHA protocol.  ALOHA is 
essentially a free-for-all that allows a user to 
send a message whenever ready and, 
basically, take their chances that no one else 
is doing so at the same time.  If an 
acknowledgment is received prior to a time-
out waiting for it, the user knows the 
message got through.  The study goal was to 
understand how the settop loading and 
acknowledgement scheme effected the 
response time to a request from the user, 
determine the re-send likelihood, and 
understand the system breaking point.  
Implementation details were derived from 
this study.  Through traffic modeling, the 
analysis was able to show that about 40% 
more settop returns could be accommodated 
at the HE equipment if the acknowledgments 
sent to the settop were modified in the way 
they were originally designed to be delivered.  
Clearly, equipment cost savings were directly 
obtained in this simple case. 

 
As a second example, prior to full two-

way activation of cable plants, Motorola had 
deployed an early SurfBoard cable modem 
with a telephony return path.  Traffic studies 
were commissioned to understand this drastic 
network asymmetry, the impact of PC 
hardware, and the effect of TCP/IP 
implementation on the PC.  The analysis 
characterized how the telephony modems of 
the time (14.4 kbps and 28.8 kbps) 
compromised downloads that had much 
higher raw throughput capability.  
Performance of FTP transfer of large files 
was compared against symmetrical 10 Mbps 
and 100 Mbps point-to-point Ethernet to 
understand the user experience relative to, for 
example, the office environment.  This data 
was use to support configuration guidelines 
for the product.   

 
In the 1980’s, Ethernet itself, 

standardized around a carrier-sense, collision 
detect multiple access (CSMA/CD MAC) 
protocol came under traffic analysis scrutiny.  
A widely referenced throughput analysis and 

testing study was performed as LAN 
technology began to explode during that 
period of time [3]. 

 
Telephone Network Simplicity 

 
The purpose of traffic modeling is 

simple.  By developing proper statistical 
models for data in the network, it is possible 
to predict pipe size requirements, 
bottlenecks, performance, and equipment 
requirements.  Historically, there are two 
paradigms – telephone networks and data 
networks.  The phone network is traffic 
engineered to minute decimal place (the “five 
nines”) precision.  The unit of Erlangs is 
used to describe voice traffic volume.  The 
voice traffic arrivals are characterized 
statistically as a process with call arrivals that 
exhibit a Poisson characteristic.  This 
information is used with the well-known 
Erlang formula to determine trunking 
capacity necessary to ensure that circuit 
availability can be guaranteed to the high 
level described above.  Traffic engineering is 
possible with precision because of the well-
understood nature of voice traffic with many 
years of historical precedent, and the single-
service nature of that system at inception. 

 
Data traffic, on the other hand, has not 

historically been heavily traffic engineered.  
Providing plenty of excess bandwidth has 
been the protection against performance 
degradation due to congestion, and there are 
still advocates of cheap bandwidth and less 
complexity as the way to continue.  Others 
argue that, besides the inherent cost of higher 
performance equipment associated with 
under utilizing the network, flows are likely 
to encounter some bottleneck in an end-to-
end system, particularly as the routes grow 
longer and more complex.  Delivering 
repeatable QoS for high-performance 
services is not practical through pure 
bandwidth means in such cases. 

We have mentioned the idea of Erlangs.  
Telephone system trunking curves – how 



many circuits must be deployed as a function 
of subscribers to assure a given blocking 
criteria – are available in many classic 
textbooks and papers.  The results provide 
remarkably straightforward formulas for 
telephone network design – a formula that 
depends only on voice traffic offered (arrival 
of calls and duration) and the statistical 
assumption of a Poisson process for call 
arrivals.  What statistical characterization can 
be used for other services, such as data?  Are 
the answers as conveniently simple?  
Unfortunately, this answer is no. 

 
Long-Range Dependence (LRD) 

 
The finding that data traffic has a self-

similar characteristic was one of the major 
traffic modeling discoveries to date for this 
relatively young discipline.  Self-similarity – 
also called fractal or long-range dependent 
behavior – implies that, regardless of time 
scale, the traffic pattern has the same basic 
structure.  When we say “traffic”, we are 
talking about the baseband data volume and 
trends observed at the output of a CMTS or 
switch serving MPEG VOD streams, for 
example.  This was an unusual finding, in 
that it indicates that there is correlation 
across much wider time scales than 
previously thought, and the assumption that 
smoothing occurs when observed over long 
periods was proven inaccurate.  Another 
surprising way to envision this characteristic 
is to think in terms of our basic 
understanding that data traffic is bursty, 
which we usually associate with short time 
dependence in our minds.  However, self-
similar traffic indicates that long bursts 
separated by long time intervals are 
characteristic of the traffic as well.  
Intuitively, we would have expected the 
wider time scale to smooth out the peaks and 
valley around a mean.   

 
The seminal paper showing self-

similarity at work was based on an Ethernet 
analysis, but because of the astounding 

nature of the discovery, others were inspired 
to look closely at their own assumptions.  
Subsequent findings included self-similar 
properties of ATM traffic, metro area  traffic 
(MAN), wide area network traffic (WAN), 
and also for multimedia traffic, such as 
compressed digital video streams and Web 
traffic.   

 
The unearthing of self-similarity created 

a camp of network theorists that felt that the 
book on traffic theory now had to be re-
written.  Traditional models generally 
focused on Markovian behavior, which relies 
on limited memory of prior traffic – in other 
words, correlation is lost over time, and 
smoothing out occurs as the time scale is 
broadened.  The stock market is a good 
example of this expected smoothing, 
although studying these curves are probably 
best avoided at this juncture.  The impact of 
this correlation lasting over broad time 
periods has implications for policing, 
scheduling, congestion control, and statistical 
multiplexing gain.   

 
The surprising finding naturally led 

researchers to search for the reasons for it.  
The cause of self-similar behavior was found 
to be associated with the fact that the 
distribution of transmission content is 
heavily-tailed.  That is, the tails of the 
probability density function do not decay 
rapidly.  What this means is that, rather than 
seeing the likelihood of the size of a 
transmission flow occurrence decreasing 
exponentially as the flow size increases, this 
drop-off in likelihood is not so drastic.  There 
is a very wide variation in the size of packet 
flows that throws off traditional statistical 
models – large files, MP3’s, JPEGs, database 
activity.  In fact, it has been shown that such 
heavily-tailed characteristics are a sufficient 
condition for self-similarity.  As important is 
to recognize what self-similarity is not 
caused by.  The breadth of examples 
indicates that self-similarity is not associated 
with the delivery format generated to carry 



the information – i.e., it is not a protocol 
artifact. 

 
Now, obviously, cable systems deploy 

equipment for carrying multimedia traffic.  In 
particular, compressed video streams are on 
today’s cable transport networks, with 
today’s most relevant example in terms of 
equipment growth and network design being 
video-on-demand (VOD).  Based on the 
above, the traffic characteristics will be the 
same whether the video delivery is MPEG 
over IP – such as GbE-based transport – or 
the other way around.  And, of course, cable 
companies are interested in moving data 
around in the form of Internet traffic from 
CMTS’s to ISP points of presence, and data 
from business services, both Internet directed 
or otherwise.   

 
Summarizing, then, understanding the 

role of self-similar traffic patterns is valuable 
for the applications above in designing the 
HE to hub or hub-to-hub interconnects.  As 
networks become more integrated, the value 
of understanding traffic increases as the 
aggregation pushes bit rates higher, making 
efficient use of resources yet more important.  
As movement of different types of traffic 
becomes integrated, there is the further need 
to ensure the QoS support for each.  
Providers must therefore understand the 
implications of traffic characteristics and the 
distribution of QoS needs of each. 
M/Pareto Model 

 
While we have explained and described 

a fundamental and surprising trait of many 
traffic types relevant to cable, making use of 
this model for statistical calculation requires 
fitting this knowledge into a distribution.  
The characteristic described has been shown 
to be a result of an aggregate of bursts of 
widely varying sizes.  A model based on 
randomly arriving bursts with a heavily-
tailed distribution is therefore called for.  A 
Pareto distribution, commonly described in 
statistics texts, is combined with a Poisson 

arrival rate of overlapping bursts to create a 
mathematical realization of the situation.  
More specifically, data traffic is assumed to 
be bursts with a Poisson distribution and 
associated arrival rate, where each burst is of 
duration described by a Pareto distribution. 

 
The M/Pareto model has several 

variables associated with it, including the 
Poisson arrival rate information.  This 
portion of the model has been shown to be 
important to accurately curve fitting real 
traffic to it [2].  The essential “real” traffic 
property captured by varying the Poisson 
parameters is the amount of traffic being 
multiplexed onto a pipe for characterization.  
This approach is a valuable step to a traffic 
model comprised of an aggregate of multiple 
sources of independent information.  The 
aggregation of traffic is not significant 
enough to use mathematical assumptions of 
Gaussian behavior driven by the central limit 
theorem.  Models based on long-range 
dependence provide network designers with a 
tool for developing architectures and 
equipment requirements that support the 
aggregated traffic.  This is important to 
capture, as issues associated with self-
similarity drive network changes in queuing 
and congestion control mechanisms then 
Markov-based assumptions would imply. 

 
Gaussian Behavior 

 
What is occurring on the Internet and to 

a similar extent in breadth on HFC networks 
is the aggregation of more traffic and more 
traffic types from independent sources.  It is 
not difficult to envision the challenge this 
growth entails; yet, this very growth and the 
evolution of integrated networks is 
potentially a blessing to the traffic modeler.  
The central limit theorem provides a 
fundamental statistical underpinning for what 
the nature of the traffic over time could 
evolve to – Gaussian behavior.   

 



The central limit theorem is the basis for 
many natural phenomenons that exhibit 
Gaussian behavior, and, in the case of 
aggregated traffic, it becomes asymptotically 
so when many independent contributors - 
under some minor, but important, caveats - 
are aggregated.  The convenience of this is 
that Gaussian statistics are very well-studied 
and understood, and if the traffic statistics 
can be assumed Gaussian, then many 
simplifications can occur and probabilities of 
occurrence characterized.  Multiplexing gain 
can be predicted under Gaussian 
assumptions, and pipes designed efficiently 
for some pre-selected level of congestion 
avoidance.  This can be used to support a 
desired set of policing, shaping, scheduling, 
and queuing mechanisms.  While rapid traffic 
growth makes network evolution difficult, 
the bandwidth explosion, in general, is good 
for business, and the handling of traffic from 
a bandwidth boom potentially makes it more 
readily predictable. 

 
SERVICE SET 

 
DOCSIS 

 
Since the wide acceptance and 

deployment of DOCSIS, all operators and 
vendors have interest in traffic characteristics 
of essentially this same basic system.  As a 
result, there have been many articles on 
configuration of the CMTS and guidelines 
for a DOCSIS-based system setup.  The 
paper described previously [8] suggests a 
doubling of DOCSIS return path traffic each 
year, a result that is a combination of take 
rates, modulation profiles, and usage of the 
medium by subscribers.  This variable in the 
paper is dedicated to residential cable 
modems – i.e. Internet users at home.  This 
doubling effect is corroborated by other, 
more general Internet traffic studies that 
suggest a “Moore’s Law” for data traffic [7].  
This analysis notes that this trend has been 
pretty reliable except for a period in 1995-96 
where there was a burst of greater growth 

attributed to simplified web browser 
breakthroughs that led to mass acceptance, 
and the subsequent changes made by online 
providers to graphically rich interfaces.  
Further traffic related information from trend 
studies indicate that access to broadband via 
DSL or cable modem results in a user 
increasing their time online by 50-100%, and 
that the bytes consumed per month increase 
5x to 10x as well. 

 
A very informative paper based on a 

project at CableLabs and also presented at 
last year’s conference [12] offered a first real 
comprehensive glimpse into DOCSIS traffic.  
Summarizing some of the key findings: 

 
− Daily activity is a slow build 

throughout the day, with “busy hours” 
between 8 pm – 12 am (peak), and a 
subsequent rapid drop-off  until beginning 
again at 5 am 

 
− Traffic is seasonal – following school 

holidays and vacations   
 
− Traffic asymmetry decreases from 3:1 

to about 1.5:1 as familiarity and capabilities 
set in 

 
− DOCSIS 1.1 enhancements to support 

voice traffic result in a 15% efficiency 
improvement over DOCSIS 1.0  

 
The seasonal phenomenon represents the 

dominance of traffic by a younger generation 
of user.  This particular phenomenon should 
become less pronounced over time as these 
kids become tomorrow’s adults, although a 
generally heavier level of usage by the 
academic community may linger. 

 
DOCSIS 1.1 provides the ability to 

support VoIP traffic.  It does so by 
supporting multiple classes of service (CoS), 
whereas DOCSIS 1.0 supports only one – 
best effort.  DOCSIS 1.1 also allows packet 
fragmentation to ensure that latency-sensitive 



voice traffic is not bogged down behind large 
“best effort” data packets.  From a traffic 
generating standpoint, DOCSIS 1.1 also 
implements pre-equalization at the CM side, 
a physical layer technique similar to pre-
distortion, but for bits.  This feature permits 
more practical use of the 16-QAM mode, 
which doubles the bit rate compared to a 
QPSK channel of the same symbol rate.  In 
other words, the 160 ksps mode, which 
results in 320 kbps for QPSK, provides 640 
kbps in 16-QAM mode.  The result at the hub 
or HE is more bits-per-second pouring out of 
a CMTS spigot. 

 
DOCSIS 2.0 also speaks foremost to raw 

throughput enhancements,  It provides for a 
dual, selectable, medium access control, or 
MAC (S-CDMA or A-TDMA), and an 
enhanced modulation profile capable of 64-
QAM at twice the previous maximum 
symbol rate.  Raw capability is now about 30 
Mbps.  Built-in as well are enhanced 
interference mitigation techniques for 
narrowband and burst interference make use 
of the newest modes realistic, and use of 
lower return channels possible, creating more 
effective bandwidth.  The CMTS spigot 
therefore just got wider, or the pipe became 
more fully utilized.   

 
In summary, with DOCSIS we can 

expect rapid, raw, bits-per-second growth, 
more efficient bandwidth consumption in 
access, self-similarity in backhaul, and both 
best-effort and class-of-service (CoS) 
mapping. 

 
Peer-to-Peer (P2P) 

 
Although the proliferation of peer-to-

peer communication still generally falls 
under a residential data (DOCSIS) 
discussion, this phenomenon is significant 
enough to warrant special mention.  It is, of 
course, certainly the case that broadband 
access has, in fact, enabled P2P traffic to 
become as significant as it has, freeing 

downloaders from the limitations of dial-up 
speeds to deliver multi-megabit files.  Peer-
to-peer traffic – pioneered by music file 
sharing through Napster, but subsequently 
followed up by similar services (Kazaa, 
Morpheus) – raises a significant flag to 
operators of broadband networks who 
observe and/or police their traffic patterns. 

 
The impact of heavy P2P traffic on cable 

modem systems offering no byte count or 
rate limits is twofold.  The raw bits-per-
second load sees a “bias” around which the 
web browsing peaks and valleys vary.  The 
effect is to have a constant offset or mean 
value associated with the streaming file 
content much like any constant bit rate 
(CBR) application.  The difference in the 
modern case is the high bit rates associated 
with the CBR-like traffic are rates that are 
considered high speed.  Of course, with no 
rate capping or policies in place to limit this 
type of traffic, a very small number of users 
can essentially dominate the throughput of 
the link.  Enough heavy P2P users or enough 
sharing of single return channels among 
users can therefore create a congestion 
scenario, as the demand for transmission 
time slots upstream outstrips supply.  
Simulations [12] support this effect.  A single 
users acting as a source of MP3’s, when 
placed among a dozen or so other users, 
managed to consume up to half of the return 
capacity over significant period of observed 
time.  This creates a clear forward-looking 
argument for tiered service offering based 
upon either rate or volume limitations with 
the necessary prioritization and policing 
schemes to enforce the tiered structure.   

 
To summarize, we can therefore add to 

our prior discussion of DOCSIS the need or 
objective of supporting tiered services. 

 
Enterprise Traffic 

 
The play for commercial services can be 

attacked primarily in two ways – DOCSIS-



based and fiber-based.  Which solution is 
determined by service needs at the business, 
which basically boils down to the size of the 
enterprise.  The key features that DOCSIS 
1.1 provides that make it a reasonable 
solution for a subset of the business market, 
in addition to cost, are the support of voice, 
enhancements that offer multiple service 
classes, enhanced security, and, finally, a 
more realistic opportunity to achieve 10 
Mbps type of performance due to physical 
layer improvements that add pre-
equalization.  Of course, 10 Mbps has a nice 
ring to it in light of comparison to 10Base-T 
LAN environments.  Finally, DOCSIS 2.0 
encompasses the key features of DOCSIS 
1.1, but also offers the 3x increased capacity 
return due to symbol rate and modulation 
improvements.  In addition, the protocol 
advancements inherent in A-TDMA 
signaling and S-CDMA are designed to 
expose more return bandwidth to the operator 
for high-speed services that previously had 
been unusable for this type of traffic.   

 
Based on the above, we can summarize 

by saying that business services over 
DOCSIS 1.1 represents for the operator a 
need for QoS tiers, and service level 
guarantees, similar to previously mentioned 
DOCSIS needs for peer-to-peer traffic. 

 
Fiber-based solutions can deliver higher 

levels of service, corresponding to larger 
businesses or business campuses.  Of course, 
the target here is to provide cost-competitive 
voice and data services with the same level 
of service experience to the end customer – 
data rates, security, reliability.  While 
residential data traffic has grown rapidly as 
previously described, business data traffic 
has taken a more modest trajectory, and 
business voice traffic is essentially flat.  
Thus, while the per-subscriber business 
needs are higher, the growth in this data 
sector is more gradual, meaning the pipes 
assigned to support a fiber-to-the-business 
application may have longer legs than 

expected.  This is somewhat intuitive, in that, 
while residential users find new and 
bandwidth consuming ways to exchange and 
download content, the shift in business 
transaction content has not been this 
dramatic.  In terms of security, virtual private 
networks (VPNs) translate to both security 
and bandwidth guarantee issues.  In terms of 
reliability, resiliency and 50 msec recovery 
characterize common “carrier class” 
attributes expected by business customers.   

 
Fiber-based systems that segment 

spatially or via wavelength – the only non-
DOCSIS, HFC-centric approaches today, 
have no aggregation issues in the access 
network.  As the data hits the first 
aggregation point in a hub, it is at this point 
that it may have to be managed, prioritized, 
and scheduled alongside other traffic 
requiring bandwidth.  If both business voice 
and data exist, an architecture that guarantees 
bandwidth for voice and queues data packets 
may be necessary.  Architecture decisions are 
made with these types of network crossroads 
in mind – the service mix at these points 
could consist of VOD content, CMTS 
activity that could include voice and tiered 
data, business voice and data, even broadcast 
digital video content. 

In summary, then, overall higher 
symmetrical bandwidth and quality of 
service guarantees are important to this 
market, and traffic growth to plan for may be 
less dynamic. 

 
Networked Gaming 

 
The average age of a “gamer” is on the 

rise.  The Gen-X and Gen-Y demographic 
that grew up with the phenomenon of 
Playstation, Nintendo, and now X-Box are 
now growing up themselves – if perhaps in 
age only.  They are bringing their bad habits 
with them, including their passion for 
gaming.  At last year’s Western Show, not 
much was well-attended.  But, one of the best 



attended sessions dealt with the gaming 
phenomenon and the impact on broadband. 

 
Intuitively, what would we expect 

gaming needs to be?  Certainly it is real-time 
interactivity, the magnitude of which needs 
quantification relative to the well understood 
baseline needs of voice traffic.  Latency is of 
key importance, as thumb actions must be 
translated into game states and 
communicated rapidly to other players.  As 
important yet is probably jitter variation 
among peers, so that the game can be fair to 
everyone, and no one has a built-in edge.  
Studies have shown that delays that are not 
noticeable to voice traffic users are quite 
noticeable to gamers, and, indeed, can affect 
game outcome. 

 
Again, intuitively, the nature of gaming 

activity would not be expected to have the 
statistical look of web browsing or streaming 
media.   Recent work has analyzed traffic 
distribution of the popular “Quake” 
application [4], observing both packet 
arrivals and sizes for clients and of the game 
server.  The results of this study suggested 
that an Extreme distribution is a good fit for 
packet arrival of both servers and clients in 
most cases, as well as packet sizes of server 
traffic, where the server is the point from 
which game states are updated and broadcast 
to the clients. 

 
The parameters of the distribution that 

define the exact shape of the broader family 
are functions of processing speed distributed 
among the servers and clients – another 
effect that would seem intuitive if there is no 
network bottleneck.  Of course, making sure 
this is not the case is what our job is all 
about.  Some observations suggest that a split 
statistical model – part deterministic and part 
exponential – is a better fit for client packet 
arrival in some cases.  Client packet sizes 
were found to be deterministic.  Future 
research is ongoing. 

 

Today, gaming traffic is a minor 
contributor to overall volume.  The number 
of gamers is relatively small, although the 
certainty of this growing is about a sure a bet 
is there is in predicting network usage.  
Secondly, however, gaming transmission 
volume is small, as the games merely 
transmit state information that is used by the 
software at the ends to actually render the 
complex video images.  Migrating game 
activity to virtual reality based image 
transport could change the transmission 
volumes dramatically. 

 
Video-on-Demand 

 
Data growth has some historical 

precedent, including recent trends with cable 
modem users.  These trends offer anecdotal 
evidence supporting the bandwidth growth 
assumptions predicted in [8].  Video-on-
demand has not been characterized as 
carefully.  However, that VOD has 
accelerated rapidly in the last couple of years 
is not news, with total VOD revenues 
increasing nearly 10x between 2000 and 
2002 [14], and the expectation it will double 
again by the end of next year.  It is also not 
news that the bandwidth needs of video 
content as a service to one subscriber greatly 
exceed that of a data service to that 
subscriber.  VOD services are well down the 
path of some of deploying the widest-pipe 
and most cost effective technologies, 
including Gigabit Ethernet (GbE) and WDM.   

 
The choice of technologies above are the 

same as those discussed to support the 
bandwidth growth in residential data.  
Because of this, carrying them intermingled 
with one another seems like a logical step for 
added efficiencies in the network.  Important 
questions to consider are those associated 
with the QoS needs of each, and, if 
necessary, how Ethernet-based transport is 
augmented with added robustness to ensure 
such needs are met.  For example, over 200 
MPEG movies are carried on a single GbE 



pipe.  The case for redundancy and fail-over 
becomes more compelling as pipes widen 
and carry more traffic.  Whereas data 
implementations today may have Layer 4 
mechanisms providing loss and flow control, 
loss of unidirectional streams represent a 
non-trivial protection situation, not to 
mention a bad day to be near the customer 
service center. 

 
In terms of traffic, VOD has some 

obvious diurnal dynamics.  Of course, most 
network decisions rely on demand requests 
during peak usage hours on peak days.  The 
dynamic range is quite wide, and makes for 
some tempting unused bandwidth in off-
hours.  Fortunately, these behaviors are 
predictable, and fortunately, as an example, 
peak VOD hours will not coincide with, for 
example, peak busy hours of enterprise data 
traffic.  By the same token, however, peak 
VOD busy hours may roughly coincide with 
peak residential Internet usage hours. 

 
In summary then, aggregated VOD 

streams present to us a rapidly growing, high 
QoS, wide bandwidth application, the needs 
of which today are essentially met via silo 
networks.  The technology trends, however, 
point towards the same technology choices 
expected for data growth.  VOD traffic varies 
in daily and weekly trends in predictable 
ways over time. 

 
IP Video/Audio 

 
Streaming content has received quite a 

bit of air time in the past few years, while 
during that time P2P traffic was really what 
caught a buzz about it and took off.  What 
constitutes streaming traffic and P2P begins 
to blur, but, in general, the concept of 
streaming media conventionally applied to 
the idea of a content providing service 
streaming IP to a computer terminal or settop 
box connected to a computer (or even a TV).  
The reference bandwidth projection predicts 
that this type of traffic will grow to be about 

18 times as large between now and 2010.  It 
current contribution in term of bandwidth 
consumption and traffic engineering is 
negligible, although it has potentially large 
architectural impacts if the enabling 
technology to light this fuse is all-IP, all the 
time.  This is a visionary decision or 
timetable – depending on your perspective – 
every operator must make for the future 
growth and service providing capabilities of 
their system. 

 
From a traffic standpoint, we have 

discussed what P2P traffic does to a dynamic 
set of flows of residential Internet.  The 
effect is to create a steady “bias.”  In other 
words, the mean bits-per-second increases, 
and the traffic dynamics exist on top of this 
mean.  For streaming media, this same effect 
would be the expectation when it becomes 
significant enough to matter, except that this 
would be a downstream phenomenon.  As 
such it could be more buried in the noise 
depending on the asymmetry experienced in 
the network.  Obviously, if the mean is very 
large in comparison to the peaks and valleys, 
the impact of peaks and valleys on efficient 
pipe usage is very minor.  In other words, if 
the streaming media content (or VOD 
content for that matter) dwarfs data transport 
content along the same conduit, the traffic 
engineering pipe size problem is simplified, 
since the ups and downs will be relatively 
small.   

 
Now, a significant difference between 

streaming media and most P2P traffic today 
is that the former is real-time content, 
deserving of QoS capabilities that do not 
require the same level of sophistication as 
moving MP3’s and JPEG’s around.  Since 
the content still exhibits LRD regardless of 
whether data or streaming media, 
mechanisms at the ends of the pipe that 
enforce policies and switch packets need 
awareness into the proper traffic models of 
this LRD, so that queues can be build and 
implemented to avoid dropped packets and 



blocking and supply the QoS expected for 
real time content. 

 
Summarizing, streaming multimedia 

represents content characterized in prior 
work as having self-similar behavior.  It is a 
relatively high bandwidth consumer on a 
single user session basis with the QoS needs 
of other real-time media, but the total 
bandwidth usage is low and growth path very 
dependent on architectural and service 
choices going forward. 

 
Digital TV or HD 

 
Broadcast digital TV has much the same 

characteristics as VOD.  There are two main 
differences.  First, in many cases, linear 
supertrunking is used rather than digital 
transport as a low-cost alternative when high 
bandwidth digital backbone is not in place.   
Second, the service group size is very large, 
making redundancy of path and equipment 
quite important.  High Definition streams, for 
the most part, represent to the network 
engineer, digital TV traffic on steroids.  The 
bandwidth hungry nature of HDTV is a 
promising possibility for inspiring 
networking bandwidth upgrades. 

 
Similar to streaming media – and in fact 

analogous except for the more standardized 
format of delivery – digital TV provides a 
steady flow of packets and a nice averaging 
of bandwidth behavior to a bit rate number 
that is a function of compression and 
statistical multiplexing of a large number of 
streams.  If anything rides along the same 
channel, such as VOD, then VOD dynamics 
would be superimposed. 

 
 

ARCHITECTING FOR MULTIPLE 
SERVICES 

 
QoS Parameters 

 
There is no universal definition of 

Quality of Service QoS), just as there is no 
universal definition of “carrier class.”  
Nonetheless, QoS encompasses basically five 
parameters: 

 
− Latency – End-to-end absolute delay 
− Jitter – End-to-end variation in delay 
− Loss – Dropped transmissions 
− Throughput – Bits-per-second or 

Bandwidth 
− Availability – Likelihood of the 

network being “up” 
 
QoS has achieved buzzword status quite 

recently, and its footprint is all over 
standardization committees.  What is 
essentially going on are efforts to bring to the 
data world something it has always lacked – 
guarantee-able QoS – but doing so on a 
“connectionless” network while keeping as 
much legacy frame and protocol structure 
intact as possible.  The result is primarily 
profitable to the acronym maker (or 
marketing team).  The effort is a logical 
outgrowth of the indisputable fact that 
Ethernet dominates the LAN.  As the LAN 
aggregates to the MAN and WAN, the goal 
of leveraging the broad familiarity with 
Ethernet, its cost points, and the flexibility of 
features within Ethernet and IP as protocols 
have driven traditional Ethernet and IP 
network designers to innovative approaches 
to solving this classic QoS shortcoming in 
the hopes of scaling the local LAN to a 
broader market.   

 
Not surprisingly, some techniques to 

enhance Ethernet resemble old ideas.  For 
example, the use of the DiffServ protocol 
(differentiated services), when implemented 
over MPLS (Multi-protocol label switching) 
has the look and feel of ATM, but with a lot 



of different acronyms describing the details.  
DiffServ provides the ability to classify a 
packet with a forwarding class describing its 
priority on a per-hop basis.  The latter fact 
actually limits the overall QoS strength of 
DiffServ on its own, but increases its 
practicality.  The role of MPLS is to expedite 
the forwarding of packets through the 
network by creating label-switched paths via 
tags on the Ethernet frames, directing packets 
at Layer 2, rather than making route 
decisions through the network that create 
processing bottlenecks and subsequent 
latency and jitter problems.  Thus, these 
schemes together offer prioritization of 
payload types, and create predefined and 
expedited paths through the network.  This 
scenario has indisputable similarities with 
ATM.   

So, why re-invent the wheel?  The 
answer is simply because the dominance of 

Ethernet and flexibility of IP have made 
riding this wave a necessity in network 
design, to the extent that incrementally 
upgrading the technology to carry more than 
best-effort is more palatable than addressing 
major equipment and protocol overhauls and 
learning curves. 

 
QoS – Who Needs It? 

 
Let’s list some of the services 

encountered or viewed as on the horizon.  
How do these compare as far as who needs 
what for QoS?  Let’s use a simple scale: 
High (H), Medium (M), or Low (L) need for 
the particular QoS parameter below.  A 
qualitative summary of QoS needs is shown 
in Table 1 below.  Certainly, there is plenty 
of room for debate (I adjusted this chart more 
than a dozen times), and some still require 
more learning and evaluation. 

_____________________________________________________________________ 
Table 1 – Services and QoS Need 

 
      Latency  Jitter  Loss 
 
Residential Data (DOCSIS Internet)  L   L 

 L 
Residential Voice (VoIP)   H   H 

 L 
Business Data (DOCSIS 1.1 or higher) L   L  H  
Business Data (fiber-based)   M   L 

 H 
Business Voice (VoIP or T1/T3)  H   H  M 
Business Video (videoconference)  H   M 

 L 
MPEG or IP Video or VOD   M   H 

 M 
HDTV Broadcast    M   H  M 
IP Audio (Radio AOL)   M   M  M 
Interactive Gaming    H   H 

 H 
_______________________________________________________________________ 

 
Clearly, we can recognize that some 

applications are real-time, while others are 
not.  This fact primarily drives the latency 
and jitter QoS needs.  Also, based on the 

nature of the service, it may be loss tolerant 
or not.  In general, if the content itself is to 
be transduced for human senses, it is likely to 
be loss tolerant to some extent.  Human 



senses are quite effective as filters.  If the 
content is information for a computer to 
interpret and process, it is likely to be less 
loss tolerant. 

 
What tools exist to assure the level of 

QoS desired is achieved?  In the DOCSIS 
world, the use of DOCSIS 1.1 or higher, and 
a next generation CMTS [13] provide this 
capability.  The CMTS is a key element 
between the access and transport network, 
acting as both a media converter at layer 1 
and protocol delineation point for layers 2 
and 3.  DOCSIS 1.1 provides the class of 
service capabilities on the HFC side, while 
advanced layer three implementation such as 
per-flow queuing provide traffic management 
functionality on the network side.  Thus, for 
the first three items in Table 1, DOCSIS 1.1 
and next generation CMTS enable the 
providing of QoS mapping from access 
network to interconnect ports.  For business 
voice and data based on fiber connectivity 
rather than DOCSIS 1.1, and segmented 
spatially or via wavelengths in the access 
network, QoS schemes must reside in the 
aggregation equipment and supported 
elsewhere in the architecture. 

 
On the video transport side, such as 

VOD and HD transport, QoS is assured by 
the fact that these systems currently are 
essentially silo systems.  Statistical 
multiplexing occurs as server content 
traverses switches, but the rules of 
engagement are simplified by the singular 
content and rules easily developed from this 
simplified, application-specific architecture.  
Should these services become part of an 
integrated triple-play transport network, the 
dynamics of the traffic situation could 
change significantly.  For example, for a 
single IP pipe supporting video and data, 
there would be a heavy reliance on IP QoS 
schemes through some of the existing 
standardization efforts to assure the video 
QoS needs are met.  The end-to-end 
capabilities are not of the “guaranteed” 

variety, and would certainly require some 
traffic engineering and modeling.   

 
Streaming media has the same type of 

architectural implications in the network, 
with the difference being that DOCSIS 
supports the access portion of the network.  
Thus, mapping of QoS mechanisms from one 
side of the CMTS to the other – again using 
the CMTS both the due media and QoS 
transducing – is needed. 

 
Architecture Technologies 

 
Clearly, many services with many 

different needs are set to co-exist.  Sound 
business practice means finding an efficient 
means to handle them by judicious choice of 
technologies, levels of integration, and a 
healthy concern for operational costs and 
scalability.  The term “triple play” alone 
sounds like an abbreviated set of services, 
but the flavors within the triple play, as 
shown above, clearly make the problem more 
complex.  The access network itself is 
constantly being re-thought for fresh ideas, 
such as data overlays, wireless interfaces, 
and intelligent processing.  At the 
aggregation points in the hub and Headends, 
various technology choices exist, some of 
which are deployed already in silo networks 
as previously indicated in VOD cases.  VOD 
represents a good reference example because 
of where it is in the cycle – basically just at 
or past the “knee” of one of those classic 
marketing hockey stick charts, depending on 
which analyst you ask.  It is a service 
experiencing significant growth, and it is 
using technology on the move in both the 
server and multiplexing arena, as well as in 
the transport pipe.  VOD transport has been 
migrating from DVB-ASI transport to lower 
cost, more-flexible, GbE links.  And, again, 
use of GbE technology makes its way into 
the data world as well.  VOD also has been a 
driving application for another key 
technological option - wave division 
multiplexing (WDM). 



Gigabit Ethernet has some notable 
shortcomings as an all-inclusive answer for 
network design.  Ethernet as well as IP over 
Ethernet – both designed for data – do not 
inherently offer the resiliency, availability 
and network management attributes that 
become important elements of a “carrier 
class” solution when so much content is 
riding on the success of a single link.  IP over 
Ethernet was developed as a “best effort” 
technology, and most of the ongoing efforts 
today revolve around finding way to be better 
than best effort.  The previously mentioned 
DiffServ and MPLS developments fall into 
this category, and there are others.  Thinking 
in terms of end-to-end IP as an attractive end 
game, MPLS, in fact, can be viewed as a way 
to skirt the routing limitations of an all-IP 
network by avoiding the per-hop calculation 
of routes through the network.  Not all 
developments aimed at traffic engineering 
and hardening data systems are completely 
new, however.  TCP/IP itself is a kind of 
QoS feature, and type-of-service (ToS) 
header bits have been around since 1981.  
Limited capabilities of these features – 
invented still in a “data world” context – 
limit their power to meet the kind of diverse 
needs expected. 

 
Another Ethernet issue is that it does not 

inherently support circuit-based voice.  
Technologies exist to create virtual circuits 
over Ethernet.  Similarly, at layer 3, voice 
over IP (VoIP) has been developed 
technologically.  Each today has cost 
penalties.  In short, however, Ethernet, even 
GbE or 10 GbE, and even if we include wave 
division multiplexing (WDM), cannot go it 
alone.  All-IP looks attractive from an 
interoperability and flexibility standpoint, but 
the jury is out on guaranteeing that all of the 
QoS needs can be met even with the traffic 
engineering tools brought to the table with 
MPLS and other tools designed to optimize 
packet transport.  Actually, right now, use of 
enough wavelengths and 10 GbE would be 
essentially the oft-practiced lazy man’s QoS 

– gobs of bandwidth assuring that nothing 
gets held up.  For the price of this 
overcapacity, if well managed, there would 
be no congested routes, and no pipe traffic 
peaks requiring buffering and queuing delay.  
There are smarter ways to solve the problem 
rather than relying on this brute force 
approach. 

 
WDM itself is, in general, a brute force 

capacity enhancing tool.  It allows a single 
fiber to carry multiple data-bearing streams, 
such as GbE or 10 GbE, by using a different 
wavelength for transmission for each.  
However, WDM does not easily offer QoS 
consciousness. This is not a show-stopping 
issue - intelligent wavelength management 
exists as a relatively mature technology.  
Integrating wavelength management as part 
of system resource management has been an 
anticipated direction of the telecom sector for 
some time, and could see relevance in cable 
networks as well since the same premise 
drove that thinking – bandwidth growth and 
support for advanced services. 

 
The classic shortcoming of QoS is 

precisely the reason for equipment based on 
Next Generation Sonet.  There is no debating 
the QoS features of Sonet transport.  The 
knock against Sonet had to do with its rigid 
structure that made it inefficient as a packet 
data transport system.  Coarse bandwidth 
increments left excess unused bandwidth, 
driving up the effective cost of doing 
business by decreasing fiber usage 
efficiency.   

 
However, precisely these data issues are 

addressed with Next Generation Sonet, all 
the while holding firm on the guaranteed, 
proven, mature resiliency and reliability that 
has no comparison today among alternative 
technologies.  Furthermore, there is lots of 
existing Sonet-based infrastructure.  What 
modern equipment does is build the data 
flexibility into formerly coarsely-grained all 
TDM-only platforms through virtual 



concatenation (VC) and link capacity 
adjustment (LCAS) which allows dynamic – 
i.e. supporting data – provisioning of VC 
carriage.  Such platforms contain port 
interfaces natural to data handling, such as 
100BaseF and GbE, as well as the traditional 
voice-related interfaces of a traditional Sonet 
platform.  Other data-oriented features are 
included as the platforms evolve to meet the 
shift in traffic demand.  Support of standard 
framing protocols for data is gathering 
momentum (Generic Framing Protocol or 
GFP), as well as standards-based packet 
classification and guarantee-able class-of-
service mapping. 

 
Next generation Sonet platform, then, 

offer the guaranteed resilience and inherent 
QoS parameters for both TDM and Ethernet 
services – the resiliency still unique to Sonet 
– and now offer the added granularity and 
flexibility to efficiently support data needs.   

 
The networking world never has quite 

enough protocols, and one of the latest is 
aimed at providing efficiencies of packet-
based transport natively, but having the 
resiliency characteristics of Sonet.  Avoiding 
the traditional Sonet limitations was a key 
target of this development effort.  A 
standards body has been formed, IEEE 
802.17, that is developing the layer 2 
protocol known as resilient packet ring 
(RPR).  Not surprisingly, the basic frame 
structure of RPR was based on Ethernet, and 
adds to it MPLS and Class-of-Service header 
content, as well as other fields. 

 
RPR is a ring protocol, with the 

objectives of optimally supporting all 
previously described traffic types, 
maximizing efficient use of counter-rotating 
ring bandwidth, and simplifying network 
provisioning.  The critical importance of 
packet resiliency is recognized as a key 
focus, as the traffic mix and amount no 
longer fit into a “best effort” paradigm as 
was once the case.  As a layer 2 technology, 

RPR can run on entrenched physical layers 
(i.e Sonet and Ethernet PHYs), which is 
important considering the amount of 
deployed infrastructure.  The standard is still 
an emerging one, and the discussions break 
down into two camps – Cisco and others. 
 

WHAT NEXT? 
 
What to make of all of these services, 

technologies, and, in general, the many 
choices that face network designers today?  
Needless to say, there is no single magic 
answer, and recommending what works best 
for 2010 will simply create competition for 
someone’s  infamous “who needs more than 
64k of memory” comment.  The good news 
is that cable operators are in the drivers seat 
at the moment.  The competition for service 
provider of choice is arranged in their favor.  
But it is unclear how long this will last given 
alternative solutions and the allure of 
residential broadband as something people 
will pay for, a few-and-far between uptick in 
a beaten down economy.  To capitalize on a 
game that is cable’s to lose, and since there is 
no one-size-fits-all solution at this juncture, 
what we can recommend is a five steps “keys 
to success” approach: 

 
1) Have a planned roll out of services to 

provide or support.  A comprehensive sample 
set is provided in this paper.  This first step 
is, as always, a business exercise. 

2) Develop a bandwidth forecast of your 
own, and comprehend the traffic and QoS 
aspects of each service.  The given 
information and references provide guidance 
towards both.  This is a business and 
technical exercise. 

3) Understand the current and growth 
capabilities and limitations of any existing 
infrastructure in the context of 2).  This 
especially includes the emerging standards 
and techniques suited to the evolving service 
mix, and the flexibility available where there 
is infrastructure to build.  The previous 
section points the way towards much of the 



relevant activity in this area.  This is a 
technical reading & research exercise. 

4) Develop a time-phased service 
integration and network evolution plan for 
the traffic mix (not necessarily the same as 
an integrated network) aligned with 1), 2), 
and 3); the hard work of the first three steps 
make this more straightforward than it 
sounds.  This is a business and technical 
exercise, and the one that decides whether 
you grow, maintain, or flounder and become 
exposed to competition. 

5) Know what end-to-end means to your 
network responsibilities, and modify any 
“silo” role & responsibility organizational 
definition to smoothly evolve across the 
network interfaces, features, standards, and 
mapping schemes.  This is a technical 
management exercise.  Technical managers 
often used to be technical people and carry 
with them technical biases, so this one may 
be more difficult than it sounds. 

 
CONCLUSION 

 
On the QoS front, one of the more 

compelling human stories in recent years 
occurred when a researcher in Antarctica 
found herself stranded with her team during 
an inaccessible time of year for rescue 
missions and in need of critical medical 
attention.  Much like the space shuttle 

Columbia tragedy this past winter, the video 
phone images and stories of the researcher 
and her team offered a glimpse into the risks 
of pushing the envelope.  Fast-forwarding to 
the present, recent literature describes the 
wireless infrastructure in an Alabama 
hospital [9].  The article also describes the 
network services the hospital uses to 
transport mission-critical data.  The concept 
of remote medicine involves supporting 
transmission of high-resolution images and 
data in real-time to doctors to serve live 
patients anywhere, such as remote locations, 
a third-world country, or on a battlefield.  
Obviously, administrative and legal obstacles 
abound anywhere medicine is involved and 
lawyers are prowling.  But the advantages 
possible are access to expert advice in a 
timely manner, access to trusted medical 
advice internationally, access to observation 
of expert and advanced procedures by other 
doctors and students, and less dependence on 
getting out and about to receive care when 
seriously ill.  Can we invent a higher QoS 
service need?  The military designs and 
implements its own private networks for 
mission critical data, because there is 
absolutely no margin for error.  But, it can 
afford to as well, while applications such as 
the above would rely on the kinds of QoS 
and traffic 

engineering techniques being developed and 
discussed herein. 

 
And what of 2010, based on the forecast 

previously referenced?  Architecturally, will 
the triple play be implemented in a unified 
network, with today’s darling being an all-IP 
format all the way to the home?  Will some 
services continue to ride over separate 
parallel networks optimized to the bandwidth 
and QoS required?  According to the forecast 
referenced, 59% of the forward path digital 
traffic demand will be Internet access, 26% 
will be some form of VOD, 13% will be 
streaming audio or video content of the PC 
variety, and the remaining IP telephony.  Do 

you buy this perception of today?  Would 
this aggregation mix lend itself to a 
particularly convenient model?  Some of the 
constraints of the previously introduced 
central limit theorem, aside from a variety of 
independent sources, is that the independent 
distributions have finite variance, and that 
there not be a singularly dominant 
distribution.  Thus, while the broad traffic 
mix implies central limit simplification, a 
single dominant service can disturb this 
convenience.  Furthermore, a cornerstone 
characteristics of self-similarity – heavy tails 
– can also imply infinite variance, another 
central limit theorem killer.  The jury is once 
again out, as research continues to classify 



traffic trends and distributions for network 
modeling and optimal architectural design.  
Similarly, networking technologies will 
simultaneously evolve, making putting a 
stake in the quicksand that much more 
perilous. 
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CABLE & CE INDUSTRY COOPERATION ON 
UNIDIRECTIONAL DIGITAL CABLE RECEIVERS 

 
 Brian Markwalter, David Broberg 
 Consumer Electronics Association, Cable Television Laboratories  
 

Abstract 
 
 As consumer electronics companies 
and the cable industry continue to work 
together to accelerate the deployment of high-
definition digital television (HDTV), they 
have created a memorandum of 
understanding (MOU) that defines how cable 
systems will deliver services and essential 
elements needed for unidirectional digital 
cable-ready receivers to receive such services. 
The MOU relies on Society of Cable Telecom-
munications Engineers (SCTE) and Consumer 
Electronics Association (CEA) standards to 
provide the framework for interoperability.  
This paper describes the December 2002 
MOU and focuses on the standards referenced 
therein that define requirements for cable 
systems and receivers. 
 
 This paper provides an overview of the 
agreement as a foundation for providing a 
more detailed looked at the self-certification 
program it requires.  The paper describes the 
categories of tests prescribed by the 
agreement including Critical Tests, Non-
critical Tests, and Network Harm Tests.  
Taken together, these test make up the Test 
Suite, jointly developed by CEA and 
CableLabs .  The Test Suite is derived from 
existing work by CableLabs as part of the 
OpenCable project. This paper describes in 
greater detail the foregoing testing 
methodology and the expected benefits to the 
industry. 
 
 

OVERVIEW OF DECEMBER 2002 MOU 
 

 In December 2002, 14 television 
manufacturers and eight cable system 

operators signed a memorandum of 
understanding covering interoperability of 
unidirectional digital cable products and cable 
systems.  The MOU culminated months of 
work, facilitated by the Consumer Electronics 
Association and the National Cable 
Telecommunications Association, to reach 
consensus on how best to achieve the mutual 
goal of retail availability of cable ready 
receivers while ensuring cable services are 
delivered as intended.  The MOU deals with 
four impediments that prevented television 
manufacturers from being able to introduce 
cable ready TVs through the OpenCable 
process: (1) legal concerns with the available 
POD Host Interface License Agreement, (2) 
certainty that a large percentage of cable 
systems nationwide would follow specific 
digital transmission standards, (3) the lack of 
encoding rules for copy protection, and (4) a 
test or certification regime in keeping with the 
way televisions are typically measured for 
compliance.   
 
 MSOs rightfully sought to ensure that 
in reconciling these CE manufacturer 
concerns their own goals not be sacrificed.  
These goals being: (1) cable services are 
delivered consistently whether through a 
leased device or a retail device, (2) cable not 
be competitively disadvantaged with respect 
to other video distributors, (3) operators have 
freedom to develop and market new services, 
and (4) retail cable ready devices not harm the 
cable network or allow theft of service. 
 
 Elements of the MOU obviously deal 
with certain aspects of these goals, as 
evidenced by the inclusion of a new DFAST 
license agreement and encoding rules.  
Enough ink will be spent on these mostly 



legal matters elsewhere.  This paper instead 
focuses on the standards that both parties have 
agreed to rely on for compatibility and the 
self-certification process for the retail devices. 
 

STANDARDS THAT APPLY 
 
The Core Standards 
 
 In the MOU, cable system operators 
commit that cable systems with an activated 
channel capacity of 750 MHz or greater shall 
comply with the following SCTE standards. 

• SCTE 40 2001, as amended by 
DVS/535 

• ANSI/SCTE 65 2002 
• ANSI/SCTE 54 2002, as amended by 

DVS/435r4 
 
 And all digital cable systems shall 
comply with these standards. 

• ANSI/SCTE 28 2001, as amended by 
DVS/519r2 

• ANSI/SCTE 41 2001, as amended by 
DVS/301r4 

 
 The ‘‘as amended by’’ notation 
reflected the need to point to these standards 
that were at the time being revised in the 
SCTE DVS committee.  A quick description 
of each standard and its status as of this 
writing follows. 
 
 SCTE 40 2001, titled Digital Cable 
Network Interface Standard, is in the final 
SCTE approval stages and should publish as 
SCTE 40 2003.  SCTE 40 defines the key 
characteristics of what the cable system 
delivers to the television in terms RF, 
transport layer, and other services, such as 
emergency alerts and closed captioning. 
 
 ANSI/SCTE 65 2002, titled Service 
Information Delivered Out Of Band for 
Digital Cable Television, is unchanged since 
the MOU was signed.  This standard defines 
Service Information tables providing the data 

necessary to tune and display the services 
offered by the operator.  The term Out Of 
Band indicates that the SI tables are delivered 
by a possibly proprietary transport to the POD 
and then forwarded in a standardized fashion 
to the cable ready device (Host) through the 
Extended Channel. 
 
 ANSI/SCTE 54 2002, titled Digital 
Video Service Multiplex and Transport 
System Standard for Cable Television, is now 
SCTE 54 2003 after completing its revision 
process.  This standard builds on MPEG-2 
Transport Stream coding to define how cable 
systems construct multi-program Transport 
Streams. 
 
 ANSI/SCTE 28 2001, titled HOST-
POD Interface Standard, is in the final 
editorial stages after completing its ballot and 
should publish as SCTE 28 2003.  This 
standard defines just what its title suggests --- 
clearly necessary for developing 
unidirectional digital cable products. 
 
 ANSI/SCTE 41 2001, titled POD 
Copy Protection System, is near the end of a 
major revision related to switching the copy 
protection system to reliance on X.509 
certificates.  This standard defines how the 
interface between the POD and HOST is 
protected from having to expose video content 
in the clear. 
 
 The first three standards above are an 
obligation for 750 MHz cable systems to 
deliver digital video by these standards.  The 
HOST-POD Interface and its associated copy 
protection standard are an obligation of all 
cable systems, regardless of whether digital 
transmission is used.  Similarly, digital cable 
products marketing under this MOU are 
obligated to tune digital channels in 
accordance with SCTE 40, navigate using 
SCTE 65, respond to emergency alerts per 
SCTE 54, and include a POD interface 
compliant with SCTE 28 and SCTE 41. 



Other Standards 
 
 The MOU relies on other standards, 
particularly related to certain interfaces on 
leased set top boxes and retail digital cable 
products.  Television manufacturers commit 
to providing DVI or HDMI interfaces on a 
phase-in and resolution basis and cable 
operators commit to providing IEEE 1394 and 
DVI interfaces on HD set top boxes on a 
phase-in basis.  Cable operators expressed an 
interest in DVI (uncompressed video) as the 
preferred interface, hence the commitment by 
television manufacturers to support it.  
Television manufacturers needed support for 
a compressed video interface on set top boxes 
for recordability, explaining the inclusion of 
this interface on leased boxes. 
 

The IEEE 1394 interface described in 
the MOU is actually defined by a pair of 
standards, ANSI/SCTE 26 2001 and CEA-
931-A.  SCTE 26, Home Digital Network 
Interface Specification with Copy Protection, 
builds on EIA-775-A and EIA-779, which in 
turn build on IEEE 1394, to completely 
define how this interface is used between a 
cable device and another CE product.  CEA-
931-A, Remote Control Command Pass-
through Standard for Home Networking, adds 
the usability feature that a display device can 
pass-through remote control commands to the 
video source at the other end of the 1394 
interface. 
 

ADDITIONAL REQUIREMENTS 
 
 Harm Prevention Tests, those meant to 
protect the cable system and its ability to 
deliver services, are singled out as applying to 
all products under the MOU.  A mutually 
agreed upon set of harm prevention 
requirements does not exist in the form of an 
SCTE or CEA standard.  The MOU 
recognizes this deficit by pointing to 
EIA/CEA-818-D and DVS/538 as sources for 
these requirements. 

 EIA/CEA-818-D, Cable Compatibility 
Requirements, collects together requirements 
from other standards for application to digital 
cable systems and compatible receivers.  Part 
I states minimum requirements for receiver-
compatible digital cable TV systems, and Part 
II states minimum requirements for cable-
compatible digital TV receivers.  SCTE 
DVS/538r1, Uni-Directional Receiving 
Device Standard for Digital Cable (Input), is a 
proposal for standardization of receiver 
requirements intended to complement the 
transmission standards used by digital cable 
TV systems.  Neither of these documents are 
referenced directly by the MOU, except as 
sources for harm prevention test items. 
 

PROTOCOL IMPLEMENTATION 
CONFORMANCE STATEMENT 

 
 One of the tools that often is used in 
the process of verification of a complex 
product that follows a number of industry 
standards is the Protocol Implementation 
Conformance Statement (PICS). This 
document is a detailed collection of every one 
of the requirements from all the referenced 
standards. This document creates a 
traceability matrix and serves as the basis for 
any conformance statement of a manufacturer 
seeking certification.   
 
 Since the MOU and the proposed rules 
for a unidirectional cable receiving device 
were written, a team of engineers from 
several manufacturers, along with staff of 
CableLabs and CEA, have been working to 
complete this critical piece of documentation.  
In the first quarter of 2003, this team 
participated in meetings and conference calls 
totaling more than 120 hours and spent in 
excess of $10,000 on conference call services 
to this end. This concentrated effort shows 
how critical is the element of accurately 
documenting each testable requirement.  
 



 The PICS document contains over 600 
unique requirements. In many cases each line 
item includes a direct quotation of a 
normative statement from the applicable 
industry standard, along with a chapter and 
verse reference location. In some cases, a 
requirement was stated without any citable 
industry standard to reference. In those cases 
each new requirement is added to an appendix 
at the end of the PICS.  
 
 This process of including requirements 
without an external reference does represent a 
departure from the usual process of 
developing a PICS.  This departure from past 
CableLabs practice was necessary since the 
MOU relies solely on published SCTE and 
CEA standards and some mutually agreed 
requirements derived from other sources, 
including OpenCable, EIA/CEA-818-D, and 
DVS/538.  
 
 The PICS documentation also serves 
as the detailed breakdown showing which 
requirements relate to Critical Tests and Non-
Critical Tests. The Critical Test items are 
further divided to show which apply to ‘‘Tune 
and Display’’ requirements and which remain 
as Harm to Network, Security, or other harm  
related tests. The purpose of this division is to 
show which requirements apply to the 
different type of products defined in the MOU 
and proposed rules.  
 
 The final purpose of the PICS 
documentation is to list the requirements that 
need to be tested in the Acceptance Test Plan. 
This completes the traceability so that every 
test may be traced back to one or more line 
item in the PICS, each of which can be traced 
back to a normative statement of a referenced 
industry standard.  
 

ACCEPTANCE TEST PLAN 
 
 The Acceptance Test Plan (ATP) is 
another document that is included in the Joint 

Test Suite (JTS). This document details each 
of the unique test procedures that are used to 
verify the requirements stated in the PICS. 
The ATP gives instructions to the test 
technician who performs the test and it details 
the equipment settings, connections, and other 
test conditions.  The ATP also defines the 
range of acceptable results and how the results 
should be documented.  
 
 There are three basic guidelines that 
were used in creating the tests within the 
ATP: (1) All of the tests are ‘‘black-box-
tests’’ meaning that the tests are performed on 
a closed box, using only the available input 
and output interfaces;  (2) The tests are not 
meant to limit the type of test or procedure 
that can be used to verify compliance, but are 
simply a record of an agreed upon group of 
tests that are applicable; (3) The test plan is 
not static or complete, further revisions are 
expected as additional tests are developed and 
new test equipment becomes available.  
 
 The ATP is divided to match the 
breakdown of the PICS into Critical and Non-
critical, with the Critical tests further divided 
to show Harm prevention tests, security tests 
and tune and display tests. This breakdown is 
prescribed by the terms of the MOU.  
 
 Each test within the ATP may be used 
to verify one or more of the numbered 
requirements of the PICS.  Each test identifies 
what is being tested, the test equipment to be 
used, and the instructions on the exact settings 
of the controls and instruments used. 
Connection diagrams and further explanations 
of the setup are provided so that all tests are 
readily repeatable.   
 
 A variety of tests are necessary to fully 
determine compliance with the standards. One 
group of tests can confirm a portion of the 
requirements using a POD simulation tool that 
can be programmed to provide many of the 
message types that are used on the POD 



interface.  This tool logs the response from 
the unidirectional receiving device and 
analyzes the response to confirm compliance.   
 
 The cable  side has proposed also to 
include interoperability tests  which use a 
genuine POD on a live cable plant. This type 
of test  has been found to be important in 
previous CableLabs testing since the 
simulation tools do not contain proprietary 
circuitry needed to work on a real cable plant. 
Without those circuits, the tool is not able to 
receive messages from a cable headend which 
is necessary to confirm the receiver is not 
interfering with headend communications 
according to the requirements of the Harm 
tests.  Further, there are a variety of 
requirements associated with the proper 
reception of the OOB signals, which vary 
widely from plant to plant that are not testable 
using the simulation tools.   Television 
manufacturers believe this type of 
interoperability testing is not part of the 
MOU's self-certification process and offered 
instead to work with cable on interoperability 
events.  
 
 The ATP also includes the forms that 
record the results of each test. Blank space is 
provided to record the measured results right 
next to the defined range of acceptable results. 
This documentation becomes part of the first 
prototype test suite results that are recorded at 
CableLabs.  
 

SELF CERTIFICATION PROCESS 
 
 Certification is the process of verifying 
compliance with the required standards 
necessary to earn the right to use the digital 
certificates necessary to operate on a cable 
plant. Without these digital security 
certificates, the product would not be 
recognized by the cable system. When the 
digital cable receiving product is first plugged 
into the Point of Deployment card (POD), a 
digital authentication process ensues. Each 

device verifies the authenticity of the 
certificates held by the other device. If both 
sides agree, the interface is said to be 
authenticated. If this process fails, cable 
services are disabled.  
 
 ‘‘Self-Certification”  is the form of this 
certification process that is prescribed by the 
MOU and that relies upon the individual 
manufacturer’s own statements and 
documentation.  While the exact details of the 
self-certification process are not fully defined 
nor agreed upon at the time this paper was 
prepared, the following basic principles are 
expected to be used: 
 
1) The first prototypes of the unidirectional 
digital television product will be brought to 
CableLabs or an appropriately qualified third 
party testing facility where the Test Suite will 
be executed. Test events will be scheduled at 
CableLabs to reasonably accommodate the 
demand and will be coordinated to make best 
use of resources.  
 
2) If the test results reveal any failures of the 
Critical Tests and the product is a 
unidirectional digital television product, then 
corrections must be applied and the product 
resubmitted to CableLabs for re-testing as 
many times as it takes to correct all the 
Critical Test failures. If the first prototype 
submitted is not a television, and has critical 
test failures, only the corrections to the Harm 
Prevention Test failures need be retested.  
3) Once the manufacturer has successfully 
passed all Critical Tests and corrected all 
other test failures as needed, the passing test 
results are submitted to CableLabs along with 
the self certification documentation. This 
additional documentation includes the 
affirmative conformance statement and other 
details that have not been fully defined at this 
time.  
 
4) Once the passing test results and the Self 
Certification Documentation has been 



submitted, CableLabs authorizes the assigned 
Certificate Authority to begin issuing the 
X.509 certificates to the manufacturer for the 
model and range of products specified.  
 
5) Subsequent products by the same 
manufacturer have no obligation to be tested 
at CableLabs, but need only the Self 
Certification Documentation to be authorized 
for digital certificates.  
 

NEXT STEPS 
 
 At the time of this writing, work 
remained on the PICS and ATP; they are 
expected to be completed by the time this 
reaches print. There will also be some further 
negotiation and documentation needed to 
fully define the details of the Self 
Certification process.     
 
 Of course, the FCC must endorse the 
proposed rules as submitted with the MOU in 
order for this process to be activated.   In the 
mean time some manufacturers are going 
ahead and making products designed to meet 
the full OpenCable requirements under the 
PHILA agreement while others are waiting to 
take advantage of the MOU process.   
 
 There also remains some risk that the 
FCC may not endorse the exact proposal as 
submitted. If that happens the MOU says the 
deal is off and everyone will have to reassess 
how to proceed.  
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Abstract 
 
The MPEG-4 specifications have 

provided substantial advances in many 
areas of multimedia technology. In 
MPEG-1 and MPEG-2 System 
Specifications referred only to overall 
architecture, multiplexing, demultiplexing 
and synchronization of elementary 
streams. The MPEG-4 specification goes 
beyond these areas to encompass content 
description, interactivity, and scene 
description to name a few. This paper 
only addresses the overall architecture, 
multiplexing and synchronization of 
MPEG-4 content when carried in a system 
that already supports MPEG-2 Transport 
Stream.  
 
 

INTRODUCTION 
 
MPEG-4 is the first digital audiovisual 

coding standard that expands beyond 
defining compression algorithms to 
address emerging computing and 
telecommunication worlds.   MPEG-4 
system specifications were intentionally 
developed to be transport agnostic, 
enabling MPEG-4 content to be carried 
over many different transport systems 
such as MPEG-2, IP, ATM, etc.  In 
particular, MPEG has amended MPEG-2 
system standard ISO/IEC 13881-1 to 
allow carriage of MPEG-4 content over 
MPEG-2 Transport and Program Streams 
and this amendment is included in the 
published 2000 edition of ISO/IEC 13818-
1.  

The MPEG-2 system standard 
(ISO/IEC 13881-1) provides two 
alternatives to carry MPEG-4 content over 
MPEG-2 Transport Stream (TS). The first 
scheme is straightforward, and provides 
the capability for carriage and signaling of 
individual MPEG-4 audiovisual 
Elementary Streams (ES) by employing 
the MPEG-2 system-layer parameters 
such as PCR, PTS and DTS. This scheme 
could be used in existing systems that 
already use MPEG-2 Phy and Transport 
layers and want to take advantage of the 
better compression schemes as well as the 
synthetic video coding tools offered by 
MPEG-4 part 2 (ISO/IEC 14496-2). 
MPEG is also extending the MPEG-4 
video standard in its specification 
ISO/IEC 14496-10 (also known as JVT) 
which will provide significant 
compression advantage over both MPEG-
2 and part 2 of MPEG-4. More details 
regarding this implementation will be 
provided in the first part of this paper.  

 
The second alternative defined in the 

MPEG-2 system layer provides the 
capability for carriage of MPEG-4 scenes 
in addition to carriage of MPEG-4 
audiovisual elementary Streams. Carriage 
of this type of content over MPEG-2 
Transport Stream follows both MPEG-2 
system standards as well as MPEG-4 
systems (ISO/IEC 14496 –1) 
SL_packetize or FlexMux tools 
specification. This scheme can also be 
implemented within existing systems in 
order to provide the MPEG-4 object-based 
coding and scene composition capability 
in addition to the better compression that 



 
 

is provided by MPEG-4. The second part 
of this paper will explore this alternative 
in more detail. 

 
The last section of this paper will 

briefly explore how these 
implementations could be used to enhance 
current cable systems by migrating from 
dual carriage of Analog and Digital to an 
all digital network in order to address 
future bandwidth requirements as well as 
providing additional services and features 
such as HD, VOD and home Gateway 
based on MPEG-4.  

 
A HIGH LEVEL OVERVIEW OF 
MPEG-4 DELIVERY LAYERS 

 
MPEG-4 predecessors, namely MPEG-

1 and MPEG-2, were designed to address 
specific systems. For example, MPEG-2 
developed Transport Stream (TS) and 
Program Stream (PS) systems were 
targeted solutions toward TV 
Broadcasting and Local Retrieval of 
content respectively. Hence, the MPEG-2 
system was specifically designed to 
optimize the transport of targeted data and 
delivery systems by integrating the Sync 
and Link layers. As a consequence, the 
MPEG-2 System is not efficient and 
cannot easily be ported to other mediums 
and delivery systems without substantial 
overhead.   

MPEG-4, on the other hand, from the 
beginning was designed to be flexible and 
independent of under-layer technology 
such as the delivery system or link layer 
in order to be adaptable to different 
delivery systems such as TV broadcasting, 
IP and ATM systems. To address this 
separation and be adaptable by different 
systems, MPEG-4 defined three abstract 
layers namely: Compression Layer, Sync 
Layer and Delivery Layer as depicted in  
Figure-1.  The Compression Layer 
specifies the encoding and decoding of 

audio-visual Elementary Streams and is 
specified by references [2] and [3]. The 
Sync Layer manages Elementary Streams, 
their presentation and synchronization 
information as well as fragmentation and 
random access information. MPEG-4 
Sync Layer syntax is specified by 
ISO/IEC 14496-1 [4]. The delivery layer 
specifies the transparent access to other 
layers independent of delivery technology. 

As depicted by Figure-2, one could 
further divide the delivery layer into two 
sub-layers namely, DMIF (Delivery 
Multimedia Integration Framework) layer 
that is specified by MPEG-4 ISO/IEC 
14496-6 [3], and TransMux Layer that is 
not specified by MPEG-4 intentionally 
and is left to the transport technology such 
as IP, ATM or MPEG-2 to just name a 
few. 

As shown in Figure-1, the abstract 
layer demarcation between Compression 
Layer and Sync Layer is referred to as ESI 
(Elementary Stream Interface) and the 
abstract layer demarcation between Sync 
Layer and Delivery Layer is referred to as 
DMIF.  

In the following sections, a brief 
summary of terms related to the MPEG-2 
System that are used throughout this paper 
is offered for those readers who are not 
familiar with MPEG-2 Sync and Link 
Layers terminology. Then, the carriage of 
MPEG-4 elementary streams over MPEG-
2 Transport Stream are described as 
depicted in Figure-3. This 
implementation takes advantage of the 
MPEG-4 Compression Layer without 
using other features and functionality 
provided by MPEG-4. Next, system 
requirements and architectures are 
presented for those systems that not only 
attempt to use MPEG-4 compression, but 
also intend to use other features of 
MPEG-4 such as Link Layer and 
TransMux. This implementation is 
depicted in Figure-4.  Finally, in the last 



 
 

section of this paper, the impact of 
MPEG-4 in the existing Cable TV system 
is briefly discussed; although a detailed 
discussion and analysis is beyond the 
scope of this paper.  

 
A SUMMARY OF THE MPEG-2 

TRANSPORT STREAM (TS) 
 
The MPEG-2 system specification 

ISO/IEC 13818-1, defines two schemes 
for multiplexing Elementary Streams into 
a serial bit stream namely, Transport 
Stream  (TS) and Program Stream(PS). 
The Transport Stream scheme is widely 
used in transmission of Audiovisual 
content in CATV today and the Program 
Stream is used mostly for storage media. 
In this section only Transport Stream 
hierarchy is examined since TS is the 
protocol that is applicable to CATV as 
noted above. 

 
Each Elementary Stream (ES) contains 

coded video, coded audio or other data 
associated with a single program. These 
streams are separately packetized and 
formatted into a structure defined by 
MPEG-2 as Packetized Elementary 
Stream (PES) as depicted in Figure 5. As 
shown in this figure, each ES could 
expand into several PES packets. Each 
PES packet is identified by a stream_id in 
the packet header. The Stream_id that is 
associated with each PES packet is 
defined by MPEG-2 ISO/IEC 13818-1 
System specification and identifies the 
type of steam that is contained in each 
PES. Each PES is then sliced into 
Transport Stream Packets that are 188 
bytes that include a 4-byte header as 
shown in Figure 5. The  MPEG-2 system 
specification defines each TS Packet to be 
identified by a field in the header known 
as Packet Identifier or PID that is 13 bits. 
Thus, the payload of each TS packet could 
contain up to 184 bytes since there are 

four bytes allocated for the header that 
include PID in addition to other fields. 
Each PID is associated with an ES of a 
service; therefore one program may have 
one video PID and several Audio PIDs.  

Every MPEG-2 Transport Stream 
multiplex carries a set of tables known as 
Program Specific Information (PSI) 
tables. These tables contain information 
about services, which are present in the 
multiplex. PSI data includes the following 
tables: Program Association Table (PAT), 
Program Map Table (PMT), Conditional 
Access Table (CAT), and Network 
Information Table (NIT).  Two tables that 
are relevant to our discussions are PAT 
and PMT tables.  In a compliant MPEG-2 
multiplex, there must be only one 
Program Association Table (PAT) that 
contains the list of services associated in 
the multiplex. The PAT in a multiplex 
associates each service number with a 
specific PMT PID in the same multiplex.  
PMT, in turn contains the list of PIDs 
associated with each service and other 
associated data. One field of interest to 
our discussion is the stream_type that is 
used to associate each component of a 
service identified by a PID with the type 
of elementary stream or payload carried 
within that PID. 

 
CARRIAGE OF MPEG-4 ES VIA 

THE MPEG-2 TRANSPORT STREAM 
 
This section discusses the 

encapsulation of MPEG-4 ISO/IEC 14496 
audio-visual  elementary stream in an 
MPEG-2 Transport Stream.  As noted 
previously, MPEG has amended the 
MPEG-2 system standard ISO/IEC 
13881-1 [1] to allow carriage of MPEG-4 
content over MPEG-2 Transport and 
Program Streams. This amendment is 
included in the published 2000 edition of 
ISO/IEC 13818-1 Ref. [1]. According to 
this amendment, for the carriage of 



 
 

individual MPEG-4 elementary streams, 
only system tools from MPEG-2 [1] are 
used. This topology is depicted in. As 
shown in this Figure, MPEG-2 Link Layer 
and Sync Layer are used instead of 
MPEG-4 Link and Sync layers. Hence, 
elementary streams encoded according to 
MPEG-4 are carried in PES packets as 
PES_packet_data_types with no specific 
alignment. In another words, from a 
system point of view, encoded MPEG-4 
audio-visual elementary streams are 
treated the same as MPEG-2 elementary 
streams.  For example, elementary stream 
synchronization is accomplished 
according to MPEG-2 through decoding 
the PCR in the adaptation layer and the 
same time base is used to synchronize all 
the components of a service. This is 
contrary to MPEG-4 in which each 
component of a program could be 
synchronized to a different time base 
through the OCR.    

 
In addition, Stream_Id values for video 

and audio elementary stream within the 
PES header have been defined by this 
amendment to indicate that PES payload 
contains MPEG-4 audio-visual elementary 
streams. As noted in the previous section, 
Stream_id is encoded in the PES header to 
indicate to the decoder what compression 
method is used. The new updated values 
for Stream_id could be found in table 2-18 
of the 2000 edition of ISO/IEC 13818-1 
Ref [1]. Furthermore, the 2000 edition of 
ISO/IEC 13818-1 amendment defines 
stream types that should be encoded in the 
PMT when MPEG-4 compression is used 
to encode MPEG-4 audio, and video 
elementary streams. As noted in the 
previous section, stream type is used to 
associate compression used for each 
component of a service to the PID that is 
pointed to by PMT table. This information 
is carried in the second loop of PMT.  

New descriptors such as MPEG-
4_video_descriptor() and MPEG-
4_audio_descriptor() are defined by the 
2000 edition of ISO/IEC 13818-1 for 
defining coding parameters of associated 
elementary stream. It is worth mentioning 
that these descriptors do not apply to the 
MPEG-4 elementary stream if MPEG-4 
Link and Sync layers are used. These 
descriptors are carried in the second loop 
of PMT and flag to the decoder which 
level and profile of MPEG-4 compression 
was used to compress associated 
Elementary Streams. These descriptors 
can be found in the 2000 edition of 
ISO/IEC 13818-1, section 2.6.36 and 
2.6.38. 

 
CARRIAGE OF MPEG-4 SCENE 

VIA THE MPEG-2 TRANSPORT 
STREAM 

 
 
This section discusses the 

encapsulation of MPEG-4 content which 
may consist of but not limited to: audio-
visual, IPMP, OCI streams, Object 
Descriptor (OD), Scene Descriptor such 
as BIFS in the MPEG-2 Transport Stream.  
As specified by the 2000 edition of 
ISO/IEC 13818-1, these streams are 
carried in the SL_Packetized stream but 
use of FlexMux is optional since MPEG-2 
offers multiplexing tools. MPEG has 
amended the MPEG-2 system standard 
ISO/IEC 13881-1 to allow encapsulation 
of MPEG-4 both SL_Packetized stream 
and FlexMux streams in PES packets as 
well as specifying additional descriptors 
and other relative fields such as 
stream_type and stream_id to aid the 
client side in distinguishing between 
MPEG-4 content and MPEG-2. Hence, 
one could use other functionality of 
MPEG-4 in the existing CATV beyond 
the improved compression that is provided 
by MPEG-4. This topology could be 



 
 

represented by Figure 4 and in more detail 
in Figure 6. In the balance of this section 
the features provided by the latest MPEG 
amendment for carriage of  
SL_Packetized and FlexMux in MPEG-2 
Transport Streams are presented. First, a 
brief summary of Sync Layer and 
FlexMux features and functionality 
offered by MPEG-4 are provided as they 
relate to the discussion. 

As depicted in Figure 6, the Sync 
Layer is located between the compression 
layer and the delivery layer. The Sync 
Layer provides a flexible set of tools that 
allow incorporating time base 
information, fragmentation of access 
units, and continuity information into data 
packets. The resulting packetization 
stream from the Sync Layer is referred to 
as the SL_packet stream.  

The layer below the Sync layer is 
called the delivery layer that includes the 
FlexMux. The input to the FlexMux is the 
SL_packetized stream from the SL as 
shown in Figure 6. FlexMux is an 
efficient and simple multiplexing tool 
defined by MPEG-4 designed for low 
delay and low bit-rate streams. FlexMux 
was designed with low overhead since a 
presentation could have a large number of 
elementary streams.  

Details regarding the Sync layer and 
FlexMux are beyond the scope of this 
paper and can be found in  ISO/IEC 
14496-1 system Ref[1]. 

Figure 6 illustrates the data flow from 
the compression layer to the Sync layer 
and then to the Delivery Layer. As 
depicted in this Figure, the Delivery Layer 
can be sub-divided into two sub-layers 
namely, DMIF that is specified by MPEG-
4 and the TransMux layer that is not 
specified by MPEG-4 since different 
delivery layers already specify this layer. 
These layers may be any of: RTP, ATM 
or MPEG-2 just to name few. The 

following discussion focuses only on 
MPEG-2 TransMux.  

The inputs to MPEG-2 TransMux are 
either SL_Packetized or FlexMux streams. 
The responsibility of this layer is to map 
these streams into the PES and TS 
structure defined by MPEG-2 with the 
following constraint: SL_Packetized 
streams are mapped into single PES 
Stream such that only one SL_packet 
constitutes the payload of one PES packet 
but in the case of TransMux, an integer 
number of FlexMux packets can be 
mapped into the payload of PES packets. 
MPEG-2 defines different a stream_id for 
PES packets with the payload of 
SL_packet versus PES packets carrying 
TransMux streams. The corresponding 
stream_id should be encoded in the PES 
packet header.  

Furthermore, if SL_packets contain 
MPEG-4 Object Clock Reference (OCR) 
then PES packets carrying these 
SL_packets should have PTS in the PES 
header and a similar requirement applies 
to PES packets carrying FlexMux. In case 
of FlexMux encoded FCR, the timebase in 
the FlexMux packets should be carried in 
the corresponding PES header, if present. 

Also, certain MPEG-4 streams such as 
Object descriptor and Scene Descriptor 
tables can be carried in the MPEG-2 
section format. These data are normally 
static and are used for random access 
similar to the way in which PSI tables are 
used in the MPEG-2 system. 

Newly defined stream_types are 
established for the PID streams carrying 
MPEG-4 content. These stream_types 
through PMT indicate to the client that the 
bit stream identified by PID in the PMT is 
a PES packet containing either 
SL_packets or multiple FlexMux packets, 
or that the bit stream contains MPEG-2 
section data carrying OD or BIFS 
commands. Further, a set of descriptors 
for carriage of MPEG-4 [Ref] in MPEG-2 



 
 

[Ref] has been defined. These descriptors 
provide more information about the 
stream and are included in the PMT. A list 
of these descriptors can be found in 
section 2.6 of MPEG-2 [Ref]. 

 
WHY MPEG-4 

 
In the early days of cable television all 

systems focused on delivering clear 
analog broadcast channels to viewers in 
fringe areas beyond the reach of broadcast 
transmitters.  As subscriber demand for 
more selection increased, additional 
channels were added to the analog line-up. 
MSOs soon discovered new sources of 
revenue from reservation PPV, IPPV and 
premium subscription channels, adding 
even more channels for these services.  It 
soon became evident that traditional 
analog CATV system architecture could 
not support the growing service demand. 
MSOs were running out of bandwidth and 
had to upgrade their systems to modern 
Hybrid-Fiber Coax (HFC)  and migrate 
services to MPEG-2 compressed, digital 
video transport in order to carry more 
channels and provide vastly improved 
picture quality. At the same time ever-
increasing competition from the Direct to 
Home [DTH] satellite networks forced 
MSOs to seek service differentiation. 
MSO’s began and continue today to offer 
enhanced features such as HD, VOD, 
Network PVR, VOIP, Streaming Media 
and Targeted advertising just to name a 
few Ref [9].  These advanced features 
pose new bandwidth on both the upstream 
and downstream HFC plant segments as 
explained in Ref [9]. Thus, once again, 
bandwidth resources in a typical HFC 
network are becoming scarce. In order to 
support these advanced features an MSO 
can choose to increase the physical 
capacity of the plant through a costly 
conversion to an all Fiber network such as 
FTTH. Or the MSO can optimize the 

existing plant bandwidth by employing 
advanced compression techniques such 
those offered by MPEG-4. Typically, 
MPEG-4 can provide two to three times 
better compression than MPEG-2 thereby 
lowering the effective bit rate without 
compromising picture quality. Thus a 
system migration to an MPEG-4 system 
can accommodate a three-fold bandwidth 
increase without a costly fiber overbuilds. 
Given the current investments in MPEG-
2, it is not reasonable to retire all this 
relatively new equipment from service. 
But through a gradual transition to 
MPEG-4, as discussed above, it is 
possible to carry MPEG-4 over an MPEG-
2 transport stream and use current or next 
generation set top boxes that could 
support this dual mode during a transition 
period similar to the transition that took 
place to migrate from analog to digital 
systems.  

 
CONCLUSION 

 
MPEG-4 is a promising, emerging 

technology that has been gaining 
momentum in the CATV industry. This 
paper has presented different mechanisms 
to carry MPEG-4 over MPEG-2 Transport 
Streams in current CATV systems that use 
MPEG-2 Transport Streams as the 
transport layer. The first scheme 
addressed the carriage of MPEG-4 
Elementary Streams over MPEG-2 
Transport Streams. This scheme enables a 
CATV system to take advantage of the 
improved compression offered by MPEG-
4. The second part of this paper discussed 
the carriage of MPEG-4 content over 
MPEG-2. This scheme enables an MSO to 
offer the advanced features enabled by 
MPEG-4 in addition to the improved 
compression.   

Other advanced features such as HD, 
VOIP, and various Streaming 
Applications can be supported by 



 
 

migrating to MPEG-4 and freeing the 
additional bandwidth needed by these 
applications. It is clear that MPEG-4 is 
proving to be an industry standard 
solution for increased efficiency in plant 

utilization, as well as a much-needed 
platform for the launch of diverse, 
evolving interactive services and overall 
feature enhancements.
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Figure 3   Carriage of MPEG-4 Elementary Stream Via MPEG-2 TS
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Figure 4    Carriage of MPEG-4 Content Via MPEG-2 TS
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Figure 5 MPEG-2 Link Layer Hierarchy
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Figure 6 ISO/IEC 14496 System Architecture
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 CONTROLLING AN INFINITE NUMBER OF CHANNELS 
 
 Doug Makofka 
 Motorola, Inc. Broadband Communications Sector  
 
 Abstract 
 
     A consumer sizes a typical cable system 
based upon the number of channels that can 
be accessed. Cable systems that are capable 
of delivering everything ‘on demand’ must be 
sized differently. The size of an on-demand 
system is related to the amount of media 
(movies, switched broadcast, live broadcast, 
etc.) in the on-line library. Systems capable 
of delivering any content ‘on demand’ 
present the experience of having an infinite 
number of channels.  
 
     Channel-oriented delivery systems and 
media-oriented delivery systems have 
significant differences. Media-oriented 
delivery systems need to offer generic, high-
level delivery and transport functionality to 
the service and application control 
subsystems that manage the media. This is in 
contrast to channel-based delivery systems 
that only need to assign a service to a 
channel. 
 
     This paper presents an architectural and 
functional introduction to media-oriented 
delivery systems, including the ramifications 
to access control, bandwidth management, 
network management, and media 
transformation subsystems. 

ON-DEMAND SYSTEMS STRUCTURE 
     Systems that are capable of supporting a 
large number of on-demand services are 
structured differently then systems built 
primarily to deliver broadcast services.  On-
demand services are transactional by nature. 
Some group of equipment in the network 
must actively process the request for content 

from the customer. This is in contrast to the 
broadcast service, which in most cases can be 
represented by a fixed channel map, and does 
not require any processing from the network 
in order for the tune operation to occur. A 
simple ‘channel up’ button push suffices.        
OnDemand systems require content caches of 
some type. This is in contrast to broadcast-
oriented systems which simply act as a 
conduit between a service originator and the 
client devices.   
 
     On-demand services and the 
content/media associated with on-demand 
services can be managed separately from the 
delivery of the service/content. For this 
reason,  OnDemand system management 
cleaves nicely into two pieces: Service-
Application-Content support, and Media 
Delivery support.  Figure 1 shows the high-
level structure of the OnDemand System, 
which reflects this division. This paper will 
give an overview of each subsystem, then 
focus on the Delivery Network, and how it 
provides resources to deliver ‘infinite 
channels’.  
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Figure 1 High-Level OnDemand System 



Service/Application/Content (SAC) 
Subsystem 
     The Service/Application/Content (SAC) 
Subsystem has the following primary 
functions: 

1. Determining how content is presented 
to the customer – host the service, 
access control; 

2. Manage the content – including 
‘pitch-catch functions, and content 
distribution; 

3. Primary billing interface; 
4. Supports the automated provisioning 

and management of OnDemand 
services. 

 
     The SAC subsystem is where the majority 
of the added value of the current VOD 
systems resides. The Pegasus Interactive 
Services Architecture (ISA) standard is one 
definition of a SAC subsystem. 
 
     Access control is completely in the 
context of the SAC subsystem. This 
subsystem decides whether or not 
content/media will be sent to a client. The 
Delivery Network assumes that access 
control has already been applied. If it receives 
a request to deliver content it will. Note that 
encryption in the OnDemand system is client-
based, not content-based. This is in contrast 
to broadcast systems where encryption is 
applied to content, and access rights are given 
to clients. 
 
Delivery Network (DN) Subsystem 
     The Delivery Network is responsible for 
the delivery of content to the consumer/client 
device as directed by the SAC subsystem.  
The primary functions of the DN subsystem 
are: 

1. Effectively manage DN resources 
(bandwidth, encryption, transcoding, 
insertion, QoS, etc); 

2. Provide an open, high-level interface 
for requesting DN resources; 

3. Manage and control devices from 
different vendors so that they 
cooperate seamlessly in the delivery 
of on-demand content; 

4. Supports the automation of 
provisioning, configuration, and 
management of the DN. 

 
     In current VOD environments, the VOD 
systems are either the actual or de facto 
managers of the DN subsystem. This as been 
driven by the non-routable networking (ASI) 
between the VOD servers and the DN 
equipment (modulators, upconverters). With 
the advent of GIGE transport of 
content/media, the delivery of content is not 
necessarily determined by the output of the 
server. This is a strong motivation for 
removing the DN network management from 
the content environment. 
 
Nework Management (NM) Subsystem 
     The Network Management (NM) 
subsystem, as it relates to On-Demand 
subsystems has the following functions: 

1. Maintain a consistent view of system 
topology; 

2. Maintain IP-level device 
configuration (DCHP device records, 
for example); 

3. Maintain higher-level functional 
configuration for the Delivery 
Network; 

4. Maintain and distribute higher-level 
resource to content source mappings 
between the Service-Application-
Content subsystem and the Delivery 
Network subsystem. 

 
     The Network Management subsystem can 
‘see’ across the two functional subsystems. It 
coordinates system provisioning and 
management activities. Even though the NM 



subsystem does not play an active role in the 
delivery of OnDemand services, it is needed 
to make large-scale OnDemand systems 
practical. Systems capable of delivering 
‘everything on-demand’ will be quite large, 
and require automatic provisioning and 
management – to the extent that equipment 
can be placed in a rack, automatically 
determine its configuration and functional 
responsibilities when it powers up, without 
direct operator intervention. This will be 
discussed further in the Automatic 
Configuration and Provisioning section. 

DELIVERY NETWORK (DN) 
STRUCTURE 

     The OnDemand system structure is based 
around the User-to-Network concept used in 
the DSM-CC User-to-Network Session 
protocol. It is natural to use this protocol as 
the basis of requesting and delivering 
resources from the DN; however, other 
protocols can also be accommodated – such 
as RTSP. 
 
     The Delivery Network (DN) offers 
‘resources’ to the Service-Application-
Content (SAC) subsystem. The SAC 
subsystem requests these resources from the 
DN as part of a session setup operation. The 
session is used to carry content/media 
associated with a service to a specific 
customer’s client device. Examples of DN 
resources include bandwidth, multiplexing, 
encryption, transcoding, and rate shaping. A 
major goal of the DN subsystem is to provide 
these resources is a well-defined manner so 
that the SAC subsystem does not need to 
understand how these resources are mapped 
to specific devices in the network, or how to 
control those devices. This provides a basic 
decoupling of the DN and SAC subsystems’ 
architecture. 
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Figure 2 Delivery Network Structure 

 
Figure 2 gives a high-level look a the 
structure of the DN. The arrows in the 
diagram show media paths. Control paths are 
omitted. The definitions of the elements in 
Figure 2 are as follows: 
Server1…n These are content/media 
servers. They are outside the DN, but are 
shown here as the connection points to the 
DN. The connections are likely GIGE, but 
ASI and other connections are also 
accommodated; 
S1,S2 These are Sources, or SRC, which 
are the actual connection points into the DN. 
In the case of GIGE media transports, a 
Source is equivalent to an IP subnet. In the 
case of a ubiquitously switched system, there 
is only one Source; 
Device 1...n These are the actual devices 
or products that are going to perform 
functions in the DN; 
F1…n These are the Functions performed 
by the Devices (mux, modulate, encrypt, 
etc.). Each Function is described by a 
Function Block, or F-Block for short. F-
Blocks map directly to the resources offered 
by the DN to the SAC subsystem; 



NG1…n These are Node Groups – 
defined by the structure of the combining 
networks on the output of the Inband RF 
modulators. A Node Group represents the 
set of ‘outputs’ that can be seen by a 
particular client device. It also is a primary 
topological grouping of client devices; 
SG1…n These are Service Groups. A 
Service Group is a collection of Node 
Groups. The motivating idea behind Service 
Groups is that they collect Node Groups that 
have the same Resources (F-Blocks). This 
helps to decouple NG topology from the 
SAC subsystem;  
F-Block Chain Each path from a SRC 
to a NG is called an F-Block Chain. For 
example, there is an F-Block chain from 
SRC S1 through Device1, to Node Group 
NG1. Resources F1 and F2 are available on 
this chain; 
DNRM The Delivery Network 
Resource Manager (DNRM) is the part of 
the Delivery Network Manager that handles 
the initial requests for resources from the 
Service\Application\Content (SAC) 
subsystem, allocates the resources to specific 
F-Blocks, then commands the Device 
Manager (DM) associated with the F-Blocks 
to do work; 
DM The Device Manager (DM) translates 
standard F-Block behavior requests into 
device-specific commands. 
 
     Every device or product used to process 
media in the DN must be described as one or 
more F-Blocks. For example, referring to 
Figure 2, if F1 is a modulator, and F2 is an 
upconverter, then Device1 is a product that 
takes its input, modulates it, upconverts it, 
then outputs the processed RF signal. From 
the standpoint of the Domain Network 
Resource Manager (DNRM), it doesn’t 
matter what Device1 is. Either the device 
supports standard F-Block commands 
directly, or there is a Device Manager (DM) 

that translates the standard modulator, and 
upconverter F-block commands into device-
specific commands. The following is a 
partial list of potential F-blocks: 

1. RF Modulator (QAM64, QAM256, 
etc.); 

2. Upconverter; 
3. Encryptor; 
4. Inserter; 
5. Multiplexer; 
6. JitterBuffer/QoS shaper; 
7. Transcoder; 

Delivery Network (DN) Transactions 
    The DN subsystem provides resources 
used by the SAC subsystem to deliver 
services. There are many potential on-
demand service types. Video On Demand 
(VOD) and its variants, Network Personal 
Video Recording (NPVR), Switched 
Broadcast, and others.  The DN is unaware 
of these service types; however, all of these 
service types are accommodated by the DN 
using the same set of resources. 
 
     A User-Network model is used to  
structure the DN transactions. The SAC 
subsystem, and the customer’s client devices 
are each Users. The DN is the Network. The 
primary transaction structure is one of the 
Users requesting sessions for media to be 
delivered by the DN. These sessions have 
resources associated with them. Bandwidth is 
the fundamental resource, but there are others 
– those defined by the F-Blocks supported by 
devices in the DN. The typical session setup 
trans action is shown in Figure 3. 
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Figure 3 Session Setup Transaction 
 
     Notice that the session setup transaction is 
compatible with the DSM-CC U-N Session 
Setup Protocol. RTSP could also be 
accommodated by adding a few new 
functions. Another protocol variation is 
having the Content/App subsystem issue the 
SessionRequest command, or by just issuing 
a SessionResourceRequest indicating a new 
session is to be established. The DNRM 
could handle both scenarios from either 
protocol without any problems. 

Managing the Delivery Network 
     Figure 4 shows the standard control flows 
in support of the DN. Notice that there are 
resource/session flows, and network 
management flows. Each are needed to 
support the OnDemand system. There are two 
levels of management in the DN:  

1. F-Block or resource management 
2. Device management.  

 
     Requests for resources are always at the F-
block level. DN resources are allocated on 
the basis of F-Block allocation. Each F-Block 
type as an associated allocation scheme that 
allows the Delivery Network Resource 
Manager (DNRM) to know where 
unallocated resources reside in the DN.  The 
DNRM handles the resource allocation based 

on the F-Block allocation scheme. The 
resource request is then translated to F-Block 
parameters which are passed to the Device 
Manager (DM) associated with the device 
that will provide the requested F-Block 
function. 
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Figure 4 Management Control Flows 

 
     The Device Manager (DM) accepts the F-
Block function request and issues the proper 
commands to the device. The DM may also 
request that the DNRM adjust the ‘available 
resource pool’ for the F-Block in questions. 
This allows device resource allocation to 
deviate from the standard F-Block allocation 
scheme. 

Automatic Configuration and Provisioning 
     Delivering on-demand services to large 
subscriber populations requires networks that 
must support a large number of simultaneous 
‘channels’. These systems can be orders of 
magnitude bigger than broadcast-oriented 
system. In addition, there is are on-going 
control transactions between subsystems. The 
control transactions demand that each 
subsystem is ‘in sync’ with at least some 
portion of the overall topology and state of 
the OnDemand system. DN topology 
representation is an important part of 
automatic OnDemand system configuration. 
 



OnDemand System Topology 
     The basis of DN topology is Network 
Topology. An example of Network Topology 
is given in Figure 5. 
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     Network Topology is the framework 
networking that maps the DN sources into 
Chains, that reach Node Groups. In a GIGE-
based system, Network Topology is a subset 
of the GIGE IP network configuration. This 
shows the close connection between the DN 
configuration and provisioning and the 
underlying network configuration – in this 
case IP. 
 
     Once Network Topology is defined, 
devices must be placed in the Chains between 
the Sources and Node Groups. This 
representation of topology is called Chain 
Topology.  An example of Chain Topology is 
given in Figure 6. Chain Topology is the 
configuration information used by the 
Delivery Network Resource Manager 
(DNRM) to turn requests for resources into 
F-Block allocations. 
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     The Service/Application/Content (SAC) 
subsystem may need some  DN configuration 
information in order to efficiently distribute 
content to servers. Source Topology meets 
this need. Figure 7 shows the picture of the 
DN conveyed by Source Topology. 
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     The SAC subsystem can use the DN 
without Source Topology. The content/media 
used by the services supported by the SAC 
will require specific resources of the DN. The 



SAC could just request those resources 
without any notion of Source Topology; 
however, some optimizations in the SAC 
environment are possible with a knowledge 
of Source Topology. One example is that 
content/media requiring a resource not 
available in a specific Service Group could 
be hidden from customers in that service 
group. This would prevent requests for 
content it is impossible for the DN to deliver. 
 
Delivery Network Configuration Module 
     The Delivery Network relies on topology, 
F-Block, and Device information. This 
information must also be used to drive or 
modify IP-level configuration information, 
such as DHCP records. This information 
cannot be hand-crafted. It must be formed 
from higher-level configuration operations. 
The Delivery Network Configuration Module 
(DNCM) automatically generates the 
topological and configuration information. 
Graphic interfaces are used to 'stage’ the 
OnDemand system. The graphic interfaces 
allow manipulation of the topological 
diagrams shown in this paper, as well as 
detailed F-Block and device information. 
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Figure 8 Delivery Network Configuration 
Module (DNCM) Environment 

 
        Figure 8 shows the environment in 
which the DNCM functions. It also shows the 
major information flows from between the 

DNCM and the other OnDemand System 
entities. 
 
     Among the DNCM’s major operations are 
the following: 

1. Load/Modify/Delete Network Layer 
Topology; 

2. Load/Modify/Delete F-Block Defs; 
3. Load/Modify/Delete Device Defs 

(each device participating in the DN 
will supply a device definition 
package); 

4. Load/Modify/Delete NG Defs; 
5. Configure Chain Topology; 
6. Add /Remove Device to/from DN; 
7. Enable/Disable Device in DN; 
8. Associate Network Layer With 

Device Layer (effect any coordination 
between the subsystem managing 
DHCP); 

9. Build Configuration Script; 
10. Execute Configuration Script; 
11. Configure DNRM and DMs (these 

managers need their own 
configuration based on system size, 
dedunancy strategy, etc.). 

 
     Ideally, an MSO can have individual 
systems configured off line by a 
knowledgeable systems engineer. These 
configurations can be sent to the locations 
where the DN exists. Technicians at the DN 
sites can then ‘rack and stack’ the devices 
needed in the DN. Using the DNCM, the 
technicians at the DN site can apply the 
configuration to the newly-installed devices 
without any additional configuration 
operations. Ongoing configuration and device 
changes can be handled by the local 
technicians at a high level. The DNCM will 
be able to d sanity checking on these changes. 
The DNCM can then make sure the changes 
are applied in a controlled, consistent fashion 
across the entire OnDemand System. 



CONCLUSION 
     OnDemand systems are different the 
broadcast-oriented systems, hence, require a 
different structure and management strategy. 
Yet, it is possible to manage and control large 
OnDemand systems. Managing Delivery 
Networks is more than just assigning  

bandwidth. All Delivery Network functions  
must be available to the users of the Delivery 
Network via high-level functions that are 
well-defined, open, and allow competition 
among device vendors supplying products 
that provide Delivery Network Functions. 
Creating a Delivery Network management 
subsystem, that operates independently from 
the Service/Application/Content subsystems, 
will make delivering everything on-demand a 
technical and practical reality.  



 
 DELIVERING EVERYTHING EVERYWHERE IN THE HOME: 

WHOLE HOME NETWORKING 
 
 William Garrison 

Thomas du Breuil 
 Motorola, Inc., Broadband Communications Sector  
 
 Abstract 
 
This paper will describe the requirements for 
an in-home network. Specifically, it will 
address the data rate requirements for the 
various services and their delivery. Detailed 
descriptions of QoS requirements and the 
relationship between the Entertainment and 
Data devices and services will be given. 
Various wired and wireless networking 
technologies currently in the marketplace as 
well as new technologies that might serve this 
need will be covered   Finally, a view of life in 
this home of the future will be explored. 
 
 

INTRODUCTION 
 
     With the growth of broadband data 
services, many consumers have found it useful 
to install a data network. According to a 2002 
Parks Associates report, 7.2 million homes 
now have a data LAN and this number will 
grow to 21.2 million in 2006. The primary 
application for these LANs is to share the 
broadband data access with multiple PCs in 
the home, but it is also used for printer sharing 
and file sharing.  
 
     Consumers are now buying PVRs and 
quickly realizing the benefits of video access 
via a hard drive. An obvious extension of this 
will be to access to this video content 
anywhere in the home. Wouldn’t it be nice to 
view a program stored on your PVR 
downstairs on a TV upstairs? And consumers 
will want to add other media, such as music 

and photos, to this network as well as merge it 
with their data applications. 
     So why not just use the existing in-home 
data network for this new video application? 
Well, the reason is that requirements for an in-
home data network are much different from an 
in-home entertainment network. An in-home 
entertainment network needs to support 
multiple entertainment streams (some at 
HDTV rates) with excellent QoS (Quality of 
Service). This network also must support 
other types of traffic, such as music, Internet, 
data and photo transport. Once this in-home 
network is in place, Voice-over-IP, i.e., 
telephony, and video telephony can be easily 
added. Cable operators have a unique 
opportunity in these in-home networks 
because they understand delivering audio and 
video best. But what is required to deliver 
these services? 
 

REQUIREMENTS 
Data Rates 

     A whole home network should be an 
infrastructure built to serve for a long time. 
Just as with AC power, you would never want 
to rewire your house just to add a new 
appliance – even if that appliance did not exist 
at the time you wired your house. Therefore 
both current and future needs must be 
considered when defining this network.  
 
     Relatively few homes currently have a 
HDTV display. Approximately 4.5% of all 
television households have a HDTV display 
now. However, 26% are expected to have at 
least one HDTV display by 2008. Currently, 
the average household has 2.7 TV sets and by 



2008 some of those homes will have multiple 
HD displays. Table 1 outlines the typical 
services that may be expected in a fully 
networked home and their bandwidth 
requirements. 

 

Application Qty Rate 
each 
Mbps 

Total 
Rate 
Mbps 

HDTV stream 1 19.4 19.4 
SDTV stream 3 4.5 13.5 
CD Stereo 
Audio 

1 1.5 1.5 

Multichannel 
Audio 5.1 

1 4.5 4.5 

DVD Audio, 6 
channel 

1 10 10 

IP Data 2 1 2 
IP Telephony 4 0.032 0.128 
Total   51 

Table 1.  Home Network Bandwidth Requirements. 
 
Quality of Service 

     Video requires a much higher QoS than 
data. Many networks provide reliable service 
by retransmitting a packet until it is 
successfully received. This is the correct 
approach to use for delivering data. However, 
video has a timeliness factor measured in 
milliseconds (or less!). If the video data is not 
delivered by the presentation time, it would be 
better to skip this packet and move on to the 
next. 
 
     In addition, a MPEG-2 TS (Transport 
Stream) has a jitter tolerance measured in 
nanoseconds. A common “solution” to the 
jitter problem is to use a large buffer at the 
receiver. This is demonstrated by most current 
PC streaming media players, where 5-10 
seconds of video is buffered prior to playing. 
However, entertainment video is often 
interactive, so “solving” the jitter problem 
with a large buffer at the receiver will result in 

a system that seems ”sluggish”. Again, this is 
the typical experience with streaming media 
today on the PC where it takes several seconds 
to start playing or to resume play after 
pausing. And even with a large buffer, video 
glitches are common today in the streaming 
environment. 
 
     IEEE 802.11e is currently being developed 
as a standard QoS mechanism for wireless 
systems and promises to provide a QoS which 
meets entertainment video requirements. IEEE 
802.11p exists for CAT-5 wired LANs, and 
HPNA 2.0 includes a prioritized QoS, but 
these schemes do not support entertainment 
level QoS. HomePlug 2.0 does not support 
entertainment level QoS. However, HomePlug 
AV (the next version of HomePlug) does plan 
to support entertainment level QoS.  
 
Data and Entertainment 

     Data delivery is focused on accuracy and 
video is focused on timeliness. Video 
decoding is purposely designed to conceal 
errors while data transfers require perfection. 
Can both of these coexist on the same 
network? What tradeoffs need to be made 
between these? 
 
HOME NETWORKING TECHNOLOGIES 

 
Existing 

     If a home has an existing network, it is 
likely to be either a wired 10/100 Ethernet or a 
wireless 802.11b Ethernet. Unfortunately, 
neither of these is suitable for a whole home 
entertainment network. While 100 Mbps 
Ethernet is fast enough, it does not offer QoS. 
Plus, as a practical matter, few homes have 
Cat 5 cable running to all of the places where 
you would like to network. 802.11b offers 
neither the QoS nor the data rate required by 
an entertainment network. So, what else might 
be used for a whole home entertainment 
network? 
 



Wired 

     Wired networking generally offers the 
highest data rates and the lowest device cost. 
A wired network could use dedicated wires 
(like Cat 5) or reuse existing wires (like phone 
line, power line or coax). Unfortunately, none 
of the currently available wired networks offer 
the bandwidth and QoS required by an 
MPEG-2 Transport Stream. HomePlug AV is 
the only proposed wired standard that 
promises to address this need, but the standard 
has yet to be defined and first products will 
not be available until Summer 2004. There are 
several proposed proprietary solutions for 
networking-over-coax that meet whole home 
networking requirements for Bandwidth and 
QoS, but none of these are adopted industry 
standards. 
 
Wireless 

     Current wireless technology includes IEEE 
802.11a, 802.11b and 802.11g. If an adequate 
QoS could be layered above it, IEEE 802.11b 
could theoretically support a standard 
definition video service with a stereo audio 
service. However, it certainly can not be the 
backbone of a home with the requirements of 
Table 1.  
 
     The data rate for 802.11a and 802.11g is 
adequate for most of the service set shown in 
Table 1, although they too will not handle the 
full service set. Why won’t 802.11a or 
802.11g handle 51 Mbps when it is advertised 
as a 54 Mbps standard? Because the effective 
payload rate is less than the advertised PHY 
rate. The advertised raw data rate does not 
subtract the MAC overhead and other 
inefficiencies. Table 2 shows the effective 
data rage for common networking 
technologies. 
 
      

Home 
Networking 
Technology 

Media Raw 
Data 
Rate, 
Mbps 

Approx. 
Effective 
Streaming 

Throughput, 
Mbps 

100 Mbps 
Ethernet 

Cat 5 100 90* 

HPNA 2.0 Phone 
Line 

10 6* 

HomePlug 
1.0 

Power 
Line 

14  6* 

802.11b 2.4 
GHz  

11 5* 

802.11a 5 GHz 54 20* - 34** 
802.11g 2.4 

GHz  
54 13.5* - 34** 

Magis 
Air5  

5 GHz 54 40** 

Table 2.  Existing Home Network Technologies 
*ExtremeTech  test results 
**Theoretical limit 
 
     Also note these wireless standards do not 
include any provisions for Quality of Service, 
so in practice, they can not deliver a 
satisfactory media delivery experience without 
a large decoder buffer. 802.11e specifically 
addresses QoS through a prioritization scheme 
and may solve much of the QoS deficiency 
when it is approved. Meanwhile, proprietary 
solutions, such as Magis Network’s Air5™ 
were designed specifically to meet the needs 
of video and audio distribution reliably.  
 
Wired or Wireless? 

     Wireless networking is a must for portable 
devices. Every networked home will have 
portable devices and so every home will need 
a wireless network. So does a home already 
equipped with a wireless network also needs a 
wired network? 
 
     The likely answer is you will need both. 
Wireless is required for portable devices, but 
it may not reach all parts of the home, it may 



not be able to deliver enough throughput, and 
is subject to interference. This is acceptable 
for a portable device, but not for the backbone 
of a home entertainment system. In addition, 
portable devices are normally battery 
powered, which limits their processing power 
and hence the bandwidth they need from their 
connection to the home network. Wired 
devices generally have no such limitations and 
their bandwidth requirements will only grow 
with time. 
 

EVOLUTION OF THE NETWORKED 
HOME 

 
    Where are we today? Today, many homes 
have RF distributed by coax and data 
networked by Ethernet or 802.11 wireless. In 
addition, more and more homes have an 
Entertainment Gateway that uses a hard drive 
to store various content that is received, 
usually referred to as a PVR in the current 
configuration. 
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Figure 1 – The Current Home Network 

 
     There is a loose coupling between the RF 
and data worlds, in that the PC connects to a 
cable modem in order to connect to the 
Internet. However, for most purposes the two 
worlds of entertainment and data remain two 
separate worlds. Their closest linkage might 
be the DVD disk that can be played in either 
the entertainment center’s player or the PC. 
 

     So, what does the networked home of 
today offer? As shown in Figure 1 in an 
Ethernet configuration, the consumer has 
these capabilities: 

• Shared broadband for multiple PCs 
• PC printer and file sharing 
• Stand-alone PVR 
• Digital Television and HDTV 
• VOD and Impulse Pay-Per-View 
• Audio sharing – MP3 to home 

entertainment center, digital audio to 
PC, etc. 

 
AN INTEGRATED DATA NETWORKED 

HOME 
 

     The next step for home networks will be to 
add the entertainment devices to the data 
network. While this is less than ideal, it will 
add value to both the entertainment and data 
devices at very little cost. 
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Figure 2 – The Integrated Data Home Network 

 
     What will the integrated data networked 
home of Figure 2 offer? 

• Low bit rate video (< 1 Mbps) between 
PC and Gateway (with latency and 
some glitches) 

• Archival storage – when your PVR 
disk is full, use unused capacity on 
your PC 

• Remote access – move content in 
slower-than-real-time from one PVR 
to another for delayed remote viewing 



• Pictures stored on the PC displayed on 
the TV 

 
A FULLY NETWORKED HOME 

 
     In a fully networked home as depicted in 
Figure 3, the network backbone is robust 
enough to support any in-home application. 
Entertainment, data and voice applications are 
fully supported. Location does not matter. If 
your favorite program is recorded somewhere 
in the house, you can watch it anywhere in the 
house. If your favorite music is on any device 
in the house, you may listen to it on any 
device in the house. Format conversions are 
handled seamlessly. 
 
     What will the fully networked home offer? 

• Quality video to/from the Gateway and 
PC, including high definition content 

• Multiple high quality audio streams, 
including home theater 

• Watch high definition TV on your PC 
even if you don’t have a high 
definition TV 

• Watch high definition TV on a 
standard definition TV via Gateway 
format down conversion 

• IP telephony/video telephony 
 
     And what about your car? Why wouldn’t 
you want to be able to listen to your favorite 
MP3s while on the road? Your car could 
automatically download the most recently 
played songs plus any ones you specifically 
designate every time you return home. 
 
     Note in Figure 3 the number of wires and 
devices goes down. This is because the best 
network is an invisible one. Communication 
can be via a coax network, wireless, Power 
Line or any combination of acceptable home 
entertainment networking . 
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Figure 3 – Fully Networked Home 

 
 
     Where did the cable modem of Figure 2 
go? Well, the home is sharing the cable 
modem that was already built into the 
Gateway. Future devices will have multiple 
network interfaces to make connecting as easy 
as possible for the consumer. 
 
Whole Home PVR Scenario 

 
     You have just returned home and need 
some entertainment. So you plop down in the 
nearest chair and pick up the remote. Let’s 
see, what is available? You want Video, 
Recorded Programs, News. Your home 
system knows that you like to get the latest 
news, and always records the most recent 
network news show for you. You don’t know 
which device in the home recorded it (my PC? 
my settop?) and there really is no reason why 
you should care. 
 
      After you make your selection, the news 
starts. Well, after the first headlines, all you 
want is the sports. So, you fast-forward to the 
sports and see how your favorite team did. 
They blew the big play? You quickly go back 
to the menu and access the “Everything on 
Demand” system offered by my MSO, find the 
game, and Fast Forward to see that play. 
Yeah, they really blew it. 
 



What Was Going On Behind The Scenes? 

     Your home devices have been 
autonomously recording content, based on 
your preferences. Some of your preferences 
were specifically enumerated when you set the 
system up, others were inferred by monitoring 
how you used the system. But when you 
plopped down, a content manager that was 
cognizant of every device in the network put it 
all together for you in one place. 
 
     After you made your selection, the first 
thing that happened is your current display 
device negotiated with the device that held the 
content. What is the best format to use? What 
is the best data rate? What QoS is available. 
As an example, presume the news was 
recorded in HD, but the in-home network is 
busy and only 5 Mbps is available with the 
QoS that you need. So, the network reserves 5 
Mbps for this session and source device 
down-converts the news to a new data rate 
under 5 Mbps. 
 
     You start watching the news and decide to 
Fast Forward. The local device sends a 
message to the source, which starts the Fast 
Forward. Because the QoS minimizes the 
amount of buffering required at the display 
device, you see the news speed up within 200 
milliseconds. 
 
     When you decide to go look at the big play, 
you are leaving you home network. Or are 
you? Your home system can record 
everything, so when you want something that 
is not available locally, you can fall back on 
your MSO to get the content. But the MSO 
might have known that many of their 
customers were going to look at that game, 
and so “pushed” the content to your home 
ahead of time. From your chair, it should not 
matter. 
 

     However, from the network’s perspective, 
it does matter. For content from outside the 
home, the home network had to negotiate with 
a video server in the MSO’s to select the 
content and setup the session. Playing that 
content now requires QoS all the way from the 
MSO’s headend to your TV. Not a small 
challenge, because it spans multiple network 
domains. 
 
     Did the video come over a wired or 
wireless network? If the person flopped in the 
chair knows, then we have failed. The 
network needs to work seamlessly and 
invisibly. 
 

CONCLUSION 
 
     The biggest remaining question is “When 
will all this happen?” The current home 
network isolates the entertainment and data 
networks. However, new products (such as 
Replay’s and TiVo’s latest generation 
devices) are starting to link the data and 
entertainment worlds. This is a start, and will 
likely grow over the next few years.  
 
     Full whole home entertainment quality 
networks are probably 3-4 years off. The 
devices required to build such a network will 
be available to early adopters at boutique 
prices early in 2004, but mass marketable 
whole home networks are probably still a few 
years out. Standards have to be established 
and production volumes must ramp up before 
price and ease of use meet mass market 
requirements. And there is a lot of software 
development required to make the network 
invisible and user friendly. The average 
consumer must be able to take a new device 
home and plug it in and find that it will simply 
work – like magic. 
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     Broadband on-line gaming is poised to be 
a key usage demand for residential high-
speed data customers.  With the recent 
releases of hugely multiplayer games such as 
Ultima Online and the availability of network 
enabled gaming consoles such as the 
Microsoft Xbox and Playstation 2, there are 
increasing opportunities for MSOs to cater to 
(and profit from) the demands of the 
broadband gamer. 

VIDEO GAMING IS NOT A GAMBLE 
 
     Given the public launch of broadband-
enabled gaming consoles in the last year, 
such as the Microsoft Xbox and Sony 
Playstation 2 consoles, considerable interest 
in cable modem service has been generated 
within the gaming community.    
 
     By January 7th, 2003, Microsoft 
announced that more than 250,000 
subscribers had signed up for the Xbox Live 
service that was launched on November 15th, 
2002 – this is twice as much as initial sales 
projections [1].   With 21.5 million Sony 
Playstation 2 consoles shipped to North 
America as of January 9th, 2003 [2], one can 
expect that quite a few owners will opt to 
purchase network adapters allowing for on-
line game-play over a cable modem.   To a 
lesser extent there is still demand for network 
access from Nintendo GameCube customers 
and the customers with the more aged Sega 
Dreamcast.  
 
     As the console gaming industry is a multi-
billion dollar industry within North America 

[3], where are the opportunities for Multiple 
Service Operators (MSOs) to provide gaming 
services that provide added value to their 
customers and subsequently results in new 
revenue streams? 
 
     The most obvious possibility is to simply 
use gaming to attract new high-speed data 
customers to cable modem service.  Every 
Xbox console is manufactured with an 
Ethernet port that is the sole interface for 
networked-based games.  Xbox Live games 
are typically written for network play with 
the assumption that the bandwidth available 
will be less than 64Kbps upstream and 
downstream.  It is relatively easy to provide a 
DOCSIS configuration file for a cable 
modem that limits its bandwidth 
consumption to 64Kbps.  Likewise, the 
physical location of the Xbox relative to the 
physical location of a cable modem within 
the home is not a real problem given the 
availability of wireless Ethernet bridges and 
wireless-equipped cable modems.  This 
opens up our potential pool of customers 
beyond households containing PCs. 
 
     The question is: Can MSOs offer this 
product without cannibalizing its existing 
high-speed data customer base?  One 
stumbling block is that while it is easy to 
limit a cable modem service to 64Kbps, it is 
far more difficult to limit a service to only 
support console gaming.  While the IANA 
list of well-known port numbers describes 
both TCP and UDP ports 3074 as being the 
“Xbox port”[4], our observations have shown 
that Xbox Live games use a wide variety of 
ports, of which 3074 is merely the most used.  
This greatly limits an MSO’s ability to create 
filters on a cable modem to allow Xbox 
traffic yet disable the customer’s ability to 



attach his PC to a “gaming cable modem” to 
surf the web or run peer-to-peer applications.   
Likewise, attempts to filter traffic based upon 
the MAC address of the console are fruitless 
given the end-user’s ability to change the 
Xbox’s MAC address at will.  Similar 
behavior is seen from Sony Playstation 2s.    
     On a practical operations note, typically 
ISPs like to sign up customers with the 
minimum of paperwork.  Customers are 
usually instructed to accept the ISP’s “Terms 
and Conditions” electronically on a web 
page.  This proves to be challenging for a 
new gaming-only customer to complete using 
only a gaming console. 
 
     It is worth pursuing the concept of 
attracting new customers from households 
which either only contains gaming consoles 
or which contain both consoles and PCs but 
have not yet opted for cable modem service, 
at a service tier whose bandwidth is less than 
the typical residential high-speed data tier.  
The MSO’s market trials are still in their 
infancy, and there is not yet enough statistical 
data to determine whether offering lower-
priced gaming tiers will cannibalize higher-
priced PC-centric tiers, but anecdotal 
observations have so far indicated that 
downgrading very seldom occurs.  
 
Co-Location Opportunities 

     Game publication is a multi-billion dollar 
revenue generator for large game publishers 
such as Electronic Arts [5], and as a result, 
these publishers spend a great deal of time 
and money to ensure that the servers on 
which the games are hosted are highly 
available, scalable to the number of 
customers playing, and well located within 
the network to provide low-latency 
gameplay.  The Xbox gaming servers seem to 
provide a consistent “feel” to the gameplay as 
the servers for each title are managed by 
Microsoft.  The game servers for PS2 games 
are not maintained by Sony, but are 

maintained by the individual publishers.  
Regardless of the model for server 
maintenance, the argument can be made that 
co-locating the gaming servers within an 
MSO’s network can be a win-win situation 
for the publishers and the MSO.  The MSO’s 
customers experience even lower network 
latency which should make the customer and 
the publishers happy and the MSO benefits 
by keeping more gaming traffic on their 
network and off of the backbone. 
 
Quality of Service Opportunities 

     What value-add could an MSO possibly 
bring to a gaming experience for which a 
gamer might actually pay?  After all, console 
gaming over a cable modem works well 
today.  One differentiator for MSOs is the 
ability to offer quality of service (QoS) 
guarantees.  While console gaming works 
well today in a purely best effort data 
environment, MSOs will soon be offering 
many new services which will constrain how 
much bandwidth is available for best effort 
services.  A perfect example is the offering of 
Voice-over-IP (VoIP) in a DOCSIS 1.1-
enabled network.  Assuming that the VoIP 
traffic is being transmitted using the DOCSIS 
Unsolicited Grant Service (UGS) traffic 
flows on the same upstream and downstream 
channels as the traditional Best Effort 
services, then for each phone call being made 
through a CMTS, there is obviously less 
bandwidth available for gaming.   
      
     In a bandwidth constrained environment, 
would gamers pay to possess a guaranteed 
amount of bandwidth and guaranteed latency 
dedicated to console traffic?  Probably.  One 
can argue that as new services are rolled out, 
MSOs will also be rolling out more efficient 
equipment (higher modulation profiles, 
DOCSIS 2.0, etc) that will offset any 
bandwidth constraints created by new 
services.  The counter-argument is that this is 
unlikely given customers’ penchant for 



consuming all bandwidth available to them, 
and even were it true, gamers may still be 
willing to pay a small fee just to achieve 
guaranteed low latency for their consoles.  
Gamers are constantly looking for an edge 
over their on-line opponents and are 
convinced that low latency gives them that 
edge. 
 
QoS – Background 

     The DOCSIS 1.1 specifications created a 
foundation upon which products with quality 
of service requirements such as latency and 
bandwidth can be built.  There are essentially 
two mechanisms for defining quality of 
service, “provisioned QoS” (pQoS) or 
“dynamic QoS” (dQoS).  The parameters 
dictating the pQoS settings are pre-defined in 
the DOCSIS configuration file that the cable 
modem receives at the time that it boots.  The 
DOCSIS configuration file would typically 
define a classifier that determines which 
packets are affected by the defined quality of 
service rules.  The packets that meet the 
classifier’s parameters make up a 
unidirectional stream of packets known as a 
“service flow”.  For example, since the 
majority of Xbox gaming traffic is 
transmitted to and from port 3047, a classifier 
can be defined which places all UDP or TCP 
packets transmitted to, or received on, port 
3047 onto a particular service flow.  That 
service flow has QoS parameters associated 
with it, such as a scheduling type (e.g. real 
time polling vs. best effort) and latency 
requirements (e.g. sub 150ms).  All other 
traffic could default to a standard best effort 
service flow which would have a lower 
transmission scheduler priority. 
      
     Obviously, the DOCSIS 1.1 specifications 
only handle reserving and allocating 
bandwidth within the DOCSIS domain, 
specifically between cable modems (CMs) 
and the cable modem termination server 
(CMTS).  End to end QoS can be setup with 

a combination of DOCSIS 1.1 and DiffServ 
or MPLS. 
     Dynamic QoS is typically used today in 
PacketCable-based voice over IP (VoIP) 
deployments.  In this case bandwidth is 
reserved for voice calls “on the fly” between 
the cable modem and the CMTS only when a 
message is generated that indicates that a 
customer’s phone has gone off-hook.  An 
extension to the voice-centric PacketCable 
specifications is a promising possibility for 
future gaming services.  The primary 
functions defined by the PacketCable VoIP 
specifications are QoS authorization and 
admission control, generation and capture of 
billing information, and security.  These are 
all functions desirable in a QoS-aware 
gaming environment.   CableLabs has been 
working on an extension of these 
specifications, known as PacketCable 
Multimedia [6], which expands the 
residential voice-centric specifications to be a 
general purpose platform for delivering many 
IP-based multimedia services that depend 
upon QoS.  Note that while the PacketCable 
Multimedia framework is based upon the 
VoIP PacketCable specifications, the 
implementation of a VoIP PacketCable 
service is not a pre-requisite for PacketCable 
Multimedia-based gaming as gaming has no 
requirements for voice specific items such as 
wiretapping, PSTN interconnects, etc.  
 
PacketCable Multimedia Architecture for 
Gaming 

     The easiest way to describe the 
PacketCable Multimedia Architecture is to 
provide a diagram of the architecture and 
discuss the functionality and interaction of 
each of the components as it related to 
providing QoS for gaming applications. 
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Figure 1 - PacketCable Multimedia 
Architecture for Gaming 

 
     Our assumption is that the gaming console 
has no concept of its QoS requirements nor 
of the PacketCable signaling like that 
available to a VoIP MTA (multimedia 
terminal adapter) to signal its desire for QoS 
reservations.  Instead, a gaming console 
simply communicates with the gaming server 
as it does today.  (e.g. Xbox’s MechAssault 
game causes the Xbox to communicate with 
Xbox Live servers to set up a gaming session 
between players).   
 
     The CMTS is the gatekeeper (referred to 
as a Policy Enforcement Point or PEP) which 
determines whether the resources are 
available to reserve bandwidth between the 
cable modem and itself.  Thus, the gaming 
server must communicate the console’s 
bandwidth needs to the CMTS.  It does so 
through an intermediary known as the Policy 
Server.  As there could be many different 
applications all of which are contending for 
limited bandwidth resources, the Policy 
Server determines the relative priority of 
each request (based upon business rules) to 
determine which requests for QoS should 
actually be given to the CMTS.  The Policy 
Server is also referred to as the Policy 
Decision Point (or “PDP”).     
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Figure 2 – A single policy server can serve 
multiple CMTSs. 

 
     Once instructed by the Policy Server of 
the gaming console’s QoS requirements, the 
CMTS creates service flows for an individual 
cable modem’s gaming traffic with the 
appropriate QoS characteristics.  As an 
option, the PacketCable Multimedia 
architecture also takes into account the desire 
to track the actual usage of the QoS-based 
service flows for billing purposes.  These 
billing records are gathered and maintained 
on the Record Keeping Server.   
 
     The gaming server and the policy server 
are expected to reside within the MSO 
network and are considered trusted devices.  
The gaming server must also take on the 
responsibility of authenticating the gaming 
console and assuring that the consoles are 
authorized to request gaming services. 
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Figure 3 – Messaging Protocols 
 
     Obviously, there is also a messaging flow 
between the CMTS, Policy Server, Gaming 
Server, and gaming console which indicates 
the success or failure of the QoS 
provisioning.  The messaging between the 
gaming console and the gaming server is 
outside of the PacketCable specifications.  
The messaging from the gaming server to the 
Policy Server and from the Policy Server to 
the CMTS is IETF’s COPS based.  Any 
event messaging sent from the Policy Server 
or CMTS to the optional Record Keeping 
Server is RADIUS based, and the 
CMTS/cable modem exchanges to establish 
QoS-based service flows is based on 
DOCSIS DSx messaging. 
 
     This has been a greatly simplified 
explanation of QoS allocation.  Upstream and 
downstream service flows are handled by the 
CMTS in different manners.  Upstream 
transmissions are made on a contentious, 
shared-access medium, where downstream 
traffic is handled by the CMTS as if it were a 
traditional IP router.  The specifics of the 
QoS parameters that are associated with 
upstream and downstream service flows 
(these parameters are different) and the 
service flow scheduling types can be found in 
the VoIP-centric PacketCable 1.0 
specifications. [7] 

     You will notice that there are a few things 
missing which simply fall outside of the 
PacketCable Multimedia domain, namely 
end-to-end network QoS setup including 
Policy Server to Policy Server 
communications.  One can imagine that 
gamers desire low network latency on each 
network segment over which their gaming 
traffic travels.  This can conceptually be 
handled by DiffServ or MPLS – most MSOs 
would argue that their network backbones are 
over-engineered and that the DOCSIS 
component is where the bandwidth is the 
most valuable resource.   
 
     Most relevant gaming servers have the 
ability to match gamers based upon their 
historical levels of quality of play (that is to 
say, based upon how good the player is at 
performing the game), and also based upon 
the latency of the gamer’s network 
connections.  Obviously, one goal of the 
PacketCable Multimedia framework can be 
to lower the latency of an individual gamer’s 
network connection to the CMTS.  The game 
servers would need to report the gamer’s 
potential latency when matching up gamers 
rather than their pre-service-flow-setup 
latency.  This could require some additional 
communication between the gaming server 
and the policy server and potentially inter-
policy server or inter-gaming server 
communications. 
 
     The gaming consoles described above are 
referred to in the PacketCable Multimedia 
Architecture Framework as “legacy” clients 
as these consoles are unaware of the QoS 
capabilities and signaling necessary for the 
QoS negotiations within the framework.   
 
     A second type of client can have some 
PacketCable awareness built-in – when a 
network-based game is started, the client can 
request QoS.  The console can now signal to 
the CMTS to add, change or delete 



bandwidth reservations, but the CMTS will 
only accept the reservations if the gaming 
server and policy server have authorized the 
console’s reservation.  This is very similar to 
the behavior of a VoIP MTA.  This concept 
of building PacketCable awareness into a 
console or console game will probably not 
receive much enthusiasm for implementation 
by the game developers unless there is a 
considerable client base that could make use 
of it.  For that reason, we anticipate that 
support for legacy clients must be well 
implemented first. 
 
     The third type of client is one which is 
totally PacketCable aware and does not 
depend upon a gaming server to setup its 
QoS.  Instead the console is capable of 
transmitting its own bandwidth QoS requests 
to the CMTS along with authorization 
credentials.  The CMTS passes the request 
onto the Policy Server which authenticates 
and authorizes the consoles request.  The 
request message is then sent back to the 
CMTS which will then setup the appropriate 
service flows for that console. 
 
     The details of the PacketCable 
Multimedia signaling message structures, 
service flow scheduling types, service flow 
management, etc are outside of the scope of 
this document, but should be publicly 
available in the CableLab’s PacketCable 
Multimedia Technical Report and 
Specifications by the time of the publication 
of this document. 
 
Summary 

     Console gamers are able to use cable 
modem connections today with good results.  
As MSOs deploy new services that consume 
more of the limited bandwidth available 
between the cable modems and cable modem 
termination servers, the gamers’ user 
experience could become less attractive.  One 
method to enhance the user experience is to 

implement a PacketCable Multimedia 
Architecture that would enable QoS 
guarantees for gaming consoles without 
modification to those console or console 
games.  This architecture would require 
enhancements to the gaming servers to make 
the server applications capable of interacting 
with the Policy Servers.   
    We have seen that there are a lot of 
customers playing games on our broadband 
networks, research shows that they are 
willing to spend vast quantities of money to 
do so, and they have voted with their wallets 
to use today’s low-latency, high speed 
connections -  it is up to the MSOs to cement 
the relationship by providing a service which 
is unobtainable from other providers. 
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Abstract 
 
     Given that tiered data service is a good 
economic idea (and a growing volume of 
data support this), how does the operator 
implement a solution?  This paper discusses 
the technical tools available in DOCSIS for 
implementing both “Speed” and  “Included 
Bytes” tiers. 
 
 

INTRODUCTION 

Business Case 

     Cable data system usage has been studied 
for several years now and a growing body of 
work is available that indicates tiering curbs 
extreme consumption behavior.  On an 
untiered network, 80% of the total available 
bandwidth is consumed by only 12% of the 
subscribers.  On a tiered network, 80% of the 
bandwidth is consumed by 25% of the 
subscribers, showing a more even 
distribution of consumption.  Given that the 
majority (>70%) of High Speed Data (HSD) 
subscribers consume less than 2 GB 
(GigaBytes, where 1 GB = 1,000 
MegaBytes) of data a month (combined 
upstream and downstream), curbing the 
extreme consumption of a few users will free 
up bandwidth for more “average” usage 
subscribers and the revenue they bring in. 
 
     That’s about it for business motivation, 
the data are in and tiering makes economic 
sense.  The remainder of this paper discusses 
technical methods to implement tiering on a 
DOCSIS network. 
 
Types of Tiers 

There are two types of tiers: 

- Speed: Usually an instantaneous number 
measured in kilobits or megabits per 
second.  This is how “fast” the CM is 
allowed to operate on the network.  There 
can be separate speeds for the forward and 
return paths. 

 
- Included Bytes: Usually measured over a 

period of time such as a month, this is the 
total amount of traffic through a CM.  It is 
usually measured as an aggregate of both 
forward and return traffic, though separate 
tiers are possible for each direction. 

 
     DOCSIS provides a set of tools to 
implement both speed and Included Bytes 
tiers; however, the methods can differ 
between DOCSIS 1.0 and DOCSIS 1.1.  
Specifically the operator has more choice and 
arguably better options available to them 
with DOCSIS 1.1.  But there are ways to get 
it done regardless of the version of DOCSIS 
deployed. 
 
Overall System View 

     This paper discusses how tiers can be 
implemented on a cable data system.  
Collecting DOCSIS usage data is one part of 
the overall solution needed to implement 
tiers.  A representation of the overall system 
is shown in Figure 1.   
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Figure 1 

 



     The items in Figure 1 to the right of the 
CMTS are not discussed in detail in this 
paper although they are important 
considerations for the back-office. 
 
     Usage data can be collected in either the 
CM or CMTS through methods described in 
this paper.  A Rating Engine processes the 
data where business decisions are made to 
turn the raw usage information into a line 
item for the billing system.  There are also 
tools to both allow the operator to manage 
the system and to allow customers to track 
their usage before the bill shows up at their 
door. 
 
     Collecting the usage data, while there are 
several methods available, is probably the 
most straightforward step of the entire 
process.  Processing that data into billing 
information will be unique for each operator. 
 

SPEED TIERS 

Description 

     This type of tier defines the maximum 
speeds that a user will have over the DOCSIS 
connection.  It is possible to define maximum 
speeds on both the upstream and downstream 
connection. 
     Example speed tiers are a user having 
speeds of 128 kbps on the return path and 1.5 
Mbps on the forward path.  The cable 
operator sets these numbers and it is possible 
to assign different speed tiers to different 
groups of subscribers. 
 
     The speeds are assigned to the Cable 
Modem (CM) through the CM configuration 
file, which is a list of instructions created by 
the cable operator and provided to the CM 
every time it boots.  There are many 
parameters in the CM configuration file that 
the operator uses to define the data “service” 
provided to the user, but only a couple of the 
parameters are needed to create the speed 
tier. 
 

      Choosing a speed tier begins with the 
operators service activation system.  When a 
subscriber requests HSD service, the operator 
generally offers a choice of several speed 
tiers to choose from.  The service activation 
system communicates the speed tier 
information to the provisioning system where 
the corresponding configuration file is 
created and assigned to that subscribers’ CM.  
When the CM boots, it is provided that 
configuration file with the appropriate speed 
tier information as illustrated in Figure 2. 
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Figure 2 

 
Speed Tiers: DOCSIS 1.0 

     In DOCSIS 1.0, the maximum speeds are 
not guarantees, rather the system will provide 
up to that speed if there is capacity available 
on the system.  There are several reasons 
why the full speed may not be available, and 
primary among these is having too many 
users attempting to access the system at the 
same time.  All networks are shared at some 
point and engineering enough bandwidth for 
peak usage can solve congestion. 
 
     In the DOCSIS 1.0 configuration file, the 
following two parameters are used to create 
speed tiers for the downstream and upstream 
paths: 
 
- Maximum Downstream Rate 

Configuration Setting 
- Maximum Upstream Rate Configuration 

Setting 
 
     These parameters are simply set to the 
desired speeds and the system enforces them 
to ensure the CM does not transmit at speeds 
higher than allowed by their tier. 
 



Speed Tiers: DOCSIS 1.1 

     DOCSIS 1.1 supports many Quality of 
Service (QoS) parameters, the vast majority 
of which are not needed to implement speed 
tiers.  While DOCSIS 1.1 QoS is complex, it 
is as simple as DOCSIS 1.0 to implement 
speed tiers. 
 
In the DOCSIS 1.1 configuration file, the 
following two parameters are used to create 
speed tiers for the downstream and upstream 
paths: 
 
- Downstream Maximum Sustained Traffic 

Rate 
- Upstream Maximum Sustained Traffic 

Rate 
 
     The names of the parameters have 
changed to reflect that DOCSIS 1.1 offers a 
complete Quality of Service (QoS) package.  
These two parameters are part of that larger 
QoS package, however, they function exactly 
the same and cause the same effect as the 
DOCSIS 1.0 parameters. 
 

INCLUDED BYTES TIERS 

Description 

     Included Bytes tiers are sometimes 
referred to as consumption tiers.  This type of 
tier counts how many Bytes of data are used 
by the CM over a period of time.  An 
analogy is to the mobile phone industry that 
for example offers several “Included 
Minutes” tiers that include an allowed 
number of minute’s usage over one month.  
Similarly a fairly standard entry-level tier for 
HSD is including 2 GigaBytes (GB) of usage 
over one month.  Data shows that the 
majority of HSD users consume less than 2 
GB per month.  For usage beyond the tier 
amount, the operator business policy 
implemented in the Rating Engine would 
determine the appropriate billing treatment 
for that subscriber. 
 

     The Included Bytes tier is generally a 
combination of both the upstream and the 
downstream usage as shown in Figure 3 
below.  An operator could choose to offer 
separate tiers for upstream and downstream 
usage. 
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Figure 3 
 
     The amount of Bytes included in these 
tiers should come from the operators own 
investigation and business plan.  Two 
GigaBytes is equal to 2,000 MegaBytes and 
is a reasonable amount of data for a 
subscriber just doing email and web surfing.  
Users that are heavy into peer-to-peer 
applications or that include large attachments 
with email or do a lot of file transfer may 
consume more that this.   
 
     Unlike Speed Tiers that are implemented 
using the CM configuration file through an 
interaction with the provisioning system, 
Included Bytes tiers are implemented by 
counting the number of Bytes of data that are 
sent and received through a particular CM. 
 
     Different methods are available for 
aggregating the Bytes of data through a CM 
depending if the system is DOCSIS 1.0 or 
DOCSIS 1.1.  These methods are described 
in the following sections. 
 
CM Byte Counters 

     While this method works with all 
DOCSIS versions, it is the only DOCSIS-
defined method of gathering consumption 
information for DOCSIS 1.0 systems.  A 
subsequent section describes enhancements 
available when using a DOCSIS 1.1 CMTS. 
 
     All DOCSIS CMs are required to 
implement Management Information Base 



(MIB) objects that can be polled using the 
Simple Network Management Protocol 
(SNMP).  Several of the required MIB 
objects include counters that track the 
number of upstream and downstream Bytes 
through that CM. 
 
     The operator can use an SNMP 
workstation, also known as a Network 
Management Station (NMS), to periodically 
poll each cable modem to collect 
downstream and upstream usage information 
as shown in Figure 4.  Once polled for, the 
usage data is passed to the Rating Engine for 
analysis per operator business rules. 
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Figure 4 – Using SNMP to Poll CM counters 
 
     The time interval the NMS uses to poll all 
the CMs on the network is an issue to be 
considered for several reasons.  As 
subscribers can power off their CMs, usage 
information may be lost from time to time.  
When the CMs are powered on, the MIB 
counters are not required to reset to zero (an 
implementation detail with MIBs, its just 
how they work).  The NMS has to poll once 
just to get a baseline number from which to 
calculate further Byte usage. 
 
     In order to detect when a CM has been 
rebooted, there is a MIB object that contains 
the date/time of when the CM last rebooted.  
The operator can use this information to learn 
if the baseline number for this particular CM 
has changed. 
 

     While polling CM Byte counters is a 
simple and easy method supported by 
DOCSIS 1.0 to implement Included Bytes 
tiers, using CM counters may not be a highly 
reliable method due to the unpredictability of 
CMs being power cycled in the home.  It will 
be hard to guarantee accurate counts, in fact, 
the operator can expect to undercount usage 
due to the issues listed above. 
 
     Another reason to carefully adjust the 
polling interval is the amount of traffic the 
SNMP polling of CMs places on the 
DOCSIS network.  There can be thousands 
of CMs attached to a CMTS and polling too 
often can add appreciable traffic to the cable 
data network.  Depending on the number of 
CMs on the network and the polling interval, 
the SNMP polling traffic can comprise up to 
5% of the bandwidth of the cable data 
system.  This is not a trivial number as this is 
bandwidth that could otherwise be charged 
for. 
 
CMTS Byte Counters 

     DOCSIS 1.1 requires the CMTS to 
implement MIBs that count upstream and 
downstream Bytes on a per CM basis.  
Instead of polling all the CMs, the operator 
can now poll just the CMTS as shown in 
Figure 5.  Note a DOCSIS 2.0 CMTS is 
required to have these same counters and this 
method is equally viable there. 
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Figure 5 – Using SNMP to poll CMTS 
counters 

 



     This method still uses SNMP to poll the 
MIB counters at the CMTS, but since a 
CMTS is not supposed to be power cycled 
that often, the polling frequency can be 
greatly reduced to minimize the amount of 
SNMP traffic needed to collect the data.  In 
fact the Byte counters required in the CMTS 
were designed to count very high specifically 
to allow the operator to poll the CMTS only 
once a month.  As long as the CMTS is not 
power cycled, the counters will accurately 
count trillions of GigaBytes and it is highly 
unlikely a subscriber could consume that 
amount of data over a month.  Using CMTS 
polling, subscribers can power cycle their 
CMs as often as they want and the CMTS 
will still keep accurate counts of their 
bandwidth consumption. 
 
     A complete rollout of DOCSIS 1.1 is not 
needed to take advantage of this easier , more 
reliable, and more accurate method to 
aggregate Byte count information.  By only 
implementing a DOCSIS 1.1 CMTS and 
leaving the CMs at DOCSIS 1.0, the rest of 
the network, e.g., the back-office, does not 
need to be modified to support DOCSIS 1.1.  
Said another way, if only the CMTS is 
upgraded to DOCSIS 1.1 (all the CMs are 
1.0), no changes are needed to the DOCSIS 
backoffice for provisioning DOCSIS 1.1 
CMs.  The already deployed DOCSIS 1.0 
CMs will operate on the DOCSIS 1.1 CMTS 
with all the expected features available with 
DOCSIS 1.0. 
 
3rd Party Counting System 

     Another option for measuring cable 
modem bandwidth consumption is to place a 
traffic counting device between the CMTS 
and the Metro IP aggregation network.  This 
device is capable of counting the traffic into 
and out of an operator’s DOCSIS network as 
shown in Figure 6. 
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Figure 6 – 3rd Party Byte Counter 
 
     This solution does not depend on the 
version of DOCSIS deployed.  In fact, this 
solution works with non-DOCSIS cable data 
systems too and so may be a consideration 
for operators that have both DOCSIS and 
proprietary data systems in the same metro 
area. 
 
     The 3rd party counting system can be 
approached in several ways.  Some Ethernet 
switch equipment can aggregate traffic from 
several CMTSes into a single data stream as 
shown in Figure 7.  This aggregation switch 
also takes on the additional processing task 
of Byte counting.  On a periodic basis, 
consumption information is transferred from 
the switch to the rating engine. 
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Figure 7 
 
     The configuration shown in Figure 7 is 
not capable of counting traffic that “stays at 
home” on a particular CMTS.  That is, 
intraCMTS traffic from CM to CM on a 
single CMTS will not pass through the Byte 
counter as shown in Figure 7. 
 
Another approach entails placing a traffic 
monitoring/traffic shaping device in a data 



path of already aggregated CMTS traffic as 
shown in Figure 8. 
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Figure 8 
 
     As shown in Figure 8, both intraCMTS 
data traffic and traffic between CMTSes may 
not be counted with this configuration. 
 
    Finally, using a 3rd Party counting system, 
in either configuration, has the potential to 
introduce a single-point of failure in the data 
network that could affect more than one 
CMTS worth of traffic.  A system used for 
measurement purposes only, however, may 
not have this characteristic.  It depends on the 
product. 
 

SUMMARY 

     There are two types of data tiers, Speed 
and Included Bytes.  Speed tiers are 
implemented through the CM configuration 
file.  Included Bytes tiers are implemented by 
monitoring usage data from any of several 
sources, though some sources are more 
reliable than others.  Tools exist in DOCSIS 
to implement both types of tiers. 
     DOCSIS 1.0 and DOCSIS 1.1 support 
very similar methods to implement speed 
tiers.  However, DOCSIS 1.0 and DOCSIS 
1.1 systems provide different methods to 
implement Included Bytes tiers.  The 
DOCSIS community was more aware of the 
need for implementing data tiers in DOCSIS 
1,1, therefore, that system has a more simple 
method to collect consumption data from the 
CMTS, whereas in DOCSIS 1.0 this 
information has to be collected from the 
CMs. 

     A key piece of equipment needed for the 
overall tiering system is the Rating Engine.  
DOCSIS only provides a technical means to 
implement tiers, whereas the Rating Engine 
is need to turn the raw data into billing 
information.  The Rating Engine is not 
standardized in DOCSIS, rather, this 
functionality will be specific to each 
operator. 
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