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Abstract

Cable networks have been designed to
carry broadcast digital video services for
consumer entertainment. Recent popularity of
cable high-speed data service indicates the
possble use of the cable DOCSS
infrastructure to deliver streaming media
services. This paper presents a high-level
comparison of video delivery over MPEG and
over |P transport mechanisms. Issues such as
broadcast and point-to-point transmissions,
quality of service (QoS and set-top box
support are discussed.

1. INTRODUCTION

The MPEG-2 gandard for compression and
transport of entertainment-qudity video has been
citicd for offeing digitd tdevison (DTV)
sarvices to cable consumers.  The broadcast
nature of MPEG transport dlows its efficient
delivery over a shared cable infrastructure. The
quality and convenience of digitd programming
has made the DTV service quite popular in the
cable community. Digitd set-top boxes (STBS)
capable of decoding MPEG-2 video are being
deployed in growing numbers in consumer
homes.

The two-way capable hybrid fiber coax (HFC)
cable plant has dso alowed offering of DOCSIS
data service to consumers. Cable modem sarvice
for high-speed internet access has been making
ggnificant in-roads in internet-hungry homes. By

the end of 2000, nearly 55 million US and
Canadian homes subscribed to cable modem
sarvice [1]. Of these, 3 million subscribers were
added in 2000 (with 1 million added in the 4"
quarter done). Appetite for broadband cable
data service is dso fuded by tdlecommuters that
require high-speed access to corporate intranets
and whose monthly subscription fees ae
subsidized by their employers.

Broadband has enabled the delivery of internet-
based video (a la streaming media) to the PC.
Growing number of webgtes are now providing
streaming video at broadband hitrates, typicaly in
the range 128 kb/s — 1 Mb/s. These are both
broadcast (multicast) programs, such astelevision
and radio channds, and on-demand programs
such as news, sports, musc, music videos,
international, movie trailers and independent films.
Also, Internet video is typicdly encoded in
proprietary formats, such as Real Networks,
Microsoft Windows Media Technology (WMT)
and Apple QuickTime (QT).

With nearly 70 million cable-ready homes, the
growth of digitd TV and data services are
expected to remain in heavy demand for the next
severd years. Clearly, these two services have
traditionally addressed two different market
segments. The DTV service provides televison
entertainment in the family room wheress high-
speed data (HSD) service provides internet
access to PC in the study.
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This differentiating line between DTV and HSD
svices have now dated to blur with the
introduction of interactive tdevison (iTV) STBs
These STBs, running iTV middleware software
(e.g. from Liberate or Microsoft), integrate the
tedevison experience with  internet-based
broadband  interactivity. This broadband
interactivity is achieved by the integration of a
DOCSIS cable modem with adigital STB.

Internet streaming media, as it stands today, is
mogtly viewed & little or no cost to consumers
(other than the cost of HSD service). With
broadband interactivity to the TV, there is an
opportunity to provide IP dreaming media
sarvices over DOCSIS. These services may be
provided as part of a premium package or as part
of additional subscription and/or pay-per-view
fees. They canbeddiveredtoaPCoraTV.

Niche content, generally not avalable on the
tdevison line-up, can be offered over cable's
IP/DOCSIS network. Dynamic content, such as
news and sports, international content, children’s
programming, eic. are examples of content that
consumers may pay for to watch on demand.

Thevdueisin theflexibility of on-demand service
in terms of convenience, choice and control.
Portability of content can aso be a value add —
consumer should be able to watch a program on
PC and transfer it to TV a amoment’s notice.

This paper presents a comparison between
MPEG and IP video and discusses some of the
issues and chdlenges in deploying IP video to the
TV.

2. CHARACTERISTICS OF MPEG AND
IPVIDEO

MPEG Video [2,3]

In MPEG, the source of video is typicdly an
MPEG-2 compressed video bitstream (in the

form of packetized elementary stream or PES)
that is sent to an MPEG transport stream (TS)
multiplexor. The multiplexor takes one or more
edementary streams and produces a single- or
multi-program transport stream.

Each PES is packetized into 188-byte packets,
with 184-byte payload and 4-byte header.
Video, audio and private data streams are
individually packetized. Video and audio streams
ae dso time synchronized to hdp guide the
decoder assembled a synchronized audio/video
presentation (alalip synchronization).

Each packetized stream is marked with a packet
ID (PID). Audio/video/data PIDs of a specific
program are sent separately as part of program
gpecific information (PSl) tables. PSl tables
include: program dlocation table (PAT) with PID
= 0 to provide magp information of al trangport
dream programs, program map table (PMT)
indicating PIDs for each program within the TS,
conditional access table (CAT) with PID = 1 for
PIDs of entittement messages and tables that
carry private data.

The MPEG TS s potentidly encrypted and then
protected via forward error correction (FEC) as
per ITU J83 Anmnex B FEC. Quadrature
amplitude modulation (QAM) is then gpplied to
the FEC stream with 6 bits'symbol (QAM-64) or
8 bitg'symbol (QAM-256).

MPEC- x PES MPEC- x PES
RTP/ UDP
MPEG TS P
Et her net
DCCSI S
QAN QAN
PHY PHY

Figure 1: MPEG and IP Video Stack



As indicated earlier, MPEG TS packets do not
carry any source or destinaion information. For
a point-to-point video sesson (eg. for on
demand video), PID information and entitlement
information (for an encrypted stream) must be
sent to the dient.  Also, for a point-to-point
session, a control session needs to be established
between client and video server. Thisistypicaly
done via proprietary protocol or via MPEG's
digita storage media — command and control
(DSM-CC) protocol. Due to the complexity and
interoperability issues with DSM-CC, there has
been some movement to adopt the red-time
streaming protocol (RTSP) for session control.

I[P Video

With IP, both point-to-point (unicast) and point-
to-multipoint (multicast) transmission is possble,
This dlows ondemand and broadcast video
sarvices to be offered on a single infrastructure.
In addition, the IP infrastructure can be shared
among multiple services, including data, telephony
and video.

The video source for Internet protocol (1P) based
trangport can gill be MPEG-1/2/4 PES.  The
PES dream is converted to a sream of IP
packets which are then transported via the
unreligble user detagram protocol (UDP). Each
UDP/IP packetized video or audio stream is
agppended with red-time transport protocol
(RTP) header to dlow stream synchronization,
time stamps and sequence numbering [4].

Typicdly, to avoid fragmentaion, each
RTP/UDP/IP packet dze is less than one
Ethernet frame payload (~1470 bytes).
RTP/UDP/IP header overhead is a least 40
bytes (12 bytes for RTP, 8 bytes for UDP and
minimum 20 bytesfor IP). Clearly, the IP packet
overhead is much larger than that for MPEG TS
packets. However, for larger video packets
(~1470 bytes), this overhead is not as significant.

Also, RTP packet header compresson may be
employed to reduce the 40-byte overhead to only
severd bytes [5]. Standardized mechanism of
packetizing MPEG-1/2 video over RTP is
specified in IETF RFC 2250 [6].

Red-time dreaming protocol (RTSP) is
employed to control a video sesson [7]. RTSP
opens a separate connection (typicaly TCP/IP)
between the cdlient and video server. This is
shown in Fgure 2. RTSP dlows sesson
initiation, VCR-like sesson control such as play,
pause, stop, etc., and sesson termination. RTP
sesson  paameters are communicated  using
RTSP. An optiond communication channd via
real-time control protocol (RTCP) can dso be
negotiated to dlow the client to communicate
additiona information (eg. packet loss) to the
sver. RTSP is dso used to communicate
multicast program informetion to the client.

RTSP

— < >
Vi deo I RTP ;3r owser
Serve ——

< >

RTCP

Figure 2: Client-server interactions for |P Video

Though it is important to support standards-
based video for coding, transport and storage,
today’s Internet streaming media is dominated by
proprietary systems of Real Networks, Microsoft
and Apple. This is shown in Figure 3. Red
Networks uses proprietary transport caled Red
Data Transport (RDT), proprietary G2 codec
and proprietary file format (eg. .rm, .ra).
Microsoft WMT uses the proprietary control and
transport protocol MMS and proprietary ASF
file format. WMT does support standard
MPEG-1/2 codecs as well asits own proprietary
audio/video codecs. Apple QT uses the
standards-based RTSP and RTP for control and
trangport and its file format has been adopted
(with some varigtion) for soring MPEG-4 video.



Vendor Product Platform Protocols Codecs File Formats
Real Network | Real NT, Unix RTSP, RDP | G2 (Proprietary) | RM
Microsoft WMT NT/W2K MMS Proprietary and ASF
MPEG-1/2
Apple QuickTime MacOS, RTSP, RTP | H.261, Sorenson | QT
Linux (proprietary)
Figure 3: P Streaming M edia Formats
However, its primary codec is proprietary

(supplied by Sorenson).

Proprietary nature of [P video isnot as critical on
the PC as it is on the STB. STB’s resources
utilization (processing power, run-time memory,
codesize, etc), player ability and frequent
software upgrades are issues that need to be
addressed for a scaable deployment of IP video
toTVs.

Streaming Media Session I nteractions

The following illudrates the interactions for
esdablishing an ondemand dreaming media
session between a client and a Real Networks
streaming media serve.

1. User dlicksonaweb link:
http://Aww.strartrek.com/ramgen/uni metri
X-Zero.rm

2. Red server sends a.ram file that contains
an RTSPlink
(rtsp:/Avww . startrek.com: 554/voyager/un
Imétrix-zero.rm)

3. The browser forks off a Red player in a
separate window (based on the MIME
type received with the .ram file, eg. »
pn-redaudio). The Red player connects
with the saver via RTSP
(rtsp:/mnww . startrek.com: 554/voyager/un
imétrix-zero.rm)

4. The sarver opens an RDT connection to
the player and begins streaming.

5. The player sends an RTSP command to
terminate the sesson.

1
—
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Figure4: Client-server interactionsfor Real video

3. IPVIDEO DISTRIBUTION

Digribution of video over core and access
network is necessary for ddivery of IP video
SVICES. This digribution architecture is
dependent on the type of video service offered.
Thisis discussed below.

There are two main categories of video sarvice
on-demand and live/lscheduled. An on-demand
program (such as video-on-demand or VoD) is
receiver-controlled in that esch recever fully
controls the streaming sesson. At any time, the
recelver can initiate the program stream, contral it
viaVCR:-like functions (or “trick” modes) such as
fast forward, rewind, pause and dso terminate
the program.

Live/scheduled programs, on the other hand, are
source-controlled. A recelver can only tune to
such a program (to listen to it, watch it, etc.) but
has no ahility to further control it. Thisis because
livelscheduled programs ae  trangmitted
continuoudy by the server during pre-defined
time intervas. The difference between a live
versus scheduled program is primarily based on
the source of content. For a live program,
content source is a red-time event that is
encoded and transmitted as it is happening;
Content source of a scheduled program, on the



other hand, is a pre-recorded event stored on a
video tape, DVD/CD, film, etc.

There are multiple ways to transmit a video
program over an IP network. These include
unicast, multicast, splitting (or reflected unicast)
and edge multicast (or reflected multicast).

Unicast

In a unicast transmission, each receiver recaves
its own gtream from the media server (see figure
beow). If there are one thousand eactive
receivers, then there are one thousand streams
being served by the media server.  Though
unicast dlows a receiver to fully control the
Stream, it quickly becomes unscalable due to the
ggnificant demand it places on network and
server resources. For live/scheduled programs,
unicadt is dearly quite inefficient.

Server

Multicast

Multicast is an efficient Layer-3 mechanism for
ddivering a media program to multiple receivers.
Here, the server sends out a single program
dream to a multicast group®. The multicast-
enabled IP network to which this server and the
intended group of receivers are connected is
responsble for ddivering this stream. If the
recevers are spatidly digributed (in network
sense), then the IP network replicates the stream
as necessxy to reach dl receivers of that
multicast group. Multicedt is quite efficient for
live/scheduled programs because (1) it requires
minimum server resources — only one stream per

2 JANA has assigned the Class D address 224.0.0.0 -
239.255.255.255 for multicast groups (i.e. destination |P
addresses).

program regardiess of the number of receivers
and (20 minimum dream replication in the
network — a most one stream per link depending
on the receiver digribution. This is shown in the
figure below.

Note that the server continuoudy transmits each
live/scheduled program stream.  Receivers join
and leave the program asynchronoudy using the
Internet Group Multicast Protocol (IGMPv2,
RFC 2236). The IP multicast network is
responsble for building an efficient tree to
distribute multicast traffic. Edge network devices
ae responsble for mantaning the group
membership of recaivers and replicating streams
to them.

Enc-to-end multicast

For an oveview of IP multicast, vigt
http://www.cisco.com/warp/public/cc/pd/iosw/pr
odit/ipimt ov.htm For a multicast quick-start
configuration  guide for  routers,  vist
http://www.cisco.com/warp/public/105/48.html.

Splitting

The term “splitting” is coined by Redl Networks
foo an dficdent ddively mechanigm of
live/lscheduled programs over a non-multicast
network. In IP multicast, stream replication
occurs by IP network eements whereas, in
splitting, replication is performed by video servers
that are placed within the network. This is
illustrated in the figure below.

Splitting alows tree-based digtribution of unicast
sreams to the network edges. Each receiver
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Enc-to-end Splitting

connects to an edge server close to it (as
determined by the request routing mechanism).

The edge receiver then determines a path from it
to the origin server.  The number of program
sreams served by the origin server equd the
number of servers participating in that program at
the next lower hierarchy. In the 2-leve hierarchy
shown in the figure above, both 2°-leve (edge)
servers are participating in sreaming the program.
Thus, the origin sarver is sending two unicast
streams, one to each participating edge server.

Each edge sarver splits the incoming stream into
multiple unicast dreams, one per  each
participating receiver.

Edge Multicast

Even with splitting, the edge server fan-out can be
aconcern when serving to alarge community of
users. Hence, it is beneficid to convert the edge
portion of the non-multicast network to multicast.
Streams traverse most of the network as unicast.
The last-hop ddivery of this stream, from edge to
user community, isviamulticast. Asbefore, each
receiver requests the edge network element to
jointo amulticast group vialGMPv2.

There are two mechanismsto deliver program
streams over a non-multicast network: splitting
and GRE tunnéls. In asplit-based digtribution,
each edge network element receives a multicast
program from some edge server. Each such edge
sarver receives the stream from the origin server
through a tree-based server hierarchy.
Alternatively, the origin server continuesto send a

................. UniC?St Edge
Mul ti cas = Server
Sty T
— e
e
Server Edge
Server 2

Edge Splitting

multicast stream. GRE tunnels are created within
the non-multicast network portion to encapsulate
multicagt traffic.

In either casg, it is desirable to construct unicast
ddivery paths (trees or tunnds) dynamicdly, as
per user demand. If no usersarejoinedto a
multicast program at a given network edge, then
there is no need to send that stream to this edge.

4. IPVIDEO OVER CABLE NETWORK

Most two-way HFC networks today consists of
broadcast video ddlivery viaMPEG TSand HSD
delivery viaIP/DOCSIS. DOCSISis assigned a
separate 6MHz QAM.

Broadcas MPEG TS channds are ddticaly
assgned within a sngle QAM. For ingtance, 10
broadcast video channels, each having bitrate of
3.5Mb/s, can be multiplexed in a sngle QAM-
256 (with aggregate hitrate of ~38Mb/s).

Peak concurrent IP video streams over DOCSIS
QAM s the same as that for MPEG QAM for
the same stream bitrate. One mgor issue with
DOCSIS is that only one DOCSIS channd can
be assigned to a cable modem. This limits the
number of subscribers that can access video
amultaneoudy. Thisis exacerbated by sharing of
DOCSS for HSD and potentidly voice
telephony. Dynamic channd change (DCC) will



Core splitting, Edge multicast

be a criticd feature for scdable deployment of
data, voice and video services over DOCSIS.

Additiondly, like MPEG video, IP video requires
many more downdream QAMSs. This implies
that QAM dengty on cable modem termination
systems (CMTSs) needs to increase so that the
economics of IP video ddivery become
reasonable.

Detaled traffic engineering andyss for multimedia
sarvices over HFC is presented in [12].

Content Distribution

In atypica cable network, the regiond head-end
and locd hubs form a two-leve content
digribution hierarchy that is wel suited for
dreaming media ddivery. High-demand content
Islocated as close to the subscriber as possible to
reduce bandwidth demands of streaming mediain
the backbone network. Less popular content is
available at the headend on an on-demand basis.

Each locd hub contains a cluster of streaming
media servers, caches and <torage devices,
collectively referred to as the edge media server.

and can intelligently balance the load across these
sarvers for optimum performance and rdiability.

The headend contains a core media server which
typicaly has a severd times bigger cache and

dorage sysem. In ahierarchica streaming media
architecture, unicast streams are generated by
edge media servers whereas multicast streams are

Uni cast
Mul ti cast

Unicast tunnel in the core, Edge multicast

generated by the core media server. The
heedend dso contains content acquisition,
management and didribution sysems.  New

content is brought in via satdlite, encoded (if
required) and stored in the core media server.

Content management and didribution system
dlows a cable operator to centrdly manage
media content, to set policies for cached and
stored content and to digtribute content reliably to
loca hubs.

Centralized vs Distributed Architecture

In a centralized architecture, a core media server
in the headend serves dl cable subscribers. Two
issues need to be congdered in this Stuation:
server bandwidth utilization and backbone fiber
ring bandwidth utilization. To understand server
bandwidth utilization, congder Table 1 bedow
which depicts media dorage and  server
bandwidth requirements as a function of stream
rate. For instance, gpproximately 600 Mb/s of
server bandwidth is required to serve 2000
sSmultaneous streams at 300kb/s.

Fgure 4 shows the fiber ring bandwidth utilization
as a function of data and sreaming media
penetration rates (same as the ones used in
Tables 1-3). Both OC-48 at 2.5 Mb/sand OC-
192 at 10 Mb/srates are considered for the fiber
ring. It is clear that the scenario of a centrdized
web cache and a centrdized media cache
consumes over 60% the OC-48 ring bandwidth
a low penetration rates wheress this scenario is



Stream Rate (kb/s)

300 500 700 1000 1500
Storage Rate (MB/Hr) 135 225 315 450 675
Storage (GB)
100 Hrs 14 23 32 45 68
200 Hrs 27 45 63 90 135
500 Hrs 68 113 158 225 338
1000 Hrs 135 225 315 450 675
2000 Hrs 270 450 630 900 1350
Server BW (Mb/s)
100 Streams 30 50 70 100 150
200 Streams 60 100 140 200 300
500 Streams 150 250 350 500 750
1000 Streams 300 500 700 1000 1500
2000 Streams 600 1000 1400 2000 3000
Streams/Link
Ethernet (10-Mb/s, 40%) 13 8 5 4 2
Ethernet (100-Mb/s, 70%) 233 140 100 70 46
Ethernet (1-Gb/s, 70%) 2333 1400 1000 700 466
OC-3 (155 Mb/s, 95%) 490 294 210 147 98
0OC-12 (650 Mb/s, 95%) 2058 1235 882 617 411

Tablel: Mediastorage, server bandwidth and number of streams served per

interfacelink for different stream rates

acceptable for OC-192. In the case of OC-48,
afully centralized architecture works only at low
penetration, a patidly centrdized architecture
(centraized web cache and hierarchica streaming
caches) works a medium penetration and a fully
hierarchical architecture is required a high
penetration. Of course, as stream rate increases,
afully hierarchicd solution is necessary.

For hierarchicd dreaming media architecture,
some key requirements for core and edge media
servers are discussed below.

Edge Media Server: At low penetration (10% to
15% of HHP), an edge media server with
interface bandwidth of OC-3 or fast ethernet is
aufficient.one to two thousand hours of stream
dorage and ability to serve several hundred
dreams smultaneoudy is sufficient. . For higher
penetration (over 40% HHP), however, the edge
saver must be able to scde to aggregate
interface bandwidth of up to an OC-12 link
(about 600 Mb/s). Stream storage capacity of
50 GB initidly or about 370 hours and should

scale to to 200 GB or about 1850 hours at
300kb/s.

Core Media Server: The core server serves
multiple edge servers (during cache misses) and
a0 is the source for al multicast transmissions. .
Link bandwidth of 300 Mb/s to 1 Gbis is
required, with &bility to scde to multiple
gigabits/sec for higher stream rates. The core
media server storage capacity should be 2x to 5x
more than an edge server, i.e. in the range 100
GB to 1000 GB.

Quality of Service

A critica condderation when designing streaming
media networks is qudity of service (QoS). To
ddiver a consgtent, high-quality user experience,
the network must mantan a given Sream's
specified latency and throughput requirements.
Though end-to-end QoS for streaming content is
gengdly difficult to guarantee over the public
internet, it becomes more manageable over a
DOCSIS-based private cable network. In the
HFC network segment, from locd hub to
subscriber  STB or cable modem, QoS is



20K HHP, DS: 30Mb/s, US: 2.56Mb/s
300 kb/s Streams, 80% Cache Hit
112 kb/s Data, 60% Cache Hit

Centralized vs Distributed BW Utilization
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Figure 4: Fiber ring bandwidth utilization for centralized and hierar chical

topologiesfor data and streaming media

achieved with dynamicaly provisoned service
flows specified under DOCSIS 1.1.

On the optical backbone network segment, from
the headend to the hub, QoS is achieved using
dther Differentisted sarvices (Diff-serv) or
Resource Resarvation Protocol (RSVP) or
thorough a combination of both [9,10]. Diff-serv
classfies IP packets into a few aggregated
classes using the type service (ToS) hits or diff-
serv code points (DSCP). QoS-enabled routers
and switches can then shape traffic usng
intelligent queuing (e.g. class-based weighted fair
queuing or CBWFQ) to queue video streams as
preferentid class traffic ahead of other best-effort
classtraffic.

In addition to Diff-serv, RSVP sgnding may be
used to reserve bandwidth on a per-data-flow
bass through the edge HFC network. RSVP
dgnding is used to dynamicdly initiate, configure
and terminate DOCSIS 1.1 service flows from
CMTS to cable modem. See [8] for the use of
RSVP to set up voice telephony sessons under
the PacketCable DQOoS specification.

Set-top Boxes

A key chdlenge in ddivering IP video to TVsis
the availability of a suitable STB. As indicated
ealier, the three sreaming media formats used
today are of proprietary nature. 1f decoding were
to be done in software, significant CPU resources
and run-time memory may be needed. Also,
integration of the sreaming video player with the
STB middleware GUI is required.

Some next-generation STBs may contain
programmable video processors (eg. Philips
TriMedia processor) that support multiple codecs
in firmware. This will dlow the support of
MPEG-x and popular proprietary codecs in an
economica manner.

Conditiond access sysdem (CAS) and digita
rights management (DRM) are adso necessary to
protect copyrighted content and to provide
differenticted video services. An open
CASDRM mechanism for IP video is required
for a cost-effective solution.
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A SECURE DELIVERY AND USAGE MODEL FOR RICH CONTENT THAT
MINIMIZES PEAK NETWORK CONGESTION

Walter Boyles
Wavexpress, Inc.

Abstract

Broadcast is the most efficient means of
delivering rich content to the consumer.
Unicast pull is the most convenient method for
the consumer to obtain rich content on-
demand (any kind of content at any time).
The inherent shared bandwidth nature of the
Hybrid Fiber/Coax (HFC) network, coupled
with advances in technology, allows the best
attributes of both broadcast and unicast pull
to be provided to the consumer with the
lowest cost and a high degree of consumer
choice and discretion.  With this, reliable
security and transactional methods must be
used to protect the content and verify
consumption.

Overview:

Broadcast either to the set-top-box (STB)
or the cable modem can be utilized in addition
to and, at times, as an alternative to on-
demand delivery. For set-top box delivery,
video-on-demand (VOD) allows the consumer
to select, from a menu of movies, a title thus
dedicating bandwidth to that consumer for the
duration of the film. However the terms of
sale, typically, will also allow the consumer to
pause that film for up to a specified period of
time (i.e. the film must be viewed within a 24-
hour time period). The MSO can choose to
maintain that dedicated bandwidth during the
pause or reclaim it for use by other viewers.
However, even if that bandwidth is reclaimed,
the terms of sale frequently will mean that the
MSO must be able to provide alternative
bandwidth for a return to viewing in a
reasonable period of time after the pause by

the consumer. As such, reserve bandwidth
must be allocated to make certain that that the
consumer does not return from a pause and
the terms of sale cannot be met by the MSO.

VOD is not yet widely deployed, but it can
be anticipated that peak periods for VOD
usage will exist (e.g. Saturday evenings from
7 PM — 12 AM) and that slack periods will
also occur (e.g. Monday mornings from 7 AM
— 11 AM). Bandwidth utilization for VOD
will be extremely uneven.

For cable modem traffic, peak periods of
utilization may similarly occur in evenings
when consumers will experience noticeable
degradations in performance due to bandwidth
demand within the HFC network and/or to
delays outside of the network (e.g. many hits
on a server) as compared to early mornings
when demand within the network as well as
overall Internet traffic may be less. In either
case, a way to equalize loading on the
network over time provides benefits to
consumers and to operators alike.

Storage Technology:

Over the last ten years, while Moore’s law
has become a well-known and widely quoted
phenomenon, the time duration between the
doubling of chip densities (the number of
transistors on a silicon substrate), has been
slowly increasing to upwards of 18 months.

Meanwhile, advances in magnetics
technology have allowed for the doubling of
hard drive densities in half that time
(approximately nine months). During the
same period, while the cost of hard drive



storage has been decreasing rapidly, the last
mile bandwidth available to the average
consumer has been increasing relatively
slowly. Even for those fortunate consumers
with broadband connectivity, the price and the
speed of their connection has changed little
over the past few years.

Delivering content in broadcast or multicast
modes, that is subsequently cached, can allow
consumers faster access to that content. This
type of delivery is, in part, enabled by large
amounts of inexpensive storage being made
available to the consumer.

Year 1988 1998 1999 2002
(predicted)

Cost/ | $11.54 | $0.04 | $0.02
MB

$0.003

Table 1. Hard Drive Density vs. Cost (Disk/Trend).

Table 1. shows industry mean storage
prices. However, consumers buying desktop
PCs typically buy in the most economical
segment of the hard drive industry. Today for
mid-range desktop systems, the cost of
storage is often already at $0.003 per
incremental MB.

Additionally, with drive densities doubling
every 9 months, the cost of storage in the
lowest cost part of the curve, in early 2004,
may be extrapolated to be as low as one
hundredth of a cent per MB. That calculates
to a cost of approximately 35 cents to store
3.5 GB video:

3500 MB x $0.0001 /MB = §$ 0.35

Without massive increases in last mile
bandwidth to the consumer, the trend will be
that it is cheaper to store large files then to
transmit them in unicast.

And with drives approaching 200 GB
already available and mid-range desktop
systems typically equipped with 20 - 80 GB
drives, storage already greatly exceeds the

space taken up by the operating system and
typical applications software packages.
Further, again extrapolating drive densities
forward we can expect that by the end of
2002, drives exceeding 1,000 GB (1 Terabyte)
will be available and new mid-range
consumer systems should nominally have
hard drives of 100 - 400 GB. This reduction
in the price of storage will equally allow the
addition of large amounts of storage to be
added to set-top boxes.

Now, as with Moore’s law and the increase
of densities of integrated circuits, it is well
recognized that increases in drive density
eventually run into barriers imposed by the
laws of physics. In the case of magnetics, one
barrier is the supermagentic effect (SPE). The
SPE limitation will occur when the amount of
energy of the magnetic spin in the atoms, that
constitutes one bit of information, approaches
the ambient thermal energy. When this
occurs, the bits become subject to random
“flipping”. It is believed that the limitations
imposed by SPE may limit miniaturization as
early as 2005 at around 150 Gb per square
inch.

Beyond this 150 Gb per square inch
limit, new strategies are already being
devised. These include techniques from
changing the orientation of bits to new
magnetic materials and even to moving
towards the addition of optical materials to
magnetic materials. With these kinds of
techniques it is entirely possible to conceive
of consumers possessing many terabytes of
storage on their PCs in the not so distant
future.

With the amounts of storage becoming
available in the shorter term, the delivery of
major interest movies to all subscribers on a
network (who elect receipt) will be possible
while allowing the same viewing flexibility as
VOD with a single uninterrupted transmission
by the MSO. Similarly, one could allocate a
portion of the 38 Mb/s bandwidth (based on



256 QAM) of a 6 MHz cable modem channel
to broadcast during off-peak hours. Delivering
5Mb/s during the 2 AM- 7 AM period of low-
usage would mean the availability of over 100
GB of content to the cable modem customer:

(5 Mb/s x 3600s/hr x 5 hr) /8 =112.5GB

The consumer would have the ability to
elect to cache any portion or all of that day’s
delivery of content.

This would allow the consumer to spend a
portion of his viewing time (most likely in the
peak usage period of the evening) consuming
that cached content and thus further limiting
peak usage. Thus, the use of caching content
received from off-peak delivery can result in
the usage of excess bandwidth in slack hours
and decreased demand during peak hours. The
bandwidth available and bandwidth demand
are then more equalized and the network
operates closer to maximum efficiency.

Security:

In delivery of stored content, a number of
security mechanisms become extremely
important. First, a reliable system of copy
protection for content cached to the drive of
the PC or the STB is needed. Second, a
security system that allows protection of
royalties for content consumed is required.
Third, a reliable and cost-effective method of
transacting on the content purchased, leased
or viewed is a key element.

To satisfy these requirements, the security
of the content, the permission to access that
content, and even the transaction on the
content itself are most reliably achieved
through a hardware security device. This
conclusion is consistent with the methods
used today by the cable industry in allowing
access to premium content where security is
contained within the STB. Monolithic
solutions are, of course, preferred that do not
allow hackers access to any bus containing
cleartext data.

The rationale for hardware security
involves many factors but to a degree it comes
down largely to one. Software is relatively
easy to tamper with and software hacks are
easy to replicate on a large scale. The
delivery and consumption of content is far
different from an Internet purchase of a
physical good where security involves
encrypting a credit card number for a
purchase that the consumer is authorizing. In
content security, there is a temptation and an
opportunity to avoid paying for something in
an area where precedents like unprotected
MP3s already exist.

A hardware device that allows some degree
of programmability and renewability is also
preferred. First, a programmable device can
provide multiple security functions including
persistent protection of content which is
vitally important in an open system like a PC.
Second, a system with some degree of
renewability can utilize a smart card or
preferably, for true hardware renewability, a
more complex portable token that avoids
some of the limitations (e.g. interface and
performance) of an ISO 7816 smart card. If
smart cards are used, care must be taken to
avoid unsecured smart card readers in a PC
environment since key security inside the PC
is essential to maintaining content security.

The requirements for security in a PC for
copy protection are different than in consumer
electronic devices. In consumer electronic
devices, a bus-oriented copy protection
system, between say a DVD player and a
monitor, may appear adequate. However, in a
PC, the variety of ways to access that content
inside the PC plus the number of ports make
content protection a more complex issue than
in the consumer electronics space.

Digital rights management systems
(DRMs) have proliferated in the PC space
although their actual wusage has been
somewhat limited due, in large part, to
consumer behavior and lack of consumer



acceptance. However, software DRMs still
exhibit the same security weaknesses as other
software solutions do and provide Iless
resistance to tampering than well thought out
hardware solutions including hardened DRM.

Additionally, since content delivered and
cached will typically be viewed on a time-
shifted basis, the ability to securely transact
this content will be also be of importance.
Ideally, a set of security mechanisms and
methods for processing transactions off-line
would provide the benefit of not requiring
repetitive  server  transactions.  Content
consumed and paid for, in this way, would
provide the benefit of minimizing operator
cost in the same way as the single delivery of
a copy of content to multiple consumers in the
network did. The decryption and transaction
are most reliably secured in a single
tamperproof hardware device attached to the
PC or embedded in the set-top box.

Since the cable modem-attached computer
receives content over multicast and frequently
the interactive STB has a back channel
available, a strong key exchange method is
required. The security mechanisms (including
copy protection) should avoid use of hidden
global secrets or other mechanisms, which
may result in catastrophic failures.

Users and preferably legitimate devices
(both) should be authenticated by a reliable
process that disallows common known
attacks. Authenticated users should be able to
prove that they possess legitimate devices for
metering and decryption of content.

Unique IDs are widely used for to identify
devices such as the IEEE 802.3 48 bit
addresses in NIC cards. However, for
maximum security, IDs should not only be
immutable (not able to be reprogrammed by
the hacker) but shielded (secret) from the
consumer. Additionally, legitimate hardware
IDs should not be able to be guessed by
potential hackers.

One mechanism for identifying legitimate
devices is the assignment of non-
deterministically, random identities at the
time of manufacture of devices. By assigning
immutable secret identities, of adequate
length to devices, illicit clones without
legitimately assigned identities are detected.
The attacker’s ability to guess one
legitimately  assigned random  number
represents a problem comparable to
exhaustive key search for a strong symmetric
key cryptographic algorithm. One issue is the
potential for the occurrence of multiple
instances of any one legitimately assigned
random ID.

For example, if a 128 bit random identity
is assigned, this constitutes a total of 3.4 x
10*® different random numbers. However, if
two hundred million consumer devices (2 x
10%) devices are built the probability that no
two of these devices possess the same random
number is:

n= x-1

r11;[(1- ).

1 y

Where x = the number of devices and y= the
number of possible random numbers.
Therefore, the probability that there are
multiple instances of one ID is:

n= 199,999,999

p=(1- 11 (1- n !)>0.
n=1

3.4x10%

Thus, there exists a possibility of multiple
instances of the same ID and one cannot
automatically assume the existence of
multiple instances constitutes an illegal clone.

The binding of device identities to user
identities (the user identities may be kept in a
smart card or other portable token) can be



used as a barrier to useful theft of the device.
However, the value of having a user identity
bound with a random device identity at the
time of purchase also provides a more
effective barrier to random guesses. That is,
the attacker (guesser) must not only guess an
assigned (secret) device identity but also
know the user identity to which it is bound.
Many guesses with the same user identity are
easily detected. Also, since there is no longer
sole reliance on device IDs, the problem of
multiple instances of the same legitimately
assigned device identity can be minimized.

Once a legitimate device and user are
determined, a wuser’s security device can
participate in a public key exchange and the
sending of the symmetric keys to allow the
access to content. In some cases, the keys
transmitted will not decrypt the content itself
but rather other keys that in turn are used to
decrypt the content. Changing keys is done
on a periodic basis; in some cases, systems
require that many key changes be made in a
relatively short period of time.

The decryption of the cached content
should occur subsequently or coincide with a
payment for that content. Payments can occur
either on-line or off-line. Secure off-line
transactions have the advantage of minimizing
server usage and often also transaction fees.
Off-line transactions, of this nature, are
typically debits and additional security, for the
transaction being recorded, can be provided
by a real-time clock in the security/debit
mechanism.

Once content is transacted on, a method of
usage must be employed to prevent
unauthorized redistribution of content. In a
closed system, a local usage method may be
employed or instead one where a smart card
accompanies the content with a consumer to
other devices/players. In an open system such
as a PC, persistent protection by some system
such as digital rights management technology
may be employed.

The use of a programmable security
processor can allow purchase, decryption, and
persistent protection inside the same device.
Devices of this nature must have a well-
conceived trust assurance network for loading
code. A secure operating system within these
devices may also be desirable.

A programmable security processor will
contain secure volatile and nonvolatile
memory. The limitation of a monolithic
solution containing volatile and nonvolatile
(i.e. for key storage) memory is often the
amount of volatile memory (typically SRAM)
that can be placed economically on-chip.
This limitation is due to the processing
difficulties of fabricating custom ICs with
both DRAM and nonvolatile memory (e.g.
Flash or E’PROM).

In the future, devices of this nature may be
fabricated with ferroelectric memory (FRAM)
that may take the place of both the volatile
and nonvolatile memory blocks thus allowing
massive code spaces on-chip. This type of
chip architecture would allow very complex
content wusage and rights management
software to be loaded entirely inside a single
chip thus maximizing security.

The cable industry has continued to
innovate products and services to the
consumer. For consumers, the movement
towards cable modems and digital cable, is
enabling access to much more content with a
greater degree of ease than ever before.

Movement to more efficient modulation
and compression techniques coupled with
advances in architectures allows MSOs to
more effectively use the capacity of their
system. However, the addition of delivering
content during off-peak hours in broadcast to
the STB or IP multicast to the cable modem



consumer’s hard drive enable even greater
efficiencies by the MSO and more choice and
greater access to the consumer.

The underlying technologies, that allow
business models which employ off-peak
delivery and caching of encrypted content for
subsequent  consumption and  off-line
payment, are increases in storage, strong
security  mechanisms  including  copy
protection, and reliable methods of transacting
on the content that is to be consumed.
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ABUSE AND FRAUD DETECTION IN HIGH-SPEED-DATA NETWORKS

Why and How can HSD Operators deal with and profit from abusers
Pat Darisme, NARUS Inc.

Abstract:  As  MSOs'  are increasing
penetration of ‘always on’ high-speed-data
(HSD) service, some zealous users are
abusively taking advantage of this low-cost,
high-powered flat rate service. Some MSOs
are painstakingly finding users who are
running small ISPs from behind their
residential cable modem, using a NAT box
to share a single IP between multiple
systems, running residential or commercial
web servers, spamming mail servers or
newsgroups or performing malicious attacks
on other users. These users are expensive
both in terms of the network resources
(network bandwidth, CPU cycles, hardware
upgrades) and with the man hours consumed
in identifying & dealing with these users.
Most of these issues are likely to remain
problems even with the advent of DOCSIS
1.1. This paper will explore various types of
abuse and methods of dealing with them.

INTRODUCTION

The Internet started as a collection of
academic and research networks, but since
1994 it has become a key part of North-
American life in over 149 million
households®. The advent of high-speed
residential Internet access via Cable and
DSL 1is providing residential users with
‘always on’ high-speed connections to the
Internet. For a large percentage of
subscribers these connections bring the
known benefits of broadband (more
bandwidth, lower latency, always on, no
busy signals etc.). These connections also

' MSO — Multiple System Operator a.k.a. Cable
Operator

open the door to new types of abuse from a
small percentage of customers.

Abuse in the context of HSD can be loosely
defined as any behavior by a subscriber which
violates legal statutes, or service provider
policies, including activities which cause the
subscriber to not pay for all the services
consumed or resources (network, server, CPU
etc.) consumed or to impact the quality of
service of other network users.

As the Cable Industry sees an increase in
penetration of HSD service (some large
systems have passed the 20% penetration
mark) it finds itself offering Internet access to
a large number of North-American Internet
users: over 5 Million in 2001 and over 19.5
million expected by 2005°. Along with a
growing piece of the revenue stream comes
increased necessity to police abusers.

This paper will address three questions:
1. Why identify and deal with Abusers
2. Who are the Abusers
3. What type of Abuse exists and what
solutions can be applied

1) WHY IDENTIFY AND DEAL WITH
ABUSERS?

HSD service providers need to identify
abusers not simply to be good corporate
citizens or cybercitizens but also because
abuse increases operating costs, can decrease
revenue and degrade the quality of service
(QOS). The diminished QOS can lead to bad
press and damage to the service provider and
MSO’s brand.



A. Operating Costs

Operating a high-speed data network
involves high capital costs (routers, servers
etc.) as well as high operating costs
(bandwidth, staff etc.). When a few abusers
increase network usage this can lead to
increased capital costs in the form of
network capacity upgrades, or higher
bandwidth costs, both of which lengthen the
path to profitability.

In a recent example, a service provider who
offers a free hosting service as part of their
product offering was concerned about
growing bandwidth consumption and costs.
They purchased an abuse detection system
relying on real-time traffic Analyzers and an
Internet Business Infrastructure Platform.
Using this new system, customers who were
abusing the free service by distributing large
files such as MP3 and ‘Warez’? files were
identified and removed. The peak bandwidth
consumption of their hosting service
dropped from 600Mbps to 20Mbps leading
to savings estimated at $150k/month (Their
bandwidth  cost was  approximately
$250/Mb)

B. Quality of Service (QoS)

Network abuse reduces the quality of the
Internet service customers are paying for.
Abuse consumes resources such as limited
HFC (Hybrid Fiber Coax or Cable Plant)
bandwidth, costly peering bandwidth, router
and server CPU cycles, storage etc. and can
even cause partial or full network outages.
Limiting this abuse can reduce the frequency
of operational problems, limit the necessity
of system upgrades and improve the overall
quality of the product offered.

> MP3 files are audio files (typically music) which
use the MPEG 3 compression standard.
Warez is Internet jargon for pirated Software

o Quality of Service & DOCSIS 1.1

Cable Operators sometimes mistakenly think
that DOCSIS 1.1, with its ability to implement
rate limiting, will resolve all QoS issues. With
DOCSIS 1.1 on the HFC, service providers
still need to over-subscribe the bandwidth
available both on the HFC and on the back
end IP network and peering links. This is done
to save costs because service providers expect
subscribers will not all be consuming their
allocated bandwidth at the same time, or all
the time, and because of the burstable nature
of IP traffic. While the subscriber may be
entitled to only a rate-limited 128 kbps, data
models do not expect that the subscriber will
use this 128 kbps 24 hrs/day 7 days/week —
yet this is what some abusive subscribers do
by leaving streaming audio/video services on,
or running Napster or other servers, on their
‘always on’ connection even in their absence.
With the deployment of DOCSIS 1.1, HSD
providers, will still be subject to various forms
of abuse.

C. Bad Press

Abuse can cause a network outage, network
delays (email delays are particularly popular),
or security problems all of which can lead to
bad press and dilute the MSO’s brand. The
Press seems to enjoy articles on network
outages, especially when these occur at large
brand name carriers. These negative articles
affect the public’s perception of the quality
and value of the HSD service.

D. Revenue loss

The 2-way nature of high-speed-data makes
traditional theft of service practically
impossible. However, in a flat rate billing
environment, it is possible for paying
subscribers to use more services than they are
paying for. This results in a loss of potential
new revenue for the operator.



E. Peering

Service providers (or domains) who harbor
abusers or who do not take steps to limit
abuse on the Internet, risk having their
peering connections cancelled by upstream
service providers, having services shut down
(e.g. Usenet Death Penalty) or having their
domain added to Blackhole lists which filter
traffic. This eliminates their ability to offer
Internet access’ or services (email / news).
Limiting abuse can allow the service
provider to maintain the network peering
relationships and service feeds (such as
email & NewsGroups) which are key to
offering HSD services.

F. Law Enforcement Compliance

Some jurisdictions have regulations which
may require service providers to have the
capability to monitor the Internet activity of
selected subscribers when requested.
Having proper systems in place to track
these subscribers may reduce the operational
burden of compliance with these law-
enforcement mandates which can come on
very short notice and offer very little
latitude.

G. Open  Access / Multiple ISP
Networks

Abusers can cause problems in traditional
exclusive access HSD networks where the
MSO bears both the full revenue and the
burden of abusers. In this environment the
MSO has full control over the customer and
can either charge abusers for the usage, or

? Though the canceling of peering links because of
abusive activities (attacks, spam etc.) in a domain is
somewhat rare this is mostly due to the fact that
dedicated network operations’ staff have spent many
long hours combing through network logs to
eliminate abuse before being cut-off. This reactive
approach drains resources which are better suited to
designing and scaling networks.

shut them off. In Open Access or Multiple ISP
HSD deployments the MSO may be getting
only a small amount of revenue from abusers
who are consuming disproportionate amounts
of shared HFC bandwidth or services. In this
Open Access environment, the MSO may not
control the customer and the ISP may not be
interested in co-operating with the MSO to
identify abusers. Even if contracts ensure the
ISP will deal promptly with abusers,
compliance is more likely if the MSO has the
ability to verify abuse. In the end the burden
of protecting the limited resources of a shared
HFC infrastructure rests solely on the
shoulders of those who have invested in it and
who must protect the quality and investment
already made in their brand, the MSO.

There are multiple business reasons why a
service provider needs to identify network
abusers. Despite the issues described above,
service providers often either ignore abuse
issues or have a small team of dedicated staff
who struggle in a reactive mode to contain
damage rather than use the right tools to
proactively prevent abuse.

2) WHO ARE THE ABUSERS?

There are different types of subscribers who
can abuse the network. They can be loosely
categorized as follows:

A. Hackers

Hacker is a term used by some to mean "a
clever programmer" and by others, (especially
journalists or their editors), to mean "someone
who tries to break into computer systems.”
(The Internet community tends to call those
who break into computer systems ‘Cracker’.)
Hackers are typically power-users who have a
very good understanding of computer systems,
protocols and programming, and who find
great joy in learning more about and using the



power of computers. Some would argue that
the Internet, Usenet and Unix/Linux were
created and are maintained by hackers,
whose skills can make them desirable
engineers. One of the best-known
hackers/crackers is the skilled and infamous
Kevin Mitnick who was jailed for over 5
years following some computer attacks in
1994.

B. Script Kiddies

These are novice users who would like to be
known as true hackers but who resort to
downloading or copying simple programs
posted on the Internet. ‘Script Kiddies’ run
these scripts - often without understanding
the exploit - either out of curiosity, in hopes
of achieving notoriety, or to get even with
someone they are unhappy with. The
downloaded programs, or scripts, are
automated ways of generating large amounts
of traffic or other network disturbances; they
affect the victims’ network connectivity and
potentially result in an outage. One recently
well known ‘Script Kiddie’ is the 15 year
old - identified as ‘MafiaBoy’ - arrested for
the attacks on popular internet sites such as
Yahoo, eBay and Cnn.com in the spring of
2000.

C. Unwilling victims (Trojans)

Subscribers can unknowingly generate
unacceptable traffic when their computer
becomes compromised either by
downloading software which contains a
virus or exploit, or when an intruder places
such software on their computer following a
break-in. This software can be set to
generate or relay large amounts of data
following some trigger (time, program
execution, external trigger etc.).

D. Fraudulent Businesses

A subscriber can be running a fraudulent
business such as a pyramid scheme or some
other ‘make money fast’ system, such as
selling cable decoder boxes or providing
illegal services. They may have subscribed to
high-speed data services for the sole purpose
of running their business from home.

E. Criminals and Terrorists

HSD subscribers are not unlike most other
segments of the population, which means that
a certain percentage of subscribers are also
engaging in criminal activities and using their
Internet connection as a means of facilitating
or perpetuating these activities.

F. Regular Subscribers

Some level of ‘abuse’ will simply be due to
regular subscribers. These may be power-
users who are ideal candidates for a premium
service offering; or telecommuters who have
use that is much higher than average or that
violates AUP guidelines (perhaps by
connecting multiple PCs to a single Cable
Modem connection).

3) WHAT TYPE OF ABUSE EXISTS AND
WHAT SOLUTIONS CAN BE APPLIED?

In the following sections we will explore the
different types of network abuse, and for each,
the type of people who cause it, its impact and
different service provider solutions.

A. Spam or excessive messaging

‘Spam’ is Internet jargon for what is also
known as Unsolicited Commercial Email



(UCE). This is loosely defined as multiple*
messages with substantially the same
content. These messages can either be email
or newsgroup postings. They can be
destined to one or more recipients or
newsgroups”. Typically they have subject
lines such as ‘Make Money Fast’ or ‘Free
Cable TV’ or ‘Free Porn’. Recently there
has been an increase in email viruses® which
spread quickly through the Internet,
congesting mail servers at service providers
and corporations. These can also be
considered Spam.

o Who — ‘Fraudulent businesses’ using Spam
for marketing. Hackers / Script Kiddies or
even regular Subscribers may also - out of
malice, vengeance or desire for recognition -
generate excessive messaging.

Messaging problems can be caused by a
subscriber within the Service Provider’s
network or can originate on the general
Internet.

olImpact — Quality of Service (QoS), Bad
Press & Cost, traffic filtering
These multiple messages congest servers
(mail & news), consume precious CPU
cycles, fill storage space, and consume
network bandwidth. Messages are queued as
the limited servers struggle to process their
increasing number. Delayed or lost
messages that ensue, lead subscribers to
become quite vocal. On some occasions the
press may even be alerted to the problem,
causing potentially negative exposure to the
brand and the underlying product.

* Though the exact amount of “multiple’ or ‘n’ hasn’t
been clearly defined, partly because violators would
then simply send ‘n-1’ unsolicited messages, an
generally accepted number is 20.

> Cross-postings or a same message posted to
multiple newsgroups are typically called ‘ECP’ or
Excessive Cross Postings and are a form of Spam.
%I Love You’ and ‘Naked Wife’ are the most recent
email virus subject lines

These problems generally lead the service
provider to scale the messaging system by
adding hardware and bandwidth to meet the
ever-increasing load. This is a costly way of
dealing with abusers in the HSD business
where capital costs of servers are significant
and flat rate pricing provides for unlimited
usage.

A Service Provider who is often a source of
Spam may see their domain (it’s associated IP
addresses) added to popular blackhole lists’.
This means their email, and perhaps other
Internet traffic, gets filtered and will not reach
recipients in multiple domains. If an HSD
provider’s domain becomes known as the
source of Spam it can rapidly be added to
these blackhole lists. This happened to
@Home’s domain on various occasions
according to Cathy Wittbrodt who was
Director of Routing Engineering at (@Home
Network from 1996 to 2000.

Unfortunately the damage is already done
when subscribers complain, servers are filled
to capacity, the domain is ‘blackholed’ or
when the press calls asking for comments. A
reactive approach can only attempt to contain
or repair damages. For these reasons and
more, it is advantageous to proactively prevent
Spam.

Service Provider Solutions

oTo defend from Spam originating on the

general Internet, Service Providers can
purchase a third party mail service® which
filters out known Spam domains. These third
party services do help to limit Spam from the
Internet but do not address Spam generated by

" MAPS - Mail Abuse Prevention System LLC (MAPS)
[www.mail-abuse.org] is the maintainer of one such
mail list that approximately 40% of all Internet
Addresses use to filter out known Spam domains.

¥ BrightMail [www.brightmail.com] provides one such
service.



internal subscribers, which requires prompt
internal response to prevent it from
congesting the network.

If the ‘Spam’ originates on the HSD
provider’s network there is more flexibility
and need to deal with the problem. Once the
abuser is identified, if the source is on the
Service Provider’s network, the subscriber
can either be eliminated or moved to a more
appropriate billing plan.

Newsgroup Reports: Top Newsgroup Users
Group Pop Name  Analyzer Reporting Period ClientGroup

[AiPops - | Al Analyzers - O
Al

All All

Subscriber Group Username Traffic (MBytes)
RoadRunner 40:de:59:02:9a:b5 3,135,394.37
Juno ¢0:12:29:68:90:32 1,231,152.56
WorldNet 0b:e3:11:94:8¢:f0 832,742.83
Excite@Home 90:¢0:77:8b:34:bc 432,479.40
Earthlink ba:e0:29:68:8f:e2 203,118.88
AOL 23:12:a0:19:ca:00 129,418.00
Totals 5,964,306.04
CSV Export

The report results list the top 500 newsgroup users by newsgroup traffic. A newsgroup user is

defined as a user with newsgroup (NNTP) traffic for the selected interval.

Figure 1: Abuse Detection Report showing users
generating over 3 GigaBytes of NewsGroup traffic
over a 7 day period.

Real-Time Analysis

Communications software can monitor the
number or recipients of messages
(email/news) sent by subscribers, while
ignoring the content in order to maintain
privacy. Real-time software can generate an
alert when a threshold is met allowing the
service provider to act immediately once the
n™ email is detected, rather than waiting for
an outage to be created when excessive
damage is done.

Mediation software

Mediation can also be used to threshold the
number of messages, such that messages
beyond a threshold can be billed (e.g. 50
free emails/week, $1 each additional email)
effectively turning the abuse into revenue.
This approach acts as a deterrent to
excessive messaging, while potentially
increasing revenue.

B. Reselling of bandwidth

Bandwidth resale involves the use of a single
subscriber connection (single IP address, flat
fee service ~$44.95) for more than one PC.
Examples of this are offering ISP services to
neighbors or sharing the connection between
multiple PCs, typically using a NAT server .

oWho — ‘Hackers’, ‘Script Kiddies’, Home
based businesses, college students and
corporate telecommuters are the types of
subscribers who will purchase an unlimited
bandwidth single connection and share it
amongst multiple PCs. With the decrease in
PC prices and the availability of home
networking equipment, typical home users are
also beginning to connect multiple PCs behind
a single cable modem.

o Impact — Quality of Service, Cost, Revenue
When a residential connection is shared by
multiple systems it typically leads to higher
data-consumption than is anticipated in the
traffic and data modeling assumptions that go
into capacity planning of the network. The
Quality of Service drops as limited bandwidth
(either HFC or peering) is consumed by this
higher than expected usage. Costs can also
increase as additional capacity is purchased
either in the form of additional spectrum
allocated to the HSD service, or additional
bandwidth purchased from the upstream ISP.
Since premium service offerings (offering
multiple [P addresses) are not purchased,
revenue also suffers.

® NAT [Network Address Translation] servers use a
single IP address (provided by the Service Provider) to
allow an unlimited number (typically up to 253) of
additional IP Clients with individual IP addresses to
share that single IP address and it’s bandwidth. NAT
servers can be a Linux or Windows server running
special software, or be included in firewall / router
systems which connect behind the Cable Modem. NAT
servers are sometimes called ‘proxy’ servers.



o Service Provider Solutions
Since NAT servers mask the multiple IP
addresses of their clients they are very
difficult to detect. NAT servers leave no
traces on servers rendering log file parsing
pointless. There are only two options for
service providers to deal with NAT servers:

Usage based billing - Sharing a network
connection is only profitable to customers
because of flat rate billing models. Usage
based billing models immediately defeat this
type of abuse, or more properly align
network expense to revenue generated.
Much like people would never consider
sharing their Cell phone or long-distance
service which are billed on usage, an HSD
bill based on the bandwidth or services
consumed is less likely to be shared.

Real-Time Analysis — Analyzers monitoring
the patterns of IP streams can potentially
identify certain signatures of IP streams
which are carrying IP content destined for
different PCs’. Prototype NAT detection
systems relying on these signatures have
been designed. Though expectations are
positive, these have yet to be tested.

C. Residential Server Hosting

Subscribers can use a residential HSD
connection to run servers of any kind. The
most frequent type of server encountered is
an HTTP server, however many other
servers including FTP, Mail, Telnet, news,
streaming video, Peer-to-Peer (Napster) and
others can generate upstream bandwidth.
Home DHCP servers can serve the wrong IP
addresses to other subscriber PCs causing
isolated outages.

olmpact — Quality of Service, Bandwidth,
Revenue, Outage

QoS & Bandwidth - HSD systems are
deployed with the assumption that bandwidth
consumption is asymmetrical with much
heavier = downstream usage, as such
downstream capacity on the HFC portion of
these HSD systems far exceeds upstream
capacity. Servers violate this assumption
congesting the upstream bandwidth leading to
degradation in the quality of service. Even
with QoS policies like DOCSIS 1.1°s rate-
limiting, home based servers can still generate
large consistent usage (albeit with reduced
throughput) as the servers are accessed at all
hours from the always active Internet
population, rather than following the usage
patterns of a more ‘typical’ subscriber.

According to an @Home abuse manager, an
MSO used active polling to check every
connection in a 20,000 subscriber system for
the presence of home servers. “Out of 20,000
subscribers they found 969 servers consuming
34% of the system’s bandwidth”.

Revenue - Some HSD providers offer a more
expensive or premium product for server
hosting; unfortunately subscribers are unlikely
to sign up for the pricier version when the
entry-level product provides the same
functionality. Even with DOCSIS 1.1 rate
limiting, many subscribers are likely to settle
for the expected 128k rate-limit for their
home-based servers.

Outages - Home DHCP servers cause isolated
outages for neighboring subscribers who may
receive the wrong IP address and thus not be
allowed on the network.

o Service Provider Solutions
As home based servers do not leave any log
file trails on service provider servers they can
be difficult to detect but there are 3 options to
deal with them.



SNMP — standard SNMP MIB (DOCSIS &
MIB II) data collected from the modem can
give a count of the number of packets sent
and received by the modem (since the last
modem reboot'’). Although a high amount
of sent packets (some call this a ‘top talkers
report’) may be a hint of a home server, it
could also simply be someone sending large
email messages (perhaps containing pictures
of their new-born) or uploading files to their
hosted service someplace on the Internet
(i.e. Homestead or GeoCities community
web pages). Also, a ‘top talkers report’ gives
no indication as to the port or service on
which this potential home based server is
running. SNMP data collection also places
additional bandwidth on the network,
potentially increasing congestion.

Active Polling — A system can be dedicated
to actively poll successive ports from every
subscriber [P address on the network in
search for a server. Given that a server can
run on any TCP port between 1 and
65,535'!, many successive polls (over 65
thousand polls per subscriber) are required
on a typical system to identify servers.
Using active polling generates traffic on the
network and may well return a false
negative if the polling packet receives no
response for various reasons which can
include a dropped packet, a server which is
periodically shut-down or a server which is
configured to be unresponsive to certain IP
addresses or request formats.

Real-Time Analyzer — A real-time Analyzer
that can see all IP sessions can easily
identify the top home servers both by
bandwidth and by hits, while also

' Some subscribers are rebooting the Cable Modem
at frequent intervals in order to destroy the MIB
Interface counters which are stored in volatile
memory.

" TCP Ports are typically implemented as a 16 bit
counter ~ 2'¢= 65,536

identifying the port on which these are
running. This gives the Service Provider a
clear list of the top residential servers, as well
as the necessary information to go after them
and either up-sell them to a higher service, or
insist the subscribers shut down the servers.

Subscriber Group Server ID Protocol | Port Traffic (MBytes) Hits
WorldNet 0a:e0:3d:93:1a:dl1 HTTP 80 72,245.77  2,667.00
Excite@Home al:10:12:93:a5:14 NNTP 119 45,053.32 1,671.00
Juno €9:12:29:45:a5:b2 | SMTP 25 31,780.23  1,091.00
AOL 10:€0:33:93:b5:¢6 HTTP 80 27,523.13  1,242.00
Juno 00:¢0:29:93:a5:¢l ' TCP 6,699 24,103.79 7,944.00
Earthlink 04:4a:29:2c:al:12 | TCP 8000 21,103.45 5,924.00
Totals 221,809.69 20,539.00

CSV Export

For each subscriber, this report displays top subscribers’ IP addresses whose behavior appears to
be more like a traditional server's behavior. The report is sorted in descending order by traffic.

Figure 2: Sample Customer Server Detection Report
listing top customer servers with related ISP (Open
Access environment) CM MAC address, port and
traffic.

Usage based billing — Home-based servers
increase the amount of bandwidth (mostly
upstream) used by a residential connection. A
Billing model based on the bandwidth
consumption will simultaneously deter
customers from using the connection to host a
web site or share Napster files, while
increasing the revenue collected from those
users who persist. Flexible mediation systems
can allow service providers to offer free or
low-cost usage up to a low threshold, while
increasing the price for those users who host
home servers. This turns the abusive and
costly subscribers into lucrative customers.

D. Excessive Bandwidth use — High
Traffic subscribers.

Data collected in production HSD networks
has shown that a small percentage (<1%) of
subscribers account for over 20% of the total
bandwidth consumed. This is typically due to
these select few subscribers taking advantage
of the flat rate billing to download huge
amounts of content from Internet File Servers,



or leaving streaming audio (NetRadio)
service on for hours, even in their absence.
More sophisticated users run ‘bots’ against
newsgroups in order to fill their hard-drive
with all of their favorite pictures and
software which are automatically
downloaded throughout the day and night.

oWho - regular subscribers who fail to

realize that NetRadio services consume
bandwidth and power users who love
newsgroups , etc.

o Impact — Cost, Revenue, QoS

When the HSD system reaches its maximum
capacity, subscriber growth is impacted by
the limited HFC or peering bandwidth.
Dealing with those few (<1%) high traffic
subscribers can allow the system to reclaim
bandwidth and add as much as 20% more
subscribers before upgrading peering links
or dedicating more spectrum to HSD
services.

o Service Provider Solutions - High traffic
subscribers can be addressed in 3 ways

SNMP — collecting MIB information from
the CMTS & CM provides the number of
packets in / out of a modem since the last
modem reboot'?. Collecting this MIB data
allows the service provider to identify the
top users, but SNMP polls also contribute to
the bandwidth congesting the network.

Real-Time Analyzers — Real-time analyzers
on the IP infrastructure can produce reports
of the top subscribers by total traffic,
upstream and downstream traffic. This
allows the Service Provider to quickly
identify the top users as well as the protocol
or services they are using, without adding

'2 The DOCSIS specifications do not require the
CMTS to maintain bits in/out counters; these are kept
in Volatile memory the CM and are reset to zero
following a CM reboot.

bandwidth to the network and regardless of
modem reboots.

Usage based billing — Much like how
residential long distance and cell phone use is
not abused, subscribers are less likely to leave
NetRadio services on when they leave the
house if they are being charged for the amount
of bandwidth or services used.

E. Mis-configured systems — IP theft

Subscribers can mis-configure their client PC
either deliberately or erroneously. This usually
involves ‘IP Theft’ where the main PC or a
second PC is statically® configured with the
wrong I[P address. In some systems DHCP
servers run in promiscuous' ! mode offering an
IP address to every PC the subscriber
connects.

o Who — Both Hackers and regular subscribers
can decide they want to connect a second or
third PC behind the Cable Modem without
paying for the additional IP address.

o Impact — Quality of Service

When a subscriber uses the IP address that is
assigned to another subscriber, the latter will
either experience heavy packet loss or a
service outage. Operations staff and CSRs
must then spend many hours tracking down
the source of the problem if they do not have
the proper tools.

o Service Provider Solutions — It is very difficult
to identify the subscriber who uses the wrong
IP address. In some cases SNMP'® can be used

13 Static configuration is where a subscriber hard-codes
the system IP address. This is different from dynamic
configuration where the IP address is assigned by a
Service Provider maintained DHCP server.

'* In promiscuous mode a DHCP server does not
require a system identifier (such as a host name or
MAC address) before it provides an IP address.

' This depends on the granularity of the Cable Modem
MIB.



to successively check each modem looking
to see if its Client PC is configured with the
stolen IP address.

F. Attacks

There are a number of IP based attacks for
which subscribers can be either the
originator or the target. Intrusions (user
breaks into an other users system), denial of
service® (TCP synflooding, ICMP attacks,
smurfing'®  etc.), virus distribution,
portscans'’, forgery campaigns, censorship
attempts, etc. are some of the attacks that are
seen in I[P networks.

o Who — Script Kiddies and Hackers are, by
definition, the subscribers who use the
Internet to attack other subscribers. These
can be random attacks, to learn or test the
effects of an exploit, or attacks to gain
notoriety in the online community.

olImpact — Quality of Service, Bandwidth,
Bad Press

When an HSD network is the recipient,
these attacks can consume huge amounts of
bandwidth and even generate an outage
(such as those which crippled eBay, CNN
and other leading web sites in the Spring of
2000).

When an HSD network is the source of an
attack, other providers will expect the
originating Service Providers operations
staff to quickly stop the attack and may not
hesitate to shut down peering interfaces in
an effort to protect their networks from the
attack. When peering links are shut down

'® Smurfing - Denial-of-service attack consists largely
of the use of forged ICMP echo request packets and
the direction of packets to IP broadcast addresses
rapidly congesting the network and quickly leading to
an outage.

' In a portscan a user looks at all IP ports to find a
vulnerability to exploit perhaps to gain access to, or
simply crash the system

quality of service is directly affected as traffic
either cannot reach its destination, or must be
re-routed over a longer path.

A victim whose computer is attacked may
expect the service provider to offer reasonable
protection. Even if the service provider
doesn’t offer a ‘managed or firewalled’
connection, it may be reasonable to expect
that the service provider would identify and
block some attack traffic such as preventing
the subscriber’s entire 512 kbps rate-limited
connection from being saturated with attack
traffic.

Attack reports are common topics for press
articles on ‘CyberCrime’ or network outages
and can damage the brand and the public
perception of the HSD service offering.

A Service Provider can discover an attack
after being notified by either another service
provider, an attacked customer, or multiple
subscribers complaining of an outage or poor
service or even the press. Once people are
complaining about the attack, the service
provider is caught in a reactive mode and
much of the damage is already done.

o Service Provider Solutions:

Real-Time Analyzer — A real-time analyzer
can monitor [P traffic on the Service
Provider‘s network and alert them to increases
in traffic, or certain patterns of traffic such as
portscans.

G. lllegal activities

Some behavior is not only against the AUP
but is simply illegal. Gambling, child porn,
fraud, theft of information, software piracy,
copyright infringement etc. are all illegal
activities which can be perpetrated with the
assistance of a HSD service.



oWho — Fraudulent businesses engage in
activities such as gambling, software piracy
and fraud. Hackers typically believe
software should be free and are known to
perform software piracy.

olmpact — While these activities may not
affect the HSD Service Provider’s network
or business model, authorities may require,
with proper warrants, the service provider to
co-operate in selected investigations by
providing data on involved parties who are
subscribers. This can consume operational
resources as staff parse logs in search of the
requested data.

o Service provider Solutions

There is little a service provider can do to
prevent or quickly identify this type of
illegal activity. The best option is to use a
real-time Analyzer system which can track
certain activities and store these in a
database for later retrieval. However,
knowing that service providers did not have
the proper tools to track illegal activities the
FBI has come up with software called
‘Carnivore'® which tracks Internet access
for law-enforcement.

Bhttp://www.fbi.gov/pro grams/carnivore/carnivore.ht
m

CONCLUSION

Various forms of abuse in service provider
networks can be costly whether in terms of
lost revenue, deterioration in quality of
service, premature system upgrades, bad press
or network downtime. As the subscriber base
grows in High-Speed-Data systems, Service
Providers are continuously faced with the cost
of upgrading capacity. In some cases it may be
more economical to reclaim bandwidth lost to
abuse than to purchase and upgrade capacity.
Since reactive approaches can only attempt to
contain damage, reclaiming lost bandwidth is
best done with a proactive monitoring
approach.

Network equipment such as routers, switches
and modems can provide some network
information (e.g. SNMP or RMON data) but
are fundamentally built to forward packets and
provide reliable IP services, and are not
designed for the granular real-time data
collection required for abuse detection or
mediation. Dedicated hardware appliances are
the only tools with the flexibility to provide
systematic  real-time  identification  of
Spammers, home servers, bandwidth ‘hogs’,
IP address theft and some forms of attacks,
while operating at wire speeds up to Gigabit
Ethernet or OC-12 (both of which are
ubiquitous in today’s HSD networks).

In addition to identifying various forms of
abuse, a scalable software infrastructure
(Internet Business Infrastructure) relying on
real-time analyzers can help the service
provider implement usage based or tiered
billing services, which deter from abuse, both
across DOCSIS 1.1 services and over the
existing legacy subscriber base. Though there
are different ways of dealing abusive
customers, usage based billing models with
granular measurements will both deter abuse
and turn those persistent abusers into some of
the most lucrative subscribers.
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Abstract

With an increasing number of cable systems
deploying large volumes of digital set top
boxes and digital services it has become
increasingly apparent that large audio level
discrepancies can exist between analog and
digitally tiered programming. Since the local
cable system usually has no control over the
digital service audio levels it is up to the
programmer(s), in most cases, to rectify any
of these discrepancies. Programmers offering
digital services are able to take advantage of
some very unique tools included with their
encoding systems to assist with many of these
issues. These tools include the generation of
audio metadata that is carried within the
coded audio bitstream to the digital
subscribers set top decoder. In this paper, the
impacts of supplying digital programming
with “valid” audio metadata vs. “default” or
“invalid” audio metadata from the digital
cable subscriber’s perspective will be
analyzed. However, the proper use of audio
metadata by the programmer also assumes
that the millions of deployed set top decoders
have been designed with a clear
understanding of the entire system as well.
Recommendations for digital set top designs
are needed for the cable industry and will
insure that the effort to generate ‘“valid”
metadata by programmers will result in the
expected behavior within the digital set tops.
To this end, a reference model is also
proposed in this paper.

Audio Metadata Origin and Digital Audio
Delivery Requirements

The digital audio delivery method currently
used by cable networks and cable system
operators is the Dolby Digital (AC-3) audio
coding system and has been adopted by the
Society of Cable Telecommunications
Engineers (SCTE) for use in digital cable
systems within the United States.

When the Dolby Digital (AC-3) coding
system initially developed for cinema
applications was adapted into a form suitable
for consumer use, the differing and practical
needs of consumers were evaluated. As a
result, it was decided to create a signal
representation syntax that would allow a
single encoded bitstream to be decoded into a
form wuseable by nearly every potential
listener. Many factors were considered when
developing this syntax. The first was how a
potential listener may receive the decoded
content. In the case of a digital cable set top
box this could be via the line level, RF or
Digital Interfaces. Second, the number of
playback channels in use. Thus allowing
multichannel audio programs to satisfy
consumers with only 2-channel decoders.
Third, the amount of dynamic range desired
knowing that consumer product capabilities
and individual tastes vary. Fourth, provide a
means for level matching between programs
and channels. Finally, the allowable dynamic
range on a modulated RF interface to control
peak program levels similar to present day
broadcast practices.



This syntax or “extra” information carried in
the encoded bitstream is commonly referred
to as metadata.

What is Audio Metadata?

Audio metadata is the data sent in tandem
with the coded audio signal to describe this
signal to the receiver/decoder. In the case of
Dolby Digital (AC-3), audio metadata is used
along with subscriber input to control how the
audio program is presented in the home,
including modification of the program
dynamic range or the number of playback
channels. For the purposes of this paper,
some of the more important metadata
parameters and their uses are shown in Table
1 (Table 1 is located on the last page of this
paper). These “key” metadata parameters will
have the greatest effect on how a listener or
subscriber experiences a program. A
complete list of transmitted metadata can be
found in ATSC Document A/52. It is
important to note that these parameters are
normally determined during the Dolby Digital
encoding process by configuring the encoder.
The Informational metadata shown in Table 1
is used by the Dolby Digital decoder to
optimize the decoding process by specifying
the number of channels used and the program
configuration. It determines where to route
the decoded audio channels, whether or not
the channels should be downmixed (i.e. 5.1
channel to 2 channel), and what type of
service is present (i.e. Complete Main, Music
& Effects, Dialog, etc).

Level Control metadata sets the overall
program  playback level for loudness
normalization (dialnorm). It also determines
how various mixdowns from 5.1 channels to
one, two, or three channels are achieved
(cmixlev, smixlev).

Dynamic range control metadata has the
ability to control the dynamic range of the
decoded program at the receiver. The values

are calculated in the encoder based on
dynamic range profiles selected by the
content creator or the programmer. There are
five standard profiles: Film Standard, Film
Light, Music Standard, Music Light, and
Speech. As noted in Table 1, a compr word is
generated once per Dolby Digital frame (32
msec) and a dynrng word is generated once
per block (5.3msec). In addition to generating
dynamic range control words for presentation
purposes, the encoder also generates control
values to prevent clipping in the decoder.
This is necessary due to the higher levels
produced by combining channels if
downmixing is required. The details of

Dynamic Range Control will also be
discussed later in this paper.
Digital Set  Top & Subscriber

Requirements

In most cases the digital cable set top box has
three primary interfaces for supplying audio
to subscriber owned equipment. The two
most common interfaces include the ch.3/4
remodulator (via RF output) and the analog
baseband L&R line level outputs (via RCA
connectors). The third output, if available,
gives the subscriber access to the raw Dolby
Digital (AC-3) bitstream which can be
decoded externally by a home theatre system,
if desired. It is also important to note that in
two of these cases (i.e. baseband and RF), the
decoded digital program must satisfy and
provide the digital subscriber a seamless
listening experience when switching between
digital and analog channels.

At first glance, this level of operability may
seem impossible to achieve. However, with a
thorough understanding of the Dolby Digital
audio delivery system and the proper
application of audio metadata these
requirements can indeed be met, and therefore
increase subscriber satisfaction.



Since Dolby Digital (AC-3) programs need to
coexist with analog (NTSC) program sources,
the gain structure of the set top box should
satisfy the following criteria: 1. All sources
whether analog or digital from the set top
should provide similar dialog levels at the line
level outputs and in any operating mode. 2.
In most cases the set top includes a RF
modulator and the dialog level from digital
sources should match that of typical analog
(NTSC) broadcast practices. Note that this
can only be accomplished with the Dolby
Digital decoder operating in RF Mode. 3.
The line level outputs should provide, when
connected to the line inputs of a television,
similar dialog levels to that of the television’s
tuner.

The last paragraph referred to the “dialog
level” of a particular source, analog or digital.
This level is used as a metric to establish a
subjective level match for the subscriber from
any type of source. This unique approach to
level matching may seem quite different at
first glance but experience has shown that a
very large percentage of television viewers
base their listening enjoyment of a particular
program on how intelligible the dialog is.
Thus, the reproduced dialog level now
becomes a reference for the programmer and
sound mixer to use to ensure the consistent
reproduction of their programming. In the
case of motion picture mixing, the dialog
loudness is largely adjusted, and thus
normalized, by ear in a room similar to a
typical theatre with the acoustic ‘“gain”
carefully set to a standard value. The motion
picture industry has been performing this
“dialog normalizing” practice for years to
compensate for the inability of theatres to
adjust levels on a film-by-film basis.

On the other hand, many television
broadcasters still employ the same practices
and audio processing techniques that have
been around for some time. First and

foremost, the dynamic range of the program is
often limited and the level of speech is such
that waveform peaks may frequently reach
100% modulation, which, in turn, leaves a
very limited amount of headroom for music
and sound effects to make a dramatic impact
on the listener. However, Hollywood
theatrical films offered by premium cable
programmers' use the same soundtrack mixed
for theatres that have reproduction systems

with  virtually  unrestricted  dynamics
capabilities.  These films often have far
greater dynamic range and headroom

requirements  than  typical  television
programming. Also note that because of this
increased headroom, dialog will be placed
lower in level within the mix, and will not
generally match normal television program
dialog levels. This is due to their different
peak-to-average ratios. For reference, movies
typically have a dialog level of ~ 27dB LAeq
below maximum level and typical NTSC
broadcasts having a typical dialog level of ~
17dB LAeq below 100% modulation. (LAeq
will covered in the next section)

By now it should be obvious that presenting
digital subscribers with these two very
different types of programming while
simultaneously keeping their equipment from
being driven into overload could certainly
cause complaints. This could result from the
differences in the high peak-to-average ratio
(i.e. wide dynamic range) sources such as film
and a low peak-to-average ratio (i.e. narrow
dynamic range) source such as a news
broadcast. Often, a premium cable
programmer solves this by processing their
audio programming to more closely match
current television broadcast practices. By
restricting the dynamic range and therefore
increasing the average dialog level of the
program, sources can be made to match.
While this solution is quite acceptable for
programming that does not require the
dynamic range of typical theatrical releases, it



forces this restriction on all programming and
therefore ignores the capabilities of the Dolby
Digital system as well as the intentions of the
original sound mixer.

With the Dolby Digital system, there are no
assumptions about the program levels, so the
source can be presented to the encoder with
almost any operating practice or philosophy.
The system is quite capable of delivering
programming with differing average dialog
levels and dynamic range without potentially
annoying subscribers as they switch through
various types of programming that exist on a
typical cable system. However, this can only
be accomplished when the system is utilized
and implemented properly by the
programmer, set top manufacturer and in
some cases the local cable system. For the
programmer itself, it is extremely important to
understand the use of Dolby Digital metadata
and the parameters that generate and control it
in their encoders. One of the most important
encoder  parameters is the  Dialog
Normalization value — dialnorm. Once this
value is entered in the encoder, it is used by
the encoder and carried in the bitstream to the
decoder as a part of metadata. The dialnorm
value provides, among other things, the
digital subscriber with normalized dialog
levels between differing types of digital
sources and programs. The next two sections
will cover this key metadata parameter in
detail.

Level Measurement Practices

Broadcasters usually control their program
levels by a volume unit (VU) meter or a peak
program meter (PPM) and it is important to
note that both are used to read signal voltages,
and therefore make no attempt to measure
subjective loudness. Thus several different
voices, adjusted in level so that they all
deflect meters to the same mark, may sound
somewhat different in level to the listener.
Over the years there have been several
attempts to design measurement devices (i.e.

meters) which give the broadcaster results
that more closely match subjective loudness.
One measure that gives us results that
correlate closer with subjective loudness is
called the equivalent loudness method (LAeq)
which is the long-term average A-weighted
level. Leq itself can be defined as the level of
a constant sound, which in a given time
period has the same energy as a time-varying
sound. Matching the levels of different
voices so that they give the same LAeq
measurement will deliver closer subjective
loudness than either PPMs or VU meters.
PPM and VU meters are also frequently used
to measure and/or align to a pre-determined
“house” reference level, and thus only have
an arbitrary relationship to the dialog or
speech level within a given program. For
example, if a VU meter and a PPM meter are
calibrated to display a reference tone equally,
and speech that averages OVU is applied to
both, the PPM meter will indicate levels
considerably above its reference level and
possibly above the maximum permitted level.
On the other hand, speech that averages at the
PPM reference, will most likely indicate
many dB below OVU (our original reference).
This confirms the very important idea that the
reference level is not the same as the speech
or dialog level of a program. Instead,
perhaps we should define the relationship
between reference levels and the actual dialog
(or speech readings) of a given program.
With this relationship known, we can then
easily describe how to make programming
controlled with VUs or PPMs approximately
deliver standardized dialog level in Dolby
Digital (AC-3).

The standardized dialog level for Dolby
Digital (AC-3) is defined as —31dBFS and is
quantified wusing the equivalent loudness
method that is A-weighted (LAeq) as stated
above. This is the level of spoken dialog
present in a single channel, such as the center
channel of a 5.1-channel program. For stereo



and downmixed (i.e. 5.1 channel downmixed
to 2-channel as in the case of digital cable set
top boxes) programs, the level is equivalent to
-34dBFS LAeq in  both  channels
simultaneously. This is because dialog will
be present in both the left and right channels
and will combine acoustically for a ~3dB
increase in level.

As stated earlier, dialog levels in conventional
analog television audio are roughly
normalized, in many cases, by the use of
automatic dynamics processing. Recent
measurements indicate that they are typically
~ -17dBFM, where 0dBFM would equal the
maximum permitted FM carrier deviation
(25kHz in the U.S.) More detail on the
importance of this will be presented in the
following sections.

Dialog Normalization — dialnorm

Perhaps the most often misunderstood Dolby
Digital (AC-3) metadata parameter is the
Dialog Normalization value or dialnorm
value. The Dialog Normalization parameter
describes the long-term average dialog level
of the associated program and is specified on
an absolute scale that ranges from —1 dBFS
(dB Full Scale Digital) to —31 dBFS LAeq.

Encoded Dolby Digital elementary streams
carry the audio signals that are fed into the
encoder with no changes to the level or the
program’s dynamics. It is the metadata, and
in this particular case the dialnorm value, that
is used by the decoder to adjust the
reproduced level of audio programs which
will then reproduce the dialog at a consistent
or uniform level. It is also important to note
that all decoders are required to make use of
this metadata parameter and apply the proper
level normalization/attenuation (based on the
transmitted dialnorm value) to the decoded
audio program.

As an example of what the dialog
normalization parameter is capable of,
imagine switching between a news program
and a wide dynamic range movie. In order of
magnitude, these items may have average
dialog values of about —14 and -28 dBFS
LAeq respectively. Thus, if a listener sets the
playback level (using a volume control) to
comfortably reproduce the news program and
then switches to the movie, its dialog will be
about 14 dB (28—14) quieter than the voice of
the newsreader, and probably unintelligible.
This will likely force the listener to adjust the
volume control every time they switch
between the two. In this example, note that
the quieter source is the movie dialog. The
reason for this as stated earlier is movie
mixers use a standardized acoustic level for
dialog while mixing. With digital formats this
is equivalent to between -25 and -31 dBFS
LAeq. Since movies constitute a large
portion of the material to be conveyed by
Dolby Digital, this standardization is retained.
This means that all dialog (movies, sports,
news, etc) should emerge from a Dolby
Digital decoder at about -31 dBFS LAeq.
However, for this to be the case the
programmer must properly set the dialnorm
value in the Dolby Digital encoder. In the
example above, dialnorm needs to command
17 dB of attenuation on the news program,
and only 3 dB on the movie to create an
acceptable level match between the two upon
decoding. In other words, dialnorm in a sense
acts as an automatic volume control. In the
case of programming that does not contain
dialog, such as music, dialnorm should be
adjusted appropriately to match programming
that includes spoken dialog.

Remember that the dialnorm value itself is
not the standard operating level of a facility
(i.e. -20dBFS = + 4dBu or OVU) but the
equivalent of the spoken (not shouting or
whispering) dialog level with respect to
digital full-scale. The attenuation introduced



in the decoder is (31 + dialnorm value) with
the dialnorm value being negative. Speech in
a single channel (i.e. center channel of a 5.1
channel program), with an LAeq value of -31
dBFS should have -31 entered in the encoder,
which commands 0 dB of attenuation in the
decoder. If speech is present in two channels
simultaneously (a stereo program) with an
LAeq value of —34dBFS in each channel, -31
should be entered in the encoder. Similarly,
the news bulletin (mono) with speech at -14
dBFS LAeq requires a dialnorm setting of
-14, giving 31 + (-14) = 17 dB of attenuation
so that speech from the newsreader comes out
of the decoder at -31 dBFS. If the source
material is recorded at a lower level resulting
in peaks that do not approach digital full-
scale, less attenuation is needed, and the
dialnorm value moves closer to its minimum
value of -31. Thus, if the news bulletin used
in the example above had a dialog level of -20
dBFS LAeq rather than -14 at its source, a
dialnorm setting of -20 would yield the
standard level (-31 dBFS) at the decoder
outputs while operating in Line Mode.

This unique feature alone has the potential to
minimize the average channel to channel
dialog level problems that have plagued cable
television for years and subsequently has
forced many premium service programmers to
process their audio to match the typical dialog
levels and dynamic range of other non-
premium  programming.  The  Dialog
Normalization = parameter  enables  the
premium service programmer to achieve an
acceptable program to program level match
while minimizing the need for the traditional
and irreversible heavy processing that is
commonly applied to most non-premium type
programming. This leaves ample headroom
for feature films regularly offered by
premium network providers while
simultaneously maintaining an acceptable
level match with typical programming that
has limited dynamic range. If the entire

delivery system is to function as intended, an
understanding of set top decoder operating
modes is required. It is also critical to ensure
that the decoder is operating in the correct
mode, which «can differ in certain
applications. Unbeknownst to many cable
programmers and local cable system technical
personnel, the digital set top that their
particular system may deploy can potentially
offer and/or default to different operating
modes which impact the subscriber in
different ways. These modes may disable the
ability to offer the subscriber an acceptable
level match between analog and digital
programming.

Digital Set Top Decoder Operation

This section defines the importance of digital
set top decoder operating modes and how
each of them are applied to allow us to satisfy
our three original requirements which are
restated here:

Digital Set Top Output Level Requirements:

1. All sources whether analog or digital from
the set top should provide similar dialog
levels at the line level outputs and in any
operating mode.

2. In most cases the set top includes an RF
modulator and the dialog level from
digital sources should match that of
typical analog (NTSC)  broadcast
practices. Note this can only be
accomplished with the Dolby Digital
decoder operating in RF Mode.

3. The line level outputs should provide,
when connected to the line inputs of a
television, similar, dialog levels to that of
the television’s tuner.

Dolby Digital decoders found in consumer
products, in general, can operate in two
modes. Each of these modes has a specific
application, and care must be taken when the
set top is designed and deployed to insure that
the intended mode is used by default.



Decoders can be found in many places
including Digital Cable set top terminals,
Home Theatre systems, consumer satellite
Integrated Receiver Decoders (IRD), DBS
receivers and Commercial IRDs that are used
in cable headends, and Cable turnaround
uplink facilities. It is important to note that
the default operating modes in each of these
cases may vary and are based on that
particular device’s function within a given
system.

Line Mode Operation:

Line Mode operation generally applies to the
baseband line level outputs from two-channel
set-top  decoders, two-channel  digital
televisions and multichannel Home Theatre
decoders. It is important to note that Line
Mode operation is a requirement for all digital
cable set top boxes that have analog baseband
(line level) outputs. With respect to consumer
type applications, a decoder’s outputs
operating in this mode will typically be
connected to a much higher quality sound
reproduction system than that found in a
typical television set. In this mode, dialog
normalization is enabled and applied in the
decoder at all times. Further, in this mode the
normalized level of dialog is reproduced at a
level of -31 dBFS LAeq, but ONLY when the
transmitted dialnorm value has been correctly
adjusted for a particular program. In general,
with the reproduced dialog level at —31dBFS,
this mode allows wide dynamic range
programming to be reproduced without any
peak limiting and/or compression applied as
may be intended by the original program
producers. Further, since the Dolby Digital
(AC-3) digital audio coding system can
provide more than 100dB of dynamic range,
there is no technical reason to encode the
dialog at or near 100% as is commonly
practiced in analog television systems. This
allows the delivery system to meet one of its
goals of being able to deliver high impact

cinema type sound to the digital subscriber’s
living room.

RF Mode Operation:

RF Mode is intended for products such as
cable and satellite set-top terminals that
generate a monophonic and/or downmixed
signal for transmission via the channel 3/4
remodulator that feeds the RF (antenna) input
of a television set. This mode was
specifically designed to match the average
reproduced dialog level and dynamic range of
digital sources to those of existing analog
sources such as NTSC and analog cable TV
broadcasts. In this operating mode dialog
normalization is enabled and applied in the
decoder at all times. However, the dialog
level in this mode is reproduced at a level of
-20 dBFS LAeq ONLY when the transmitted
dialnorm value is valid for a particular
program. The Dolby Digital decoder
introduces an +11 dB gain shift and thus the
maximum possible peak to dialog level ratio
is reduced by 11dB. This is achieved by
compression and limiting internal to the
decoder. It is important to note that digital set
top boxes which include an RF modulator are
required to provide RF Mode in addition to
Line Mode operation and also must include
some way of changing operating modes.



Figure 1 compares the signal relationships in
the decoder for both Line and RF operating
modes. Notice the reproduced dialog level
and dynamic range of each mode.

Decoder Operating
Mode
Line mode RF mode
A Full-scale A
Digital
0dBFS
34 dB 23dB
v
dialog level =
-23dBFS LAeq
Dialog levels shown
indicate the level in
each channel of a
2-channel decoder
v
dialog level =
-34dBFS LAeq

Figure 1

Decoder Operating Mode Levels - Line vs. RF

Digital Set Top Gain Structure

The digital cable set top is required to provide
the subscriber with both analog and digital
programming. It is imperative that digital set
top manufacturers fully understand both
decoder operating modes as well their
applications within a given set top design.

The audio subsystems within the set top
include:
1. NTSC Tuner

2. 2-channel Dolby Digital decoder IC and
associated digital to analog converter
3. Channel 3/4 FM modulator

Beginning with the FM modulator, we shall
define 0dBFM as the maximum FM deviation
(25kHz) for NTSC broadcasts. Both theory
and recent measurements indicate that NTSC
tuners have ~ 6dB of headroom above 25kHz
deviation while receiving a mono signal. As
will be seen, this works to our advantage.

With a Dolby Digital decoder operating in RF
Mode, the normalized dialog level is a
—20dBFS LAeq (-23dBFS LAeq in each
channel), since most digital cable set tops
utilize a 2-channel decoder. In some set top
designs the output of the decoder IC may feed
digital multipliers, used for digital control of
the volume before being presented to the
digital-to-analog converters (DACs). With
this in mind, the gain structure should be
provisioned initially with volume controls set
to unity gain.

To set the proper amount of gain into the
modulator for digital sources, the two analog
signals from the DACs should be combined
and fed to the mono RF modulator with gain
such that a correlated tone (i.e. 400Hz) in
both channels (L&R) at OdBFS yields
+6dBFM (200% modulation). When the set
top is tuned to a digital source AND this
particular source has the correct dialog
normalization value associated with it, the
dialog should emerge from the decoder
operating in RF Mode at —23dBFS LAeq in
each channel. Referring to Figure 3, it can be
seen that with the RF modulator gain structure
set as indicated above, the —23dBFS dialog
becomes —17dBFM and matches the typical
dialog level of NTSC broadcasts. On the
contrary if the Dolby Digital decoder is
operating in Line Mode the decoded dialog
level for the same program must be 11dB
lower.
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Recall that in Line Mode peaks can be 11dB
higher with respect to the dialog level and in
order to avoid overload the average level must
then be 11dB lower

Therefore, the normalized dialog level in Line
Mode being —34dBFS LAeq in each channel,
then becomes —28dBFM. Obviously, under
these conditions the digital subscriber will
experience a severe level mismatch between
analog and digital sources.  Hence the
requirement, as stated earlier: digital set tops
which include an RF output must also include
the capability of placing the internal Dolby
Digital decoder into RF Mode. Note the
dialog levels for both operating modes in
Figure 3.

The line level outputs on digital cable set top
boxes will, in most cases, feed the line inputs
of a stereo television, VCR or a home theatre
system. And since it may be desirable for set
top output levels to match the standard output
levels of other consumer audio equipment
such as CD and DVD players we must
consider the following. @ Many consumer
audio products (with line level inputs) are
usually designed to accept a level of 2Vrms
maximum and not much more. Therefore the
digital set top box must be designed such that
digital full-scale signals are able to deliver
2Vrms at the line level outputs.
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Set Top Gain Structure

To satisfy one of our earlier requirements of
having matched dialog levels in both decoder
operating modes at the line level outputs, we
shall re-state that full-scale (OdBFS) signals
from a Dolby Digital decoder operating in
Line Mode should give 2Vrms at the line
output connectors.  Hence, the standard
normalized dialog level (quantified using the
LAeq method) in Line Mode will be 34dB
below 2Vrms and equates to 40mV rms in
each channel. If the decoder is deliberately
set or defaults to operating in RF Mode, it
becomes necessary to remove the 11dB of
boost applied in RF Mode before applying the

signal to the line level outputs ONLY. See
figure 2 & 4. This will then produce the
identical LAeq dialog level at the line level
outputs of the digital set top box as when the
decoder is in Line Mode (40mV rms).

For analog services (NTSC) delivered to the
digital set top, our gain structure assumes that
the normal dialog level is about —17dBFM. If
the NTSC dialog level is to match digital
sources, the maximum deviation of 0dBFM
should be 17dB above the normalized dialog
level of the Dolby Digital decoder
(40mVrms). Therefore, 17dB above
40mVrms results in 0dBFM being equal to

283mVrms. See Figures 2 and 4 for more
information.
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Line mode RF mode .
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Set Top Box Line Output Levels



Dynamic Range Control

The Dolby Digital system conveys audio
without altering its dynamics. Unlike any
previous broadcast delivery mechanism, it
gives the listener the option to hear the
program as the original program producer
intended, even if that means that it ranges
from barely audible to extremely loud (i.e.,
wide dynamic range).

Typical analog broadcast processing usually
forces the audio program level towards full
modulation for a substantial portion of the
time, lowering the peak-to-average ratio
thereby eliminating most of the dynamic
range. A benefit that comes with this is an
approximate normalization of the average
listening level. In other words, the same
device that reduces the dynamic range
determines the average volume. With Dolby
Digital there are no technical pressures to
reduce dynamic range, and the average
volume is addressed by the dialnorm
parameter discussed earlier. Further, the need
for dynamic range compression can be
considered to be independent of average
listening levels.

The Dolby Digital system utilizes a unique
approach to applying dynamic range
compression to audio program material. The
purpose of the algorithm itself is to make the
decoded audio levels closer to the dialog
normalization level, amplifying material that
is lower in level and attenuating material that
is above the dialog level.  Rather than
reducing the dynamic range in a non-
reversible way, the Dolby Digital encoder
generates compression gain words that are
carried along in the Dolby Digital bitstream as
part of metadata. These gain words are
calculated based on a number of separate
input parameters, including the selected
dynamic range compression preset (see the
compression profile section), the level of the
program material itself, and the program

dialog normalization value. Hence, setting
the dialnorm value properly is a critical first

step in calibrating the dynamic range
compression system.
The DRC (Dynamic Range Control)

algorithm supplies two types of gain words to
the decoder, dynrng and compr. The dynrng
variable is applied to the decoded audio when
the decoder is operating in Line Mode. This
control signal is generated based on the
original program producer’s artistic choice of
a compression profile preset, which is
included in the Dolby Digital encoder. Since
many of consumer decoders default to Line
Mode, the programmer may choose, via the
compression profile preset, the one that suits
the needs of most of their audience.
Individual listeners may have the option to
choose to decode the program with all of its
original dynamic range depending on the type
of decoder they have. However, studies and
experience have shown that in most cases the
majority of television viewers would never
want or need the full dynamic range of the
audio that this system is capable of delivering.

The compr variable is applied to the decoded
audio when the decoder is operating in RF
Mode. This control signal is generated to
insure that the peak modulation of the RF
remodulator is controlled to an acceptable
value when the dialog is modulated to a value
that is similar to current analog NTSC
practices. This provides the listener who
chooses to use the RF output of a set top
terminal with acceptable results without
affecting listeners that may be using the line
level outputs and/or an external Dolby Digital
decoder in a home theatre system.

Downmixing, Overload Protection and
Dynamic Range Control

When a multichannel program is downmixed
within a Dolby Digital decoder, the downmix



coefficients are generally fixed values.
Downmixing is performed in the digital
domain (except in the case of a 2-channel to
mono downmix), and obviously there is the
possibility  that the downmix  will
overload/clip the digital-to-analog converters
(DACS) in the decoder. If the fixed downmix
coefficients in the decoder were chosen so
that downmixing a multichannel program
would never overload the DACs, many of
these downmixed programs would sound
quieter than the same program reproduced in
a multichannel mode or a mono or stereo
program that did not require downmixing.
With this potential problem in mind, the
actual downmix coefficients were chosen to
give a more satisfactory match in output level
between downmixed and non-downmixed
programs. However, the caveat with this
choice is that it might result in output
overload while downmixing on the rare
occasions that a multichannel program
approached digital full-scale on all channels
simultaneously. Remember that most
programming  typically demands level
attenuation within the decoder via the
indicated dialnorm value. This attenuation is
applied in the digital domain prior to
downmixing, and in turn reduces the
probability of overload the DACs. However,
the 11 dB of boost provided by the decoder in
RF Mode does once again increase the
probability of overloading/clipping the DACs
while downmixing. These different situations
were taken into account and are addressed
within the dynamic range compression
algorithm.

To assist the system in predicting a possible
overload condition the encoder generates
several possible downmixes in parallel with
the computations taking place that generate
dynrng and compr gain words.  These
downmixes are used to estimate the worst-
case peak level at a decoders output while
taking into account the value of dialnorm that

is currently being used. This separate process
then calculates the gain reduction needed to
prevent an overload condition for decoders
operating in both Line & RF Modes. The two
values of gain reduction derived from this
process, one for Line Mode and one for RF
Mode, are compared to the gain reduction
values demanded by the selected dynamic
range compression profile. The larger value
is then substituted for the compression figure
in the dynrng and compr control word. With
typical multichannel programming, protection
limiting is rarely needed or necessary when
the accompanying dialnorm value is correct.
As an example, imagine the highly unlikely
case where a five-channel program reached
full-scale simultaneously in all channels. This
represents a sound roughly 30 dB higher than
standard dialog level. In this case,
downmixing with the decoder operating in
Line Mode and preventing an overload would
require that a total of 11 dB of gain reduction
be applied from dialnorm and dynrng. In
other words, the attenuation requested by both
the dialnorm value and the calculated dynrng
gain word (actual value based on compression
profile selected in the encoder) must be 11 dB
or more to keep heavy protection limiting
from taking place. In RF Mode, this
condition could require 22 dB of gain
reduction (dialnorm + compr). This may be a
good reason to always use an artistic
compression profile in the encoder when
given the choice.

When the bitstream is decoded, the decoder
itself is responsible for applying these gain
words to the reproduced audio. The particular
gain words used are determined by the
operating mode that the decoder is in. The
decoder can be instructed to provide the full
amount of compression indicated by the gain
words, reduce or scale the amount of
compression applied, or even apply no
compression at all (as long as the decoder is
operating in Line Mode and not performing a



downmix). This allows the end user to adjust
the amount of dynamic range compression
applied based on their individual taste.

Compression Profiles & Presets

As stated earlier, in many applications Dolby
Digital (AC-3) will be compared and heard
along side analog terrestrial and cable
programming sources. There are several
Dynamic Range Compression profile presets
included in the current Dolby Digital encoder
that permit degrees of processing that are
similar to present day broadcast practices.
They all include a null band, which is a region
in the middle of the dynamic range where the
gain is fixed at unity. (i.e. no boost or cut)
The ends of this null band are referenced to
the value of dialnorm so that dialog or
average program lies within the null band and
is not subject to gain variation. Applying
dynamic range compression in this way
provides two important advantages. First,
program material with an already restricted
dynamic range will generally remain within
the null band and in turn, is not subjected to
any further dynamic range compression, and
second, dialog does not modulate background
noises. The result is that this type of
processing reduces the dynamic range without
producing audible side effects such as
transient distortion or gain pumping often
associated with broadcast processors. Figure
5 is a graphical representation of unity gain
within the compression profile null band.

boost ratio

max boost ﬂ knull band
*
max cut
cut rati

input level

compression gain

Figure 5 — Example Dynamic Range Profile

It is assumed that a typical wide dynamic
range program, such as a film, has peak levels
at least 10 to 15dB above the dialog peak
levels and will probably be unacceptably loud
for many subscribers. Thus, if the dialog
level lies within the null zone, typically 10dB
wide, the only way to restrict these changes in
level is to use a high compression ratio above
the top end of the null zone. Below the null
zone, the maximum amount of gain to be
applied is cause for concern. In film, raising
low-level  sounds  excessively  would
sometimes reveal unwanted background
disturbances, such as camera and traffic noise,
which the original program producer did not
intend to be audible. Since the sounds
intended to be heard are rarely much quieter
than dialog, film soundtracks would only
require small degrees of low-level boost.
Thus the low level compression ratio is not
critical and limiting the maximum gain for
film soundtracks to only about 6dB will
provide acceptable results.

Currently, there are five Dynamic Range
Compression profiles in addition to None
included in the Dolby Digital Encoder. These
profiles are: Film Standard, Film Light, Music
Standard, Music Light and Speech. For more
information on the specifics of each
compression profile please consult the Dolby
Digital Professional Encoding Guidelines
Manual.

Also note, if the “None” compression profile
is selected, the dynamic range compression
algorithm generates the desired compression
gain words set to 0 dB gain (i.e., no cut or
boost). However, the “None” profile does not
disable overload protection and it is possible
that the actual compression gain words in the
Dolby Digital bitstream will be less than 0
dB.



Current Observations and Practices

A recent analysis has indicated that much of
the digitally distributed cable programming is
encoded with incorrect dialnorm values and
in many cases is utilizing the preset default
values that many Dolby and Dolby licensed
encoder manufacturers have implemented.
This most likely stems from confusion over
the purpose of dialnorm and how to properly
set it for a given program. Note that default
values may vary from manufacturer to
manufacturer, further aggravating the
problem. The documentation that usually
accompanies these very complex encoding
systems typically does not include clear
explanations on how dialnorm and other
metadata parameters inter-relate, how to set
them, and in the end, how they affect the
listeners and subscribers. At least one manual
simply states that setting the dialnorm value
to =31 will cause no attenuation to take place
in the decoder. While this statement is true, it
should be realized by this point in the paper
some of the serious drawbacks of doing so.

Further complicating things, some of these
potential drawbacks become increasingly
worse if the correct dialnorm value for a
given program is a greater distance (with
respect to dialog level) from a typical default
dialnorm value of —31. Take the case of a
program that regularly reaches 0 dBFS and
has a very limited dynamic range such as rock
music. Encoding this type of program with a
dialnorm value of -31 appears logical, due to
the fact that no deliberate attenuation will take
place in a decoder operating in Line Mode.
Unfortunately it will, more than likely, cause
audible side effects with decoders operating
in RF Mode due to protection limiting, and
may lead to subscriber complaints. Since a
large percentage of digital cable subscribers
are utilizing the channel 3/4 RF output of
their digital set top terminal to feed their
televisions, properly setting the Dolby Digital
metadata is extremely important.

Recall that a Dolby Digital decoder operating
in RF Mode reproduces the dialog level
(based on a valid transmitted dialnorm value)
at —20 dBFS LAeq which is an +11dB
increase in dialog level when compared to a
decoder operating in Line Mode of -31dBFS
LAeq. For this example, when the encoder
calculates and creates the compr gain words
(see the earlier section on Overload
Protection) used by a decoder operating in RF
Mode, they are given the responsibility for at
least 11dB of overload protection limiting to
keep the set top decoder DACs from clipping.
This type of protection limiting can be
aggressive at times, especially in the case
where an artistic dynamic range compression
profile was not chosen in the encoder. Had
the dialnorm value been set correctly in this
case, there would be minimal or no
overload/heavy protection limiting applied in
a decoder operating in RF Mode.

While the correct setting of dialnorm for this
program will minimize any side effects from
heavy protection limiting with decoders
operating in RF Mode, it will also lower the
reproduced level for decoders operating in
Line Mode. This behavior is expected. In the
case of popular music productions, with
recorded levels frequently approaching 0
dBFS and average levels not too far below
that, some attenuation in the decoder is
required to better match the average levels
found in typical analog and digital broadcast
programming.

Recently, many premium service cable
networks have installed systems that enable
them to offer multichannel audio to their
subscribers. With some of these systems it is
now possible to easily carry all of the proper
audio metadata generated in production,
through the entire distribution system, and
eventually to the subscriber’s digital set top
terminal and/or decoders placed in a cable



headend or turnaround uplink. = When a
service such as this is directly compared to
another programmer’s service, which is using
default and most likely an incorrect dialnorm
value, it can potentially further aggravate the
level discrepancies. In the worst case, this
scenario applies to cable systems that are
supplying digital subscribers with
programming with valid metadata (in this
case a correct dialnorm value) and
simultaneously offering other programming
without valid metadata, all in the same
channel line up delivered to the subscriber’s
set top terminal.

For example, a movie typically has a
dialnorm value of -27 dBFS LAeq.
Assuming that the Dolby Digital decoder is
operating in Line Mode (dialog reproduced at
-31 dBFS LAeq) a program having a
dialnorm value of —27 (movie) would require
4 dB of attenuation in the decoder to
“normalize” the dialog level. In contrast,
programming with an actual dialog level of
-21 and a transmitted dialnorm value
incorrectly set at —-31 would request no
attenuation or normalization take place in the
decoder. The net result of this is that the two
programs are now 10 dB apart upon decoding.
This is a good example of how incorrectly
setting dialnorm on only a few services can
affect the perception of those services that
have it set correctly. Since some
programmers, especially those dealing with
legacy content, may never have the need to
offer their subscribers multi-channel audio
and/or have a system in place to correctly set
the audio metadata (in this case dialnorm) on
a program by program basis configuring
dialnorm appropriately becomes a challenge.

For this particular broadcaster, if most of their
source material is already uniform in dialog
level, possibly through the use of processing,
but not at the normalized level of Dolby
Digital then a “static” or fixed dialnorm value

may be appropriate. In other words, utilizing
dialnorm to introduce a fixed offset in the
decoder to make up for the offset between the
plants operating level and the normalized
Dolby Digital level. Implementing a fixed
dialnorm value, in this case, still allows the
programmer the ability to easily make minor
adjustments if needed. This practice of
setting dialnorm to a valid “static” value has
been implemented on several services and has
been quite successful in providing much
closer channel-to-channel level matches while
avoiding overload/protection limiting
distortions. A critical benefit is that all of this
could take place without the need for the
programmer to significantly modify their
internal operating procedures and practices.

Analog Tiered Subscribers

As stated earlier, many cable programmers
are beginning to use digital compression
methods to transport their signals to both
analog and digital cable systems. The main
difference is where the digital content is
decoded. For an analog system or tier, the
service is decoded to baseband analog in the
cable system’s headend facility using a
commercial Integrated Receiver Decoder —
IRD. The decoded signal in analog form is
then modulated and combined with other
services/channels onto the cable plant for
delivery to the subscriber. Since all of the
subscribers on this type of cable system
(analog) will receive the signals via the RF
Tuner input on their television or set top
terminal, typical wide dynamic range movies
from a premium service with the headend
IRD operating in Line Mode may cause
subscriber annoyance when comparing this
level to non-premium programming. In this
application, Line Mode may offer greater
dynamic range than what the analog
subscriber would need or want. This is due to
the differences in operating practices with
various programmers with respect to the
average dialog levels below full-scale digital.



A more appropriate IRD operating mode for
this application (if available) may be RF
Mode compression but without the 11dB
boost in overall level reflected at the
commercial IRDs outputs. This can be
accomplished with —11dB of attenuation
placed in series with the line level outputs
when the IRD is operating in this condition.
This mode limits the dynamic range to that
which is typically found in traditional analog
NTSC programming. This will give the
headend technician a better chance at fine-
tuning the audio modulator for this service to
match that of other processed or restricted
dynamic range programming without gross
over-modulation. If RF Mode is not available
in a particular IRD, the use of Line Mode and
applying dynrng scale factors of 1.0 for both
cut and boost may also provide satisfactory
results in many cases.

Set up and calibration of the downstream
analog modulator in the cable headend is
similar to the set top box operating in RF
Mode example covered earlier.  For a
monophonic analog modulator, two analog
signals from the IRD DACs should be
combined and fed to the modulator with gain
such that identical (i.e. correlated) tones
(400Hz) present in both channels of the
decoder at OdBFS yields +6dBFM (200%
modulation) as in our set top example used
earlier. With the gain set in this manner,
programming from the IRD will more closely
match other analog services within the cable
plant in both dialog level below maximum
and program dynamics.

As a side note, many programmers who have
begun to include “valid” metadata have
witnessed, depending on the material, an
attenuation in the decoded level when
compared to the level that was presented to
the encoder(s). This behavior is normal and is
due to the validity of the dialnorm value
carried in the audio program and Dialog

Normalization always being enabled in the
decoder. To explain this, keep in mind that
previously many programmers may have been
encoding all of their programs with a
“default” and perhaps an “invalid” dialnorm
value of —31dBFS LAeq, which required no
attenuation take place upon decoding.

Turnaround Uplink Facilities

Another specific decoder operating mode
sometimes implemented in professional and
commercial IRDs that is useful in some cable
headends or a turnaround uplink is Custom
Mode. This mode, among other things,
allows the professional user to disable dialog
normalization in the decoder. Disabling
dialog normalization in a turnaround uplink
may not offer any advantages since this type
of facility will most likely re-encode the audio
programming with locally generated Dolby
Digital metadata that may or may not be
correct. Consider a scenario in which a
programmer is correctly setting all of the
Dolby Digital encoding parameters, including
dialnorm at their uplink. This programming
is then distributed to both cable headends and
turnaround  uplinks. Enabling dialog
normalization in the IRD at the turnaround
uplink will normalize the incoming average
dialog levels to —31dB LAeq. Since the
incoming programming is now normalized
with respect to dialog level, the downstream
uplink encoder can employ a dialnorm value
of =31 (which in many cases is default) and
the control over decoded audio levels is
determined at the original programmers
uplink encoder. All of this assumes that the
turnaround uplink facility does not process
the incoming audio before re-encoding and
that the programmer has set dialnorm
properly. Consider the same situation
described above but with dialog normalization
disabled at the turnaround IRD. In this mode
(Custom Mode), the expected dialog level
normalization will not take place in the IRD
because the dialnorm value carried in the



bitstream is ignored. In turn, any differences
in dialog level will be distributed to digital
subscribers that exist on the downstream side
of the turnaround facility, potentially
annoying them. Another potential issue arises
when the dialnorm value wused in the
turnaround uplink encoder is set to —31: in
some cases presenting un-corrected audio
levels (i.e. not at -31dB LAeq) may result in
unnecessary limiting when the digital set top
is operating in RF Mode.

Another very important point with regard to
Custom Mode is that when a decoder is
operating in this mode and is performing a
downmix (i.e. 5.1 ch. > 2 ch.), 11dB of
attenuation is automatically applied. This is
due to the possibility of disabling dynrng
compression and dialog normalization, which
would increase the potential for overload
during downmix condition. In most cases, the
attenuation is compensated for externally in
the analog domain, so this behavior is
transparent to the user. However, it is wise to
verify that this is in fact the case.

As a final note remember that most, if not all
broadcasters airing a multichannel audio
program will most likely have to replace their
existing 2-channel or mono audio program
rather than sending both simultaneously. This
single multichannel audio program then has to
satisfy everyone’s listening needs. In most
cases, a multichannel audio program will need
to be downmixed to stereo or mono not only
at the subscriber’s digital set top but also in a
headend or turnaround facility within the
commercial IRD as well. Due to the vast
deployment of commercial IRDs that cable
networks may have, it becomes imperative
that they are all operating in the intended
modes as defined by the programmer. Many
cable networks may not realize that their
decoders are operating in inappropriate modes
until the multichannel programming actually
starts. It is important to note that this change

in audio can affect affiliate cable systems and
subscribers differently in each of these cases.

Recommended practices and procedures for
commercial decoders are needed throughout
this industry and will give programmers and
subscribers predictable and consistent results
for every type of application.

Conclusion

This paper has begun to outline the issues and
opportunities surrounding the deployment of
digital programming with an emphasis on the
uses of Dolby Digital audio metadata to assist
the cable industry in maintaining consistent
levels. We have specifically focused on the
Dialog Normalization parameter since it has
the largest impact on the subscriber. Also
provided was an analysis of a reference digital
set top box design and how a proper
implementation is extremely important. With
a better understanding of the overall system,
programmers can offer better service to
subscribers with the simultaneous benefits of
fewer complaints, increased satisfaction,
increased customer retention, and best of all,
an expanding customer base due to the
increased quality of the delivered products.
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Parameter Description Change Purpose

Name Rate

acmod audio coding mode Program Informational

bsmod bit stream mode Program Informational

dsurmod Dolby surround mode Program Informational

Ifeon low-frequency effects channel | Program Informational
indication

dialnorm dialog normalization Program Level Control

compr compression gain word Frame Dynamic Range

(“RF” profile) Control

dynrng high rate compression gain word Block Dynamic Range

(“Line” profile) Control

cmixlev center mix level Program Level Control

surmixlev surround mix level Program Level Control

Table 1 - Dolby Digital Metadata Parameters
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Jay Weber, Ceri Jerome, Prasad Panchangam, Daniel Salo
RespondTV, Inc.

Abstract

Operators and Programmers each have
important roles in the delivery of enhanced
content, and these roles need technical
integration to make ETV work. In particular,
programmers are in a position to determine
the scheduling of enhanced content and other
interactions with programming, and operators
are in a position to determine bandwidth
provisioning and platform-specific encoding.
This paper describes an architecture and a
protocol that supports integration of these
control points along the broadcast chain.

INTRODUCTION

In this paper, Enhanced Television
(ETV) is the combination of broadcast
programming and synchronized interactive
graphics, text, and forms. This category
covers such compelling applications as direct
response from advertisements, engaging
product placements, audience participation,
and rich T-commerce. Thus as ETV is a
synchronization of  programming and
interactivity, it requires technical integration
of the broadcast signal and the interactive
capabilities of distribution and in-home
equipment, in particular between
programmers and operators.

Many pilots, including some of ours,
have assumed that a programmer does all
preparation of the signal and the Operator
serves as a pass-through, perhaps with signal
format conversion. We have found that this
approach does not scale for the following two
reasons.

First, Operators are deploying a variety
of set-tops that have a diverse set of

capabilities and a combination of standardized
and proprietary interfaces. Programmers, who
generally strive for maximum distribution,
cannot prepare the interactive signal
components in one way that fits all.

Second, distribution plants have
varying requirements and capabilities in
forward- and back-channel bandwidths and
latencies. A basic choice is whether to embed
content in the broadcast signal or send a
trigger to load the content over a back-
channel; the optimum choice varies by
operator and over time even for a single
operator.

To address this, we have developed a
Transport Control Architecture (TCA) where
the operators play an active role in managing
how the broadcast signal directs content to
subscriber equipment.  Under the TCA
programmers do not send instructions directly
to set-tops but rather they send information, or
cues, that operators use to control their set-
tops.

This paper summarizes the TCA and
then focuses on its key interface, the protocol
for programmers to communicate ETV cues to
operators.

TRANSPORT CONTROL ARCHITECTURE

In this paper, we use the term
programmer to indicate any party that
schedules video assets into a channel, and the
term operator for any party that distributes
such channels to consumer equipment. The
architecture generalizes to situations where
programmers and/or operators are one and the
same, or multiple cascading entities such as
station groups or meta head-ends.
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The figure shows a simplified CUE SYNTAX

broadcast chain and back-channel, and the
entities that constitute them. Note that the
ETV Creative goes not to the programmer but
to a content host who serves as a
clearinghouse for multi-platform content and a
server both for operators to load and cache
content to be pushed over broadcast, and for
set-top back-channels to pull personalized and
transmit transaction data over back-channels.

The key components in the figure are
the cues generator at the programmer and the
cues processor at the operator. Cue
generation takes information from play-list
automation and encodes it for use downstream
by operators. Cue processing reads such cues
and acts upon them, usually by loading and
caching content for data carouseling or
transmitting a trigger.

The figure shows that the transport of
cues is through an embedding in the broadcast
signal. Though we anticipate that this will
usually be the most convenient means, as we
discuss later in this paper, other means are
possible and have some advantages.

Cues may be transmitted using the
following general format:

1 1<URI>{ [attrl:valuel] [attr2:value2]..
[attrN:valueN] }{ [checksum] }

The prefix “!!” indicates the following
characters represent a cue. The receiver may
choose to act on the cue or to discard it. The
remainder of the cue is designed to follow the
syntax of triggers from EIA-608B.

The URI identifies the enhancement
resource. The URI is enclosed in angled
brackets, followed by zero or more pairs of
attributes and values in square brackets, then
followed by an optional checksum in square
brackets. The order of attributes is not
important.

As in EIA-608B, the characters
included in the cues are interpreted as ISO-
8859-1 (Latin-1) characters. Only those within
the range 20h to 7Eh are used, the remaining
characters should be discarded when
processing cues.



Some URIs, attributes or values may
require characters not within the above range,
or that are excluded in this specification (such
as square brackets). These characters should
be encoded using the standard mechanism of
“%” followed by the two-digit hexadecimal
value in ISO-8859-1.

URI Field

The URI identifies a generic
enhancement resource that is to be acted upon.
An enhancement resource may be a single
item such as a trigger, a content package,
carousel file or schedule; or it may be a group
of several such components.

In this context, a schedule refers to a
set of enhancements and their timings
throughout a television show or spot. A single
cuc is able to start the schedule, and the
operator takes the responsibility of sending the
enhancement components for the show as
dictated in the schedule.

The URI can be specified as relative or
absolute. Relative URIs allow operators to
choose from where to obtain the enhancement
data. Allowing the operator to choose the
hosting service is a more flexible system, and
can help with such issues as load balancing.
An enhancement service provider may
provide a web interface for obtaining the data;
the details of this mechanism are described
later in this document.

Attributes

Nine attribute fields are defined in this
standard: component, action, duration, offset,
id, expires, source, utc, and response.

The component attribute is used when
the URI references a resource group; the value
specifies a component within the group. The
URI itself could contain component name, for
example, the following cues identify the same
resource:

| l<adsponsor/enh01> [component : content01]
| l<adsponsor/enh0l/content01l>

Keeping the URI as the root of the
group (in this case, adsponsor/enh01)
enables operators to group cues that apply to
the same enhancement. This may be useful
when applying actions to the whole group,
such as stop.

The action attribute specifies how the
resource is to be processed. The following
table defines the current list of actions:

Action Action to take

value

start Start the enhancement

stop Stop the enhancement. If the URI
specifies a group, stop all its
components.

pause Pause the enhancement and freeze
the duration countdown. If the URI
specifies a group, pause all its
components

resume Resume the enhancement after a
pause.

load Pre-load the enhancement

cancel Cancel all previous matching cues.
See “id” attribute for details.

query 2-way protocol: Ask for the status
of an enhancement

response 2-way protocol: Reply to a status
request

If an action is not specified, the default
action is start.

The duration attribute is used with the
start action. It specifies how long in
milliseconds the enhancement should run for.
A value of zero indicates the enhancement
should run once only. If no duration is
specified, the enhancement is run until a stop
action is called.

The offset attribute specifies when the
action should be executed. If a utc value is
specified, the offset is relative to this time,
otherwise the offset is relative to the time
when the cue was received. Units are
milliseconds. If no offset is specified, an
offset of zero is used by default.

The id attribute, together with the URI
and component attribute should uniquely



identify a cue. If a cue is sent multiple times,
and these fields remain the same, the previous
cues are discarded. For example, a cue with an
offset of 30 seconds is sent every 10 seconds,
with the offset value decreasing accordingly.
The id will be the same each time, so the cue
is only processed once. Multiple cues sent this
way enable systems to cope with occasional
delivery failures.

When a cancel action is processed, the
results depend on whether the three
identification fields are specified. If just the
URI is specified, all cues with the same URI
are cancelled. If the URI and component are
specified, all cues matching both fields are
cancelled. If the id is specified, only those
cues matching all three fields are cancelled.

The expires attribute specifies in UTC
when the cue is no longer valid. Expired cues
should be discarded.

The source attribute specifies who sent
the cue. The will usually be the programmer,
but may also be the operator replying to a
query in the 2-way protocol.

The utc attribute is a UTC timestamp
for the cue. The offset attribute is relative to
this value.

The response attribute is part of the 2-
way protocol and contains the response
message requested by a query action. If this
attribute is present, the action attribute must
be response and so is ignored.

Checksum

The checksum may be included to
detect data corruption. It is identical to the
Internet Protocol checksum described in IETF
RFC 791 and IETF RFC 1071, also used in
EIA-608B. The “!!” is included in the
calculation. The result is a 16-bit value
transmitted as four hexadecimal digits, with
the most significant byte first. Characters
outside the 20h to 7Eh range are not included
in the checksum.

Attribute/value abbreviations

Cue transmission mechanisms often
have bandwidth constraints that must be
adhered to. The following policy is
recommended to minimize bandwidth:

e Remove any attributes that would be
present by default. This includes
[action:start] and [offset:0]

e Use abbreviations for attributes and
action values as shown in the table:

Attribute name Abbreviation
component : Xxx C: XXX
action:start a:s
action:stop a:o
action:pause a:p
action:resume a:r
action:load a:1
action:cancel a:c
action:query a:q
action:response a:e
duration:mmm d : mmm
offset :mmm O : mmm
id:xxx 1:xxx
expires:ttt e:ttt
source : Xxxx S 1 XXX
utc:ttt u:ttt
response : XXx T XXX

e Keep the URI and component attribute
values to a minimum
Use short id values
Use short source values

TWO-WAY PROTOCOL

The protocol does not specify a
delivery method or platform for the cues.
Methods may include delivery in the T-2
service of a video broadcast, conforming to
EIA-608 (Recommended Practice for Line 21
Data Services); or out of band delivery via
TCP/IP or UDP/IP. The cues do not interfere
with, and may be used in conjunction with
triggers as in EIA-608B.

The one-way protocol is designed for
in-band delivery of cues. It is assumed that in-
band cues are synchronized to the broadcast,
so that time offsets will be relative to the point
in the broadcast when the cue is received.



An out-of-band delivery system may
make use of the 2-way version of the protocol.
This is an extension to the standard protocol
adding the two actions query and response.

A programmer sends a query action
cue asking for the status of an enhancement.
The enhancement is identified by the URI, and
optionally the component attribute. The
operator replies with a response action cue,
containing the status of the enhancement in
the response attribute. The format of the
response value is not defined by this standard
and should be defined by the both the
programmer and operator involved.

A query action cue containing an id
attribute is a request for the status of a cue.
The id, URI and component are used to match
the cue. The operator replies with a response
action cue containing the status of the cue in
the response attribute. Again the format of the
response value is not defined in this standard.

As mentioned before, a UTC time
stamp can be included in cues that are not
synchronized to the broadcast. If possible, this
timestamp should take into account the time
difference between the video feed at the
programmer, and the video feed received by
an operator. Alternatively, an operator could

use the source field to identify the
programmer, and adjust the timestamp
accordingly.

SCHEDULE RESOURCE FORMAT

A schedule resource specifies a set of
enhancement resources with a schedule of
when each resource should be processed. The
timings will be relative to a point in time,
which is usually the beginning of a television
show or spot.

A schedule should be specified as a
list of cues. All the standard attributes apply
except source and utc. The original cue that
referenced the schedule resource determines
both these attributes. Also, its offset value will
be added to the offset value in each schedule
cue.

CUE EXAMPLES

The following are all examples of
valid cues:

!l<http://itv.adsponsor.com/spi/enh01
> [component : content 03] [action:start] [
duration:30000]

| l<adsponsor/enh02> [source:aprogramme
r] [expires:20010601] [offset:10000] [id
:0077]

! l<adsponsor/enh03/trigger0l>

| l<adsponsor/enh04>[c:content02] [a:1]
[s:aprogrammer] [u:20010101T103922]

! l<adsponsor/enh04>[c:content02] [a:q]
[s:aprogrammer]

! l<adsponsor/enh04>[c:content02] [r:ac
tive] [s:anoperator]

CUE PROCESSING

This section suggests some procedures
that an operator should follow when
processing cues.

A local cache is recommended for
storing enhancements before insertion. The
load action indicates enhancements are to be
prepared in advance.

A content host’s Service Provider
Interface (SPI) is a convenient mechanism for
supplying enhancement resources. The
operator makes a request to the content host
specifying the URI, component, and platform.
The content host searches for the resource that
matches the platform, and returns the required
data. A platform may have several possible
data formats, so the SPI should also return the
specific data type. The cue only specifies the
resource identifier; no assumption can be
made about the generic data type (such as
trigger or content) until the data type is
returned by the SPI.

To summarize the process: the cue
identifies the generic resource; the operator
specifies the platform and requests the
resource from a SPI; the SPI returns the
resource and its data type.



Each enhanced television platform
requires insertion tools and equipment to
insert the data into the video stream. There
may be several such systems available for
each platform. The operator must retrieve the
platform specific data and, if necessary,
process the data so that it conforms to the
insertion system interface.

A content host has the choice of
supplying basic platform specific data, or
supplying data that conforms to a specific
insertion system. If an insertion system
becomes standard for a platform then it makes
sense for the service provider to provide data
in the correct format. This would allow extra
control over insertion parameters.

For standard television transmission,
automation systems produce as-run logs to
record the shows/spots that have aired. In the
same way, operators should be able to produce
as-run logs for enhancements that have been
inserted. Each source will have its own
associated log.

An operator and the programmers need
to specify an error handling policy for the
operator to implement. At the very least this
should include steps to deal with cue parsing
errors, data retrieval errors, and insertion
errors. In the future the cue protocol may be
extended to include an attribute to specify
error-handling policy.

CONTENT HOSTING GUIDELINES

By providing a standard interface,
content host service providers are able to
serve content for multiple platforms from a
single source. The suggested format of this
interface is as follows:

ContentHostURL/EnhancementURI/Component
Where Component is optional. For
example,

http://itv.contenthost.com/spi/adspon
sor/enh01/content01l

This SPI format allows the operator to
select the content host when the enhancement
URI is relative, and also allows the
programmer to specify the content host with
an absolute enhancement URI.

The following table lists the
parameters that should also be included in the
request. Note that platform is the only
required parameter.

Parameter Value
source Programmer; same value as
cue source attribute

client Operator

platform Standardized name of the
enhanced television
platform

device Standardized name of the
insertion system

Any other

platform- or
insertion-specific
parameters

The content host should attempt to
return data that matches the device. If the
device is not specified, or is not recognized,
the platform should be used to locate the data.
If the platform is not supported or recognized,
the request should be rejected.

The content host is also able to choose
resources based on the programmer and
operator. This may be useful for regional
targeting of enhancements.

If an enhancement is not available for
a platform, the contest host has the option of
returning a default enhancement.



CONCLUSIONS

This paper has presented a new way
for programmers and operators to synchronize
in the deployment of Enhanced Television
applications. We believe that it is a big win
for the operators as it gives them the means to
optimize for the network and their choices of
delivery platforms. We also believe that it is a
big win for the programmers who can achieve
maximum ETV distribution with a minimum
of distribution-dependent signal-processing.

While we have designed this protocol
with some accounting for deployability, we
recognize that there are several major open
issues, including the following. First, as we
mentioned the transport of the one- and two-
way protocols between programmers and
operators may depend on security and
provisioning restrictions, as well as video
formats. Second, that operators may need to
make restrictions on the use of cues, e.g., that
cues must appear at least some offset (as
much as a day) before the interactive session.

Third, that this protocol must be more
completely reconciled with existing and
ongoing standard efforts. And finally, that
resolution of the above issues will require
bilateral and multilateral agreements among
programmers and operators, and at some level
this will require an accounting of larger
business interests.
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Abstract
Analog-to-digital conversion
techniques  are  finding  increasing

application in HFC transmission networks
as a means of transporting analog signals
reliably. Among the advantages of these
techniques are a range of multiplexing
options, mass-produced devices, and the
ability to perform additional signal
processing in the digital domain.

The role of Digital Signal Processing
(DSP) in an analog-to-digital converted
CATV system may be divided into two broad
sections. In the first, the processing is
independent of the specific nature of
payload (e.g., the data could be of QPSK,
QAM16, QAM64 or QAM256 types). Here,
we would primarily be designing general
compression schemes as well as automating
various self-test and EMS routines, activities
which are roughly independent of the
digitized information content. In the second,
the signal processing can take advantage of
known characteristics of the payload data.
For example, here, we would be interested
in designing appropriate filters,
demodulators, and other devices more
appropriate for distributed CMTS-type
applications.

The authors have implemented a
hybrid combination of Digital Signal
Processing (DSP) and traditional RF
technology to improve HFC return path
performance. This approach uses an A/D
optical return path transmitter and receiver
which, in addition to normal "brute force"
coding, adds DSP algorithms that enhance
the achievable dynamic range and conserve

bit rate. Test results on prototypes show
dramatic improvement in Noise Power Ratio
(NPR), and simulations closely match the
measured performance.

This paper will present some of these
results and address digital signal processing
of the payload agnostic type. It will also
describe some of the technical details in
relation to currently available digital return
Systems.

INTRODUCTION

In the HFC CATV return band,
systems suffer from several noise sources in
the cable plant and in the optical links.
Noise from the cable plant can be bursty and
concentrated at several frequencies [1]. This
noise is determined by the existing cable
plant and can not be reduced by a
transmitter.

However, a transmitter needs
modulation headroom before the clipping
point to accommodate noise bursts in some
channels without affecting other channels.
Noise in the optical links stems from laser
RIN, shot noise, and receiver thermal noise,
and it can be incurred several times if the
signal is re-transmitted. State-of-the-art
analog transmitters use selected 1310 nm
DFB laser transmitters and can achieve an
acceptable  signal-to-noise  ratio  with
headroom over a limited link length of about
30 km from the node to the hub.



Analog-to-digital conversion
followed by digital transmission of the
converted data has been proposed as a
method to overcome the analog noise
sources and thus relax laser requirements,
increase transmission distance, and provide
a more robust re-transmission capability.
Such schemes require very high data rates to
achieve an acceptable transmission quality,
and results obtained so far at lower rates
yield marginal performance.

In this paper, the requirements for
the transmission data rate and clock jitter are
discussed for a dual RF channel input digital
transmitter. Then a DSP algorithm is
proposed that allows reduction of the total
data rate to fit existing OC-48 standards
with excellent transmission quality. The
limit for acceptable performance is explored,
and results are compared with test data. We
further discuss the link budget requirements
and DWDM system requirements for a
fiber-conserving system that operates on the
ITU grid. The data reduction provides
enough room for the addition of bits for FEC
and DC balancing, which results in an
extremely high link budget and transmission
distance. Digital control provides excellent
wavelength stability up to and exceeding an
85° C module temperature environment,
with reduced power dissipation.

System description

The return transmitter operates from
a node. In the field, internal node
temperatures in the range of —40° C to
+85° C can occur. In a system where, for
example, 32 nodes are to be combined into a
single fiber with 0.8 nm (100 GHz) spaced
ITU channel lasers, a £0.1 nm wavelength
stability is required for the transmitters.

Use of a DWDM combiner in the
field would put very strict requirements on
its temperature performance. For this reason,
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we propose using a passive coupler. For 32
channels, a 12 dB loss is to be anticipated.
The maximum fiber span for modem
operation is assumed to be 100 km, which
yields a 20 dB fiber loss (0.2 dB/km).
Finally, in the headend, a DWDD is
assumed with a 6 dB implementation loss.
This yields a total loss of 38 dB. Figure 1
depicts the described system. A comparison
of the two scenarios [2, 3] indicates savings
on transmitter receiver pairs, wavelengths,
capacity, cost of the DWDM, and the cost of
erecting and maintaining the hub.

Analog Transmission System

Headend

(101 16)

Headend to Node

Digital Return System
Headend
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Figure 1. Comparison of analog and digital return
transmission system architectures

Basic implementation

Optically, this link requires a low
chirp DWDM OC-48 laser with a 7 dBm
average output power and typically 1 dB
dispersion penalty at 100 km. The receiver
requires an APD detector with a —32 dBm
sensitivity to obtain the required budget and
link length.



The analog to digital converters
digitize two RF input channels operating in
the 5..42 MHz band (or 5..48 MHz in FTLA
systems). The minimum sampling rate is
twice the RF bandwidth and thus should be
above 100 MHz. A typical requirement on
the attainable signal-to-noise ratio as
determined by an NPR test is 40 dB. This
NPR is to be maintained in a dynamic
window of at least 15 dB [4]. This is
investigated in the next section.

THEORY AND SIMULATION

Effective Modulation Depth

Optical, RF, and digital performance
are all related by a parameter called the
Effective Modulation Depth (Ug) for the
A/D converter. This [l is a counterpart of
the more familiar Optical Modulation Depth
(OMD) frequently encountered in optics
literature. Just as the laser is a compressing
entity in the optical domain, so too is the
A/D converter to the digital system. It may
be noted that for digital optical transmission,
an OMD exists as well for the laser, but a
well-designed transmission system does not
have any impairment due to the OMD of the
laser as a function of input RF power.

In order for the system to obtain
some required performance, a minimum
Effective Number of Bits (ENOB) is
required from the A/D converter. Note that
this number is smaller than the Number of
Bits (NOB) of the A/D converter due to non-
linearities in the A/D converter [5].

As illustrated in Figure 2, for a
multi-channel RF input signal, an effective
modulation depth (Uer) of close to 30%
leads to significant clipping distortion.
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Figure 2. NPR and [ as a function of RF power

To meet the 40/15 NPR requirement,
one should try to obtain a 40 dB NPR at 15
dB below the A/D converter’s clipping
point. Hence, for s = 30%, a minimum
signal-to-noise-ratio of 55 dB is required
(disregarding clipping impairments). This
translates to 62 dB for a single tone with a
100% amplitude modulation index (71%
Uerr) and requires an ENOB of 10.
Consequently, the NOB must be 11 or
higher.

The sample and hold (S/H) timing
jitter should be approximately 15 ps to
prevent ENOB degradation from sampling
jitter. In order to satisfy the ENOB
requirements, a 12-bit AD converter is
needed. A sampling rate of 103.68 MHz is
used to simultaneously meet the Nyquist
condition and be a perfect match for the
OC48 transmission rate. The total data rate
is then calculated as follows:

2 channels x 12 bits x 103.68 MHz = 2.488 Gb/s

This is the exact OC48 standard data rate.
Hence, cost-effective components are
available for the link. Notice, however, that
there is no overhead left for word
synchronization, DC balancing, error
correction, and status monitoring.

Simulation routine

The system performance of a system
with multiple RF carriers and with an NOB



of 12 and a sampling jitter of 15 ps rms can
be numerically estimated by sampling and
digitizing a set of carriers with 2" levels.
By taking the Fourier transform of the
resulting set of data, a spectrum results.

In the input spectrum, a slot is left
out. The timing jitter and the quantization
noise generate spectral content in the slot.
Comparison of that power to the carrier
power yields an estimate of the anticipated
NPR and is displayed as the output of the
simulation.

DIGITAL SIGNAL PROCESSING

Thus far, a general description of the
digitizing and recovery process has been
explained. It is well known, however, that
some overhead 1is required in digital
transmission to  effectively  transmit
information. The only possible way out of
such activity is by somehow reducing the
amount of required information payload
from the current OC48 data rates. Doing so,
however, requires either a reduction in the
number of bits or a change in the sampling
frequency, neither of which is conducive to
required performance. Therefore, some
techniques have to be applied to protect the
performance as well as to allow some
leeway for data processing.

Test results

The number of bits required to
digitize the input signal can be reduced by
suitably processing the signal before it is
digitized such that a converter (e.g., 10-bit
AD) can be applied. However, this leads to
large distortions, so an inverse operation is
required at the receiver side.

The input signal range is reduced at
the transmitter side. The operation is
inverted at the receiver side. This results in

an enhancement of the quantization noise for
large input power such that degradation in
SNR is expected. However, for large input
power, the signal is very far above the
quantization noise, so the performance is
acceptable.

A serious lingering problem with this
method is that to maintain a 40 dB NPR, an
extremely good match between the analog
compressing and de-compressing circuitry is
required, which is not practical over the
operating temperature range. For this reason,
12-bit A/D and D/A converters have been
chosen, and the DSP algorithm operations
are done in the digital domain. Using the
method outlined above, expected NPR
performance is calculated for compression
from 12 to10 and 8 bits.

Obviously, a 10-bit algorithm
scheme is possible with significant margin
over the required NPR performance. Even
down to 8 bits, the required NPR
performance can be met. The efficient
algorithm scheme frees up bits that can now
be used for overhead. These are now used
for addition of FEC and DC balance of the
code. NPR test results for 12 to 10 and
12 to 8 bit compression are shown in Figure
3 for a transmitter with 7 dBm output power
(10 dBm peak) and an APD receiver on a
100 km fiber link.

~23 dB DW@40 dB

~17 dB DW @40 dB

QNR (dR)

Pin (dBm)

Figure 3. Estimated NPR performance of a
digitally processed system



In Figure 6, QPSK and 16 QAM

error rates are plotted for comparison with
50 4 the NPR curves [6]. On the noise side, the
?ﬁ BER and SNR curves yield the same result.
0 On the clipping side, the BER is degraded at
2 204 a lower power level due to the non-Gaussian
z nature of clipping noise.
20 4
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a 12 to10 bit transformation, 40 dB NPR can
be obtained in a 20 dB dynamic window,
which well exceeds the requirement.

The curve presented in Figure 5
shows performance at different link budgets
using FEC for the digital link. Using the
available overhead and signal processing
allows operation well above the required
link budget. No performance degradation is
observed up to 41dB budget, and the link is
maintained up to 44dB budget. The FEC
allows monitoring of the error rate, and the
system is switched off if a 20 dB SNR
cannot be maintained at the clipping side.
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Figure 5. NPR test results of a 12 to 10 bit digitally
processed system over various link budgets
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Figure 6. NPR and BER test results of a 12 to 10
bit digitally processed system

Digital control of laser temperature

The presence of a powerful DSP
processor also allows intelligent control of
the laser Peltier element in a full bridge
switch mode power supply configuration.
The DSP can be programmed to minimize
dissipation and switching noise through
intelligent control of the switches. The
resulting wavelength stability and power
consumption is plotted in Figure 7.
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Figure 7. Test data of wavelength and power
consumption as a function of module temperature



Clearly, the laser wavelength can be
maintained well within limits up to 90° C
module temperature. The power
consumption that is required to cool the
laser is as low as 3W up to 85° C module
temperature.

The NPR performance of the system
over temperature shown in Figure 8
demonstrates the power of DSP in
maintaining system performance over
temperature. An ambient node housing
temperature of 60° C presents itself as 85° C
for the transmitter module.
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Figure 8. NPR test results of a 12 to 10 bit digitally
processed system over ambient node temperature

The DSP monitors the laser
temperature and switches off the laser power
in case the wavelength is out of range; thus,
neighboring channels will not be affected. It
also  monitors the cooler current
consumption and limits that to prevent
overloading the power supply.

CONCLUSION

A dual channel AD CATV return
band transmitter was presented operating on
the ITU grid. Requirements were derived for
an EDFA free operation of a return system
that combines 64 individual return channels
on a single fiber and transports these over
100 km of single mode fiber.

It was shown that at least a 12-bit
A/D converter is required for acceptable
operation, resulting in an excessive
requirement of the total data rate. An
information efficient algorithm was then
implemented with 10-bit transmission in a
DSP to obtain 40 dB NPR in a 20 dB
dynamic window combined with code
balancing.

An additional algorithm is proposed
that allows a 40 dB NPR in a 15 dB dynamic
window with only 8-bit transmission. The
digital link FEC allows a link budget in
excess of 40 dB and link lengths in excess of
150 km. Further application of the DSP to
the control of the laser cooler has yielded
better than 0.1 nm wavelength stability in
the —40° C to +90° C degree temperature
range at a power consumption of only 3 W
at 85° C module temperature.

Similar success with respect to NPR
performance has been achieved with un-
cooled DFB lasers with distances
approaching 80 km.

Clearly, the application of DSP can
significantly improve the performance of
digital return systems
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BNN -- A COMPREHENSIVE BANDWIDTH MANAGEMENT TECHNIQUE
FOR THE FORWARD PATH

Jerry Monroe, Philips Broadband Networks
Ray Thomas, Time Warner Cable

Abstract

Standardization of digital capabilities
of existing and to-be deployed HFC
networks calls for advanced techniques of
measuring digital performance.

The authors quantify  high-speed
forward (downstream) data capabilities
through the use of the Bit Error Rate in the
Noise Notch (BNN) technique.

Additive  White  Gaussian  Noise
(AWGN) is used to simulate full forward
path digital loading on a selected portion of
a network under test. Inserted into this fully
loaded bandwidth is a non-forward-error-
corrected 6 MHz, 256 QAM evaluation
signal.

Signal levels are varied, and as a result,
the true bit-by-bit dynamic range of
operation is fully understood. Additionally,
the effects of the digital tier on analog
channels can also be measured by this
technique.

Benefits for the manufacturer are a
repeatable test, which quantifies predicted
performance  and  can  easily  be
demonstrated  for network  operators.
Benefits for the operator include the ability
to certify and to re verify performance of
recently deployed networks.

This technique can also be used
successfully in predicting performance of
legacy networks when a fully loaded digital
tier is to be added.

The authors present lab tests using this
technique with analog loading provided by
CW carriers or analog headend signals.

By using this technique, bandwidth
management of the forward path can be
easily achieved, since the dynamics of the
path will be understood. This tool will be
very important to deployed networks and
their need to know how much headroom is
available for future digital services.

INTRODUCTION

Rigorous qualification testing of the
electronic components in a broadband
network was not a consideration in the early
days of cable. The immediate goal was to
fabricate a device that did the job and get it
into service as soon as possible. As our
industry has evolved, the need for
qualification testing has been discovered and
refined. Today, measurement of
characteristics like Mean Time To Failure
(MTTF) and Mean Time Between Failure
(MTBF) are standardized and routine.

Through testing, manufacturers seek to
demonstrate to network operators that their
products are superior to those of other
vendors, and operators seek hard proof that
the equipment they are buying meets high
standards for performance, quality, and
reliability.

This paper shares the results of on-
going work to develop test and qualification
methods that accurately simulate and predict
the performance of RF amplifiers, optical
transmitters, and optical receivers in
broadband networks transporting analog and
digital signals to deliver advanced two-way
services.



TESTING TODAY

What Drives the Way We Test?

Currently, several different types of test
signal loading are wused to conduct
qualification testing, with manufacturers
using different test configurations and signal
loading depending on the network operator’s
requirements. In nearly all situations, the
test requirements are specified by the
network operator.

Broadband network operators are driven
to specify various qualification testing
methods to meet their system design needs.
These needs vary widely, and may include
factors such as system size, available
bandwidth, channel type, channel loading,
dollars invested per home passed, business
philosophy, and engineering management

philosophy.  The goal of qualification
testing is to identify products that meet
performance, reliability, and cost
requirements.

How We Currently Test

A channel plan widely used in
broadband networks for forward
transmission places analog channels from
50 to 550 MHz and digital channels from
550 to 750 MHz.

Standard practice for qualification
testing of active devices in the forward path
fills the spectrum from 50 to 550 MHz with
Continuous Wave (CW) analog carriers.
However, a number of different methods are
in use for simulating the digital channel
loading of  the spectrum from
550 to 750 MHz.

One method of simulating the digital
load consists of using a bank of individual
QAM modulators (64 QAM or 256 QAM).
Loading the 200 MHz spectrum with 6 MHz

digital channels in this manner requires 33
separate QAM modulators.

A second method of simulating the
digital channel loading is to mix the output
of a small number of QAM modulators with
upconvertors/RF generators to create a wide
band of digital loading.

A New Way to Test

This paper presents a third method to
simulate digital loading for forward network
testing: use Additive White Gaussian Noise
(AWGN) to fill the spectrum from
550 to 750 MHz.

The results of testing wusing a
combination of analog carriers and AWGN
are shown in this paper. Our tests examined
AWGN levels representing full digital
channel loading that varied with respect to
the CW carriers. The various levels of
AWGN loading were selected to represent
typical operating levels used in broadband
networks throughout the world.

Our tests also simulate the changes that
will take place as the high end of the
spectrum carrying analog signals s
converted to carry digital channels. We do
this by expanding the bandwidth loaded with
AWGN signals to 500 - 750 MHz, while at
the same time reducing the bandwidth
loaded with  analog channels to
50 -500 MHz. Each digital channel is
capable of carrying the equivalent of up to
10 analog NTSC television channels.

The tests documented here seek to
determine the performance of forward path
DFB optical transmitters when fully loaded
from 50 to 750 MHz with analog carriers
and AWGN. BER performance was
measured as a function of RF drive level to a
transmitter under a variety of analog to
digital schemes.



USING BNN FOR FORWARD TESTING

The Bit Error Rate in the Noise Notch
technique (BNN) is not a new idea.
Previously, this technique has been used
successfully to quantify bit error rates of
common digital modulation modes (QPSK
and 16 QAM) used in the reverse path under
a fully loaded bandwidth condition. The
additional benefit of this type of testing is to
validate and demonstrate dynamic ranges of
operation of various components of the HFC
network. (See R. Thomas and J. Monroe,
“Reverse Path  Characterization: A
Summary of Field and Lab Test Results,”
SCTE Cable-Tec Expo 2000 Proceedings
Manual, 2000, pp. 475-491.)

Overview of the BNN Technique

In general, the BNN technique works as
follows.  First, define the bandwidth of
operation. For the forward path testing, this
was chosen as 54 to 750 MHz. Then, fully
load the bandwidth of operation with analog
and digital signals.

The analog portion of this bandwidth is
typically loaded with NTSC-based video
channels, spaced at 6 MHz from 55.25 MHz
to 547.25 MHz. For lab testing, these
channels are simulated with CW carriers
generated by a stable crystal-controlled
signal generator source.

Complete analysis of forward network
performance, requires loading the bandwidth
with the full digital component also. To load
the 550 to 750 MHz bandwidth we used
AWGN because of its large peak-to-average
power ratio, which is typical of the 64 and
256 QAM modulation techniques used in
today's forward path. This fully loaded
condition is shown in Figure 1.
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Figure 1.
Fully loaded forward test has analog
CW carriers and AWGN to simulate
digital loading

Note the “notched” out portion of the
AWGN bandwidth. We inserted a 6 MHz
wide 64 or 256 QAM test signal into this
notch. The IF-based test signal is "up
converted" to the desired frequency--in this
case 651 MHz. This non-Forward Error
Corrected (FEC) test signal is monitored for
bit errors. The data signal uses a Pseudo
Random Bit Sequence (PRBS) which allows
for precise bit-by-bit evaluation. The HFC
network, or a portion thereof, can now be
evaluated for BER in addition to traditional
performance parameters such as carrier-to-
noise, composite triple beat and composite
second order.

Test Setup

As shown in Figure 2, the test setup for
evaluating performance in the forward
system calls for three signal sources: a CW
signal source; a band-passed, filtered
broadband AWGN source; and a 64 or 256
QAM modulator.

Output of the CW signal source is
combined with output of the AWGN signal
source. The combined signal is notched at
the test frequency and has the QAM signal
to be evaluated for BER inserted into it. In
this test setup the QAM signal is originated
from a 43.75 MHz IF-based modulator,
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Figure 2.
Setup for using BNN for forward testing

which is unconverted and bandpass filtered
to the correct operating frequency. A
similar means of down conversion is used to
feed a matching demodulator also operating
at 43.75 MHz. Both the QAM modulator
and demodulator are data and clock driven
from a common digital transmission
analyzer.

Setting Levels

Setting of digital levels relative to the
analog video levels is critical. The
following technique is valid for a 50 to
750 MHz amplitude flat (zero dB tilt) test
signal only.

First, determine the desired operational
levels (For example, digital at —8 dB relative
to analog, CW carriers +15 dBmV, digital
carriers +7 dBmV). Next, use the band
power marker function of a spectrum
analyzer to set the digital band power of the
QAM channel accordingly. Then use the
same technique to set the remainder of the
digital bandwidth. Since the AWGN signal
is essentially flat, a representative 6 MHz
portion of this bandwidth is all that is
necessary for establishing the correct level.
See figure 3.

A proof of proper digital level relative
to analog level can also be performed as

follows.

Analog signal level
Digital signal level
Digital signal bandwidth
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Comparing Apples to Oranges

The power and simplicity of this test is
that it allows the user the freedom to use an
AWGN source generator to simulate a full
complement of digital modulators for a
given bandwidth.

However, to verify that AWGN does
not present a worst case or less than worst
case condition, the following correlation
testing took place. A bank of twenty-two 64
QAM generators was used in a direct
comparison to an identical bandwidth of
AWGN. In each bandwidth scenario, the
same 64 or 256 QAM modulated test signal

was evaluated, as shown in Figures 4 and 5.
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Performing this test on a forward path
DFB optical transmitter showed identical
BER results when using either power-
loading scheme; therefore, AWGN is a valid
signal source.

VALIDATING THE BNN TECHNIQUE
WITH SAMPLE TESTS

To validate the appropriateness of the
BNN technique, we used it for nine sample
tests measuring forward path performance.
These tests successfully used the BNN
technique to characterize BER of a forward
path transmitter. This evaluation was chosen
because of the increased scrutiny of laser
clipping and its impact on digital
transmission.

Setup for Sample Tests

As shown in Figure 6, the test setup
used a +12 dBm transmitter to feed a 15 dB
link composed of an optical attenuator plus
10 km of single mode optical fiber. This
link was then evaluated under a variety of
RF input conditions.

Optical Optical Flger Optical
Transmitter > Att ¢ » Receiver
+12.0 dBm enuator -3.0 dBm

RF RF
Test Signal Test Signal
Input Output

Figure 6.
Setup used for tests to
validate BER technique



Analog Test to Baseline the Transmitter

The transmitter was tested with the 78-
channel CW load from 50-550 MHz and the
digital load carried at -6 dB.

CTB, CSO and C/N were measured to
determine the relationship between the
transmitter under test and clipping or the
point at which the distortion levels change in
a non-linear fashion. Results of this test are
shown in Figure?7.

Observations: Clipping of the
transmitter takes place at an analog carrier
drive level of +18 dBmV. This is indicated
by the non-linear increase in both CTB and
CSO for a given dB increase in drive level.
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Figure 7.
Transmitter input level vs CTB, CSO, C/N

BER Test with Digital at —6 dB

The test transmitter was evaluated for
BER for both 64 and 256 QAM.
Transmitter input level of the digital signal
remained at —6 dB relative to the analog
carriers. Measured BER was recorded as a
function of RF drive level. Results are
shown in Figure 8.

Observations: Analog techniques
indicate that clipping occurs at a drive level
of +18 dBmV; however, minimum BER
degradation does takes place at +15 dBmV
for 256 QAM and at +17 dBmV for
64 QAM.

18 64 QAM BER

Txin

(dBmV) 256 QAM BER

Figure 8.
Transmitter input level vs BER
with digital at —6 dB



BER Test with Digital at — 8 dB

In this test, transmitter BER was
evaluated for both 64 and 256 QAM.
Transmitter input level of the digital signal
was —8 dB relative to the analog carriers.
Measured BER was recorded as a function
of RF drive level. Results are shown in
Figure 9.

Observations: Results are very similar
to when digital operated at -6 dB down,
with negligible variation in 64 and
256 QAM.

17 64 QAM BER
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256 QAM BER
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Figure 9.
Transmitter input level vs BER
with digital at — 8 dB

BER Test with Digital at —10 dB

In this test transmitter BER was
evaluated for both 64 and 256 QAM.
Transmitter input level of the digital signal
was —10 dB relative to the analog carriers.
Measured BER was recorded as a function
of RF drive level. Results are shown in
Figure 10.

Observation: Results are again similar
to when the digital is operated at —6 and
—8 dB down.
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Figure 10.
Transmitter input level vs BER
with digital at —10 dB



Analog Test to Baseline the Transmitter
with Expanded Digital at — 6 dB

Input signal was modified to 69
channels of analog (50-500 MHz) and
digital loading from 500 to 750 MHz at
—6 dB relative to the analog carriers. The
transmitter was baselined.  Results are
shown in Figure 11.

Observation: The clipping point with
69 analog channels remains within a dB of
the clipping point measured when loaded
with 78 analog channels.
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Figure 11.
Transmitter input level vs CTB, CSO, C/N
with analog 50-500 MHz
and digital 500-750 MHz

BER Test with Expanded Digital at —6 dB

In this test, transmitter BER was
evaluated for both 64 and 256 QAM.
Transmitter input level of the digital signal
remained at —6 dB relative to the analog
carriers. Measured BER is recorded as a
function of RF drive level. Results are
shown in Figure 12.

Observation: The 64 and 256 QAM
performance with 50-500 MHz analog and
500-750 MHz digital was similar to the
performance with 50-550 analog and
550-750 digital.

64 QAM BER

256 QAM BER

Figure 12.
Transmitter input level vs BER
with analog 50-500 MHz
and digital 500-750 MHz at — 6 dB



BER Test with Headend Analog
and Digital at — 6 dB

This test used a live, high-quality, direct
cable television headend feed to provide
analog loading from 50-550 MHz. The
digital load was inserted at —6 dB relative to
the analog carriers. The system was tested
again for 64 and 256 QAM BER. Results
are shown in Figure 13.
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Figure 13.
Transmitter input level vs BER with headend
analog and digital at — 6 dB

BER Test with Headend Analog
and Digital at — 8 dB

This test used local cable television
headend as the analog channel feed for 50-
550 MHz and digital load inserted at —8 dB
relative to the analog carriers. The system
was tested again for 64 and 256 QAM BER.
Results are shown in Figure 14.

64 QAM BER

(no bit errors
<20.0 dBmV)

256 QAM BER

Txin
(dBmV)

Figure 14.
Transmitter input level vs BER
with headend analog and digital at — 8 dB



BER Test with Headend Analog
and Digital at — 10 dB

This test used local cable television
headend as the analog channel feed for 50-
550 MHz and a digital load inserted at
—10 dB. The system was tested again for 64
and 256 QAM BER. Results are shown in
Figure 15.

64 QAM BER
20 -

(no bit errors
<20.0 dBmV)

18 256 QAM BER

Txin
(dBmV)

BER
Figure 15.
Transmitter input level vs BER
with headend analog and digital at — 8 dB

Observation: ~ All three tests using
headend signals as the analog feed show a
significant improvement in BER for both
64 QAM and 256 QAM, as compared to an
analog feed of CW carriers of the same
peak level.

CONCLUSIONS

The actual testing results show the BNN
technique to be a valid means for measuring
the performance of the forward path in
networks carrying a combination of analog
and digital signals.

When applied to the forward path, the
BNN test technique clearly yields results
that very accurately document bit error
performance.  This technique relies on
readily available resources and inexpensive
filters for band shaping to easily create and

duplicate a variety of test signal loading
conditions.

Manufacturers and system operators can
use this technique for system qualification
and optimization with confidence in the
results derived.

Initial testing indicates that the optical
DFB-based transmitter is clipping at drive
levels approaching +18 dBmV with the
digital load operating at -6 dB relative to
analog. Manufacturer specified drive levels
for this particular device are at +15 dBmV

It is interesting to note that measurable
256 QAM degradation of BER does appear
to take place several dB before measured
CTB and CSO clipping (and to a lesser
degree 64 QAM).

However, even at the drive level of
+17 dBmV, for which the CTB and CSO
were observed to be linear, both 64 and 256
QAM are still not at bit error rates of E10™
which is considered a worst case operating
level for digital set top boxes and cable
modems.

Removing the top eight NTSC channels
and increasing the digital tier by another
50 MHz was demonstrated to have minimal
effect on 64 and 256 QAM BER, as the
actual clip point remains essentially the
same.

Most interesting is the final set of tests
where the actual CW analog carriers are
replaced by high-quality live analog video
carriers originated at the headend. A
significant decrease in optical modulation
index was noted, and as a result associated
BER for 256 QAM modulation was reduced.

This test should give confidence to
network operators that negligible or no
clipping of the laser occurs when a full tier
of digital signals is added to the forward
path. (Provided, of course, that the
transmitter is  operated per typical
manufacturer recommended drive levels).
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Abstract

In order to enable end-to-end Quality of
Service (QoS) for different services, sush as
voice and video, a mapping of the QoS
mechanisms of any two bridged networks must
be supported and configured. A direct
mapping approach is not scalable or feasible.
In this paper we present a generic QoS
scheme. We present in detail the QoS
framework of DOCSISI.1 and provide an
overview of the QoS support in current and
future versions of home networking protocols
and architectures (e.g. 802.11, HPNA). For
the frameworks presented, we explore the
method to map their QoS mechanisms to the
generic scheme, thus allowing scalable
indirect QoS bridging.

INTRODUCTION

Cable operators are facing a new challenge
in distributing their services into the home.

The DOCSIS (Data Over Cable System
Interface Specification) standard has been
widely adopted by the cable industry as the
prevailing protocol for Internet over cable.
The first version of the specification (DOCSIS
1.0) mechanisms was targeted at basic data
transmission, providing a best-effort level of
service. The new version (DOCSIS 1.1) is
built on top of the previous 1.0 specification
and enables operators to provide consistent
and reliable digital services (such as Voice
and Video) through the use of sophisticated
QoS (Quality of Service) and Network
Management.

However, with the emergence of multiple
Home Networking technologies, operators
find themselves using technologies over
which they have significantly less control to
distribute their services throughout the home.
While these technologies can enhance the
customers' experience, they also potentially
put the reliability of cable services at risk. To
further complicate things, many Home
Networking technologies are being offered to
consumers: wireless, phoneline, powerline
and new wire technologies. In most of these
categories, several technologies are competing
with each other. Furthermore, the list of
competing technologies is getting longer as
new technologies emerge. It is expected that
several Home Networking technologies will
find their way into the home, resulting in a
heterogeneous home network.

In such a heterogeneous environment, a
data flow carrying service information may
cross different home network segments on its
end-to-end path. The service quality can’t be
guaranteed unless it is configured for each and
every segment. Special consideration is given
to the bridging points — the network entities
that attach different home network segments
together. These network bridges are
responsible for forwarding the data flow
across their network interfaces so that it
seamlessly crosses the segment’s boundary
without affecting the quality of service.

To achieve the QoS-bridging goal, one
may attempt to map the QoS mechanisms of
any two protocols ‘to be bridged.” This
approach, however, is not always possible -



different network protocols provide different
levels of QoS. This approach also is not
always efficient because too many parameters
must be considered in the mapping. Moreover,
the scalability of such an approach is more
than questionable because, for every new
network protocol, a mapping to all existing
protocols should be provided.

A generic QoS specification, as described
in this paper, is both feasible and scalable as
no direct mapping is required. Every network
technology is mapped to the generic QoS
specification, requiring a linear total number
of mapping rather than square.

The paper is organized as follows: first, we
present in detail the QoS framework of
DOCSIS1.1. Next, an overview of the
different home-networking technologies is
given, including their strengths and
weaknesses and for which applications they
are most well-suited. The next section
presents the concept of generic QoS
specification and then an example mapping is
given for DOCSIS and some of the other
home networking architectures. We conclude
with the evolution of the home networks
toward a unified QoS architecture.

DOCSIS

Cable Modem (CM) and Cable Modem
Termination System (CMTS) are the main
entities in the DOCSIS network protocol.
Several CMs- residing in the customer
premises - are connected to a CMTS - residing
at the cable operators’ Head-End - through a
Hybrid Fiber-Coax (HFC) network in a ‘tree-
like’ structure - where the Head-End is the
root and the CMs are at the leaves.

The DOCSIS downstream (DS) channel -
carrying information from the CMTS to the
CMs- uses a typical TV channel (6MHz wide

in USA, 8MHz wide in Europe) to carry
‘Ethernet-like’ packets over a continuous
digital MPEG stream. As the DS channel is
shared, the channel bandwidth (about 40
Mbps in USA) is distributed among all active
CMs. Note that all the DS packets are
received by all connected CMs. The Ethernet
address is used by the CMs to filter out the
packets they need.

The DOCSIS upstream (US) channel
carries ‘Ethernet-like’ packets and uses the
lower frequencies (below the range allocated
to TV channels), a range that is prone to
occasional interference. To cope with such
situations, the US channel configuration
(bandwidth, rate, error correction, and other
transmission parameters) is diverse and is
dynamically controlled by the CMTS. The
transmission scheme is decided on a burst-by-
burst basis. Again, the US channel is shared
among several CMs, hence a multiple access
mechanism is implemented and the channel
bandwidth (up to 10Mbps in the current
specification) is managed and allocated to
active CMs by the CMTS. Note that US
packets are received by the CMTS only.
Packets from CM to CM always pass through
the CMTS.

A DOCSIS domain may include several
downstream and upstream channels paired
accordingly to achieve the required network
balance. CMs may be instructed by the CMTS
to move from channel to channel as a load
balancing implementation or as a means to
overcome channel quality problems. A CM
acts as a transparent bridge, it forwards
packets that are received from the CMTS
toward its local network interface (Ethernet,
USB, etc’) and vice-versa. Packets that are
destined to the CM (such as packets to the
SNMP, DHCP or other IP based agents
residing in the CM) are consumed by the CM
and not forwarded.

As CMs reside in varying distances from
the CMTS, The Time Division Multiple



Access (TDMA) scheme implemented in the
US requires subtle synchronization
mechanisms. All CMs align to the CMTS
clock (this clock is distributed through
dedicated DS control messages). A ‘Ranging’
mechanism (in which the CMTS instructs the
CM on the time shift and power level to use in
US transmissions) is constantly active for
every connected CM. This mechanism ensures
that all CMs transmissions are aligned to a
time base controlled by the CMTS, and that
all signals are received at the CMTS at
approximately the same level, ensuring the
ability of the CMTS to identify collisions.

The US channel is divided into time slots.
A transmission interval is a group of
continuous time slots. The CMTS allocates
transmission intervals for different needs
(transmission requests, packet transmission,
ranging messages, etc.), and transmits the
allocation to the CMs using a dedicated
control message in the DS. Some of the
allocated intervals are multicast (generally,
transmission request intervals are not
allocated to a specific CM) and may result in a
contention, and some of the intervals are
unicast (such as a packet transmission
interval). The US interval allocation messages
(‘MAP’ messages) are transmitted in the DS
by the CMTS in a timely manner. To illustrate
the US transmission mechanism, consider a
CM wishing to transmit a packet in the US.
The CM will analyze the MAP messages in
the DS until a multicast ‘request’ interval is
allocated by the CMTS. The CM will transmit
its request in the specified interval (the request
contains the required transmission length) and
will wait until a MAP message containing the
requested allocation (a ‘grant’) is received.
Once the grant is received, the CM transmits
the packet in the allocated interval. It might be
the case that more than one CM transmitted a
request in the same interval. In that case, a
back-off algorithm is implemented to solve
the contention. To overcome the possible
contention of subsequent requests, a CM may

transmit a request embedded (‘piggybacked’)
in a packet transmission.

While the best-effort scheme that was
provided by DOCSIS 1.0 was sufficient for
basic Internet access, it fell short of the needs
of more sophisticated services that are unable
to operate in the absence of guaranteed QoS.
The QoS framework of DOCSIS1.1 (as
detailed below) was targeted at exactly those
types of services.

Four main service categories are supported
by DOCSISI.1: Unsolicited Grant Service
(UGS), Real-Time Polling Service (rtPS),
Non-Real-Time Polling Service (nrtPS), and
Best Effort (BE) service.

In a UGS flow, the CM is assured to
receive from the CMTS fixed size grants at
periodic intervals without the need to
explicitly send requests. In addition to the
grant size and the period, the tolerated grant
jitter is also negotiated at service setup. The
main advantage in using a UGS is the reduced
latency achieved by eliminating the need to go
through the request-grant cycle for every
packet. However, using a UGS is inefficient
for applications that don’t require a constant
data rate over time. A flavor of UGS -
Unsolicited Grant Service with Activity
Detection (UGS-AD) — is targeted at those
exact applications (e.g. Voice with silence
detection). In a UGS-AD, once the CMTS
detects flow inactivity (through non usage of
grants by the CM), it starts sending unicast
request opportunities (also called ‘Polls’) at
periodic time intervals. The CM can use the
unicast requests opportunities to send requests
(once the flow is to resume) avoiding the
latency incurred by contention at multicast
request intervals.

In a rtPS flow, the CM is assured to receive
from the CMTS unicast request opportunities
at periodic intervals. If the CM does not use
the request opportunities, the CMTS allocates
the reserved bandwidth to other flows,
overcoming the inefficiency of UGS. In a



nrtPS flow, the bandwidth is not guaranteed to
the flow. The CM, however, is allowed to use
multicast request opportunities for the flow as
well. The last QoS category, Best Effort,
defines the minimum traffic rate (which the
CMTS must reserve) and the maximum
allowed rate as the main service parameters.

Multiple  data  flows (each  flow
corresponding to a service and identified by a
Service ID (SID) may concurrently exist in a
CM. A transmission request in the US and the
corresponding grant includes the SID as the
flow 1identifier. The CM and the CMTS
negotiate the QoS for each flow wupon
allocation and dynamically as the service
requirement changes (in dedicated
procedures). The QoS is then achieved by the
implementation of sophisticated scheduling
mechanisms in the CMTS. A classification
function is applied to every packet. The flow
in which a packet is transmitted is based on
the content of the Ethernet and IP header
fields (allowing every application to receive a
different service flow). The classification
function may also indicate the suppression of
the packet header (a mechanism that is useful
for packets with semi-constant headers and
short content, such as voice packets).

802.11

IEEE 802.11 are a set of standards for
wireless networking. The original 802.11
specification, defined a network that works in
the 2.4Ghz frequency band and is capable of
transmission up to 2Mbs. The 802.11b
standard that is becoming a dominant force in
the wireless home networking arena extends
this capability to 11Mbs thus providing the
ability to transfer high quality audio and video
content over the network. 802.11b PC cards,
PCI cards and external base stations that are
sold today enable multiple PCs to connect
with the home or office as well as other IAs
such as PDAs. The 802.11a standard provides
even higher data rates (>50Mbs) using the

5.7Ghz band. The 802.11g specification will
provide a direct extension to the 802.11b
using the same 2.4Ghz band and providing
data rates of 22Mbs.

An 802.11 network is usually composed of
multiple stations and a single access point that
coordinates the network activity. In some
cases an Adhoc network can be established
with stations only.

The original 802.11 specification used a
basic contention-based MAC and as such does
not provide real mechanisms for QoS (similar
to plain old Ethernet). The ongoing work on
the 802.11e specification is intended to
provide the necessary extensions to the 802.11
MAC in order to provide real QoS. It is
important to note that the original 802.11
MAC spec took in to consideration the
possibility of MAC extensions. Therefore,
old 802.11 devices with the original MAC
will not degrade the QoS capabilities of newer
802.11e devices. Hpwever, this is not the case
for Ethernet as well as Home Networking
Phone Alliance (HPNA).

The 802.11e  specification includes
multiple levels of QoS. The basic level
provides for a simple prioritization
mechanism similar to the basic HPNA 2.0
mechanism and 802.3p. The higher levels of
802.11e are targeted to provide real QoS with
guaranteed bandwidth and delay on a per-
stream basis. These capabilities are similar
and, in some cases, exceed the ones that exist
in the DOCSIS 1.1 specification.

The 802.11e  specification includes
multiple bandwidth management schemes.
The lower levels employ a distributed
approach where each station on the network is
making its own QoS decisions similar to
Ethernet. The highest level (3) wuses a
centralized approach where the accesses point
controls the assignment of bandwidth to the
client units similar to a DOCSIS CMTS and
DOCSIS CMs. All these schemes can coexist
on the same physical channel. The coexistence



of different level QoS devices is similar to the
co-existence capability of DOCSIS 1.0 and
DOCSIS 1.1 modems on the DOCSIS
network.

The 802.11e draft defines a set of MAC
sub-layer QoS parameters more extensive than
may be needed, or may be available, for any
particular instance of QoS traffic. These
parameters, collectively called a traffic
specification and applied to a traffic category
(TC), are Traffic Type, Ack Policy, Delivery
Priority, Retry Interval, Polling Interval,
Transmit Interval, Nominal MAC Service
Data Unit (MSDU) Size, Minimum Data Rate,
Mean Data Rate, Maximum Burst Size, Delay
Bound, and Jitter Bound.

HPNA

The network defined by the HPNA enables
devices to transmit packets over residential
phone lines. Two specifications have been
developed: HPNA 1.0, which offers a data
rate of 1 Mbps using an Ethernet-like Carrier
Sense Multiple Access (CSMA) protocol
without any QoS mechanisms, and HPNA 2.0,
which offers a data rate of 10 Mbps using a
prioritized CSMA protocol. In the discussion
that follows, we refer to the later HPNA 2.0
protocol.

The management of the PHY and MAC
layers is distributed. All the devices cooperate
to enable minimal overhead of network
resources usage for network management. All
decisions, such as transmission schemes and
priority, are implemented locally in every
device. For example, every device decides, on
which transmission scheme to use based on
the destination device(s) characteristics.

The network supports eight priority levels
from zero (lowest) to seven (highest). A time-
division scheme is used to enable prioritized
access. For every priority level, a designated
time slot is defined (the time slot for priority
seven being first, followed by the time slots

for the other priorities in descending order).
Devices are allowed to start the transmission
of a packet only in (or after) the time slot that
corresponds to the packets’ priority (as
decided by the device). Since collisions can
still occur - usually between packets of the
same priority - a contention resolution
algorithm (CRA) - based on a random back-
off mechanism - is implemented. New packets
for transmission do not preempt the CRA
unless they are of higher priority.

The above scheme carries some inherent
characteristics that impact the usability of the
HPNA network for services requiring
guaranteed QoS. Ignoring collisions, the
worst-case latency of a packet to be
transmitted is in the range of the maximum
transmission time of a packet — about 4.2
milliseconds. If collisions occur, however, the
latency can be only statistically bounded
(every contention resolution ‘round’ takes
about 200microseconds). As the stations are
free to choose the transmission priority of
most of the packets (although a mapping of
IEEE 802.1D priority levels to HPNA
priorities is provided), the resulting network
latency can’t be guaranteed (higher priority
‘preempting’ packets may affect the CRA
completion time).

The above limitations call for higher-level
network synchronization - a management
entity at a higher layer that controls both the
priority and timing of packet transmission at
the MAC and PHY layers. Such a scheme will
enable the provision of quality demanding
services such as voice and video over phone
lines.

IEEE1394

The IEEE1394a standard defines a wired
networking targeted to connect very-high-
speed multimedia devices over short
distances. The  IEEE1394a  supports
connection speeds of up to 1.6Gbps with
lower levels starting at 200Mbps. IEEE1394



uses special types of cables to carry the
information. Multiple IEEE1394 devices may
be connected to each other in a daisy chain
formation. IEEE1394 interfaces are part of
every digital camcorders and are also widely
deployed in multimedia PCs. It is also used to
connect high-end video display devices
(HDTV) and editing equipment. The
IEEE1394 was also chosen as the interface
between the next generation of OpenCable™
set top boxes and HDTV displays. Efforts are
being made to extend the capabilities of
IEEE1394 and to provide for wireless
variations. Other  IEEE1394 related
specifications define the way MPEG-2 TS (the
standard used for Digital broadcast over cable
and satellite) are carried over IEEE1394
networks, delivery of [P traffic over
IEEE1394 and control language over video
equipment (start, play, stop, forward, back,
titles etc.).

The IEEE1394 MAC layer includes two
types of channels: asynchronous and
isochronous.

The asynchronous channel is a best-effort
data channel that has no QoS mechanism
associated with it.

The isochronous channel is a reservation-
based, assured-bandwidth channel.

A designated isochronous resource
manager in one of the devices connected to
the IEEE1394 network manages the
Isochronous channel. The resource manager
accepts reservation requests from all devices
on the network and assigns specific bandwidth
to each one of them. The reservation should
reflect the peak rate of transmission from the
source device. Bandwidth that is not assigned
to any Isochronous reservations or is not
utilized by an existing reservation is used to
carry best-effort asynchronous transmissions.

It is important to note that the capacity of
the DOCSIS channel is negligible compared
to the capacity of 1394, which is typically
200-400Mbps and the garnered capacity to a
subscriber using DOCSIS channel is a fraction

of the overall 40Mbps D/S channel). Also the
jitter and delay provided by IEEE1394 on the
isochronous channel is extremely low due to
the high bit rates and fixed reservation
mechanism.

BlueTooth

The Bluetooth (BT) specifications define a
short-range wireless network working on the
2.4Ghz band. The maximum data rate
supported on a BT system is 768Kbs. The BT
specification defines two connection methods:
The point-to-point connection where two
devices are creating a private connection, and
the point-to-multi-point connection where a
real network of up to eight active devices is
created. The point to multi-point connection is
based on an assignment of a master device to
each such network (named a piconet) and
multiple slave devices. A slave device may
belong to multiple piconets. BT is rapidly
deploying today in devices such as cell phone
PDA etc..

The definition of mapping in this section
relates to the point-to-multi-point connection
defined in BT.

BT defines two types of channels for
transmission - synchronous and asynchronous.
Synchronous channels (SCO) are symmetric
and provide a 64kb/s bi-directional connection
between the Master and a specific slave.
Transmission and receiving slots are sent
periodically with a fixed interval between
them, each slot is 625usec in length. Up to
three such slots can be accommodated by a
single master or slave. The SCO slots are
setup by the master using the BT LM
protocol. There are multiple types of SCO
slots, most of them are targeted to voice
distribution, but one of them can carry both
voice and data simultaneously.

Asynchronous packets (ACN) are sent on
the slots left after SCO assignment. The slaves
send information only after they receive



information from the master. There are
multiple types of ACN slots that differ by
their payload size and FEC protection. For the
ACN channels, the BT specification defines
the L2CAP layer that enables segmentation
and re-assembly of packets as well as QoS
services and connection establishment.

The SCO channels of BT are really
targeted at voice streams for which they
provide QoS. The different types of slot
VHI1..3 provide different packetization
periods and delays for the voice transmission.
It is important to note that these slots are
highly tailored for simple PCM-based
transmission of voice packets. Usage of these
slots for other applications or voice codec
types is not trivial. The usage of SCO
channels is also limited since the BT L2CAP
conversion layer is not defined for this
channel and thus the direct translation to IP is
not obvious. It is most likely that SCO
channels will be used for voice delivery only.

Best-effort data as well as reservations not
using SCO will use the ACN slots. The
L2CAP layer of BT runs on top of ACN
channels and includes a QoS reservation
protocol that uses values, such as bucket rate
and jitter, to define the QoS of a designated
stream. The L2CAP QoS is not mandatory and
so not all BT implementations support it.

From the QoS perspective, BT SCO channels
provide for excellent QoS but are intended for
a very narrow set of voice applications. The
L2CAP QoS mechanism can potentially
provide for good QoS but it is not mandatory
as part of the spec. The overall bandwidth
capabilities of BT limit it’s ability to support
high-end applications such as mid/high quality
video streaming, as such it can extend
DOCSIS QoS for a limited set of applications.

HomeRF

The HomeRF specification is another
standard for wireless networking. HomeRF
devices are capable of transmitting up to rates
of 1.6Mbps. Future HomeRF specifications
are targeted to reach the 10Mbps range.
HomeRF devices marked the first phase of
commercial wireless home-network devices.
HomeRF PC Cards, PCI cards and external
modems that are being sold today enable the
connection of multiple PCs and peripherals
with in the home.

The HomeRF MAC layer architecture is a
combination of an asynchronous, Ethernet-
like access mechanism and an isochronous,
circuit-switched TDMA access mechanism.

The isochronous channels are used
primarily for up to eight active 32 kbps ADPC
voice connections using DECT signaling in
the upper layers. As in BT SCO channels,
these channels are providing full QoS with
guaranteed delivery and bounded jitter and
delay, but only for very narrow range of voice
applications.

The asynchronous data service is
comprised of both a best-effort service and a
prioritized  asynchronous  service.  The
management of the PHY and MAC layers is
distributed. All the devices cooperate to
enable minimal overhead of network
resources usage for network management. All
decisions, such as transmission schemes and
priority, are implemented locally in each
device

HomeRF devices support eight
prioritization levels for asynchronous data as
well as a lower level of best-effort data.

Specific streams can be assigned higher
priority over other streams. It is also possible
to define a nominal time reservation and
maximal time reservation for a stream.

Like 802.1p, the HomeRF asynchronous
channel can only provide for prioritization
but with no guarantee of delay or bandwidth.



Its limitations are similar to the ones
identified for HPNA 2.0.

The current spec of HomeRF is also
limited in the application it can carry due to its
bandwidth. It would not be suitable to carry
mid/high quality video streams.

HomePlug

Although power-line, as a communications
medium, is more complex than wireless and
phone-line, the distribution of outlets within
the home makes it a viable platform for home
networking. The HomePlug Powerline
Alliance was formed to create an industry
standard for high-speed home networking
over power lines. Similar to the situation with
phone-lines, the management of the PHY and
MAC layers is distributed - all decisions are
implemented locally in each device depending
on a dynamic configuration that is suited to
the specific pair of interconnected outlets. The
adaptation to specific channel characteristics
is essential to the efficient use of the media
since the exact channel behavior is unique and
generally unpredictable. An  encryption
scheme in the MAC layer copes with the
inability of the distribution transformer to
block the propagation of power-line signals
from one home it powers to another.

A variant of the Carrier Sense Multiple
Access with Collision Avoidance
(CSMA/CA) shared access protocol is used
(with a random back-off algorithm for
contention resolution). QoS is supported
through the additional definitions and
mechanisms for priority classes and latency
control: stations use a priority resolution
interval to signal the requested transmission
priority, ensuring the early transmission of the
higher priority frames. Latency is reduced
through the wuse of segmentation and
reassembly (a mechanism is provided to allow
uninterrupted  transmission of  multiple
segments in the absence of higher priority

frames). By enforcing the discard of stale
packets, a bound on the latency is achieved.
This is particularly important for applications
demanding latency control (e.g. VOIP).

HomePlug shares many of the phone-line
protocol limitations, primarily the inability to
prevent a non-cooperating - though compliant-
device with ‘private’ priority semantics. To
truly support latency and jitter sensitive
applications, higher layer coordination is a
desired scheme in this case as well

QoS Based on flow-specs requirements

We are interested in the bridging of QoS
from the DOCSIS technology to other home-
networking technologies. This raises a
question regarding what is actualy being
bridged. As can be seen from the previous
sections of this paper, there are multiple ways
to achieve QoS over different networks
technologies, some use CBR mechanisms
(Constant Bit Rate) where a set of two
numbers (Packet rate, Packet Size) define the
QoS, while others use prioritization
mechanism where a single, different value
(Priority) defines the QoS. Other mechanisms
use even more complex representations for the
QoS with multiple values. Trying to directly
match these QoS mechanism and values is in
most cases impossible.

A different approach to QoS mapping
would be to look at the actual streams of data
for which we are attempting to provide QoS.
We can use some sort of general QoS
requirement definition for these streams, and
then try and map these general requirements
to any one of the different technologies on the
stream’s way from source to destination. The
mapping of two technologies is indirectly
performed by mapping each to these general
stream requirements.

One general model that had been used in
multiple standards is the flow model, which
imitates a fluid-flow model. In this model, the



data flows are represented as buckets of fluid
(the data is the fluid) that are purred into pipes
of variable size. The flow is defined by the
size of the bucket, the number of buckets per
second, the peak rate for which a fluid can
purr from the bucket and the pipe size.
Additional values such as the over all delay
can be added to provide for more information
on the requirements of the stream. Although it
seems very crude, the flow model has been
proven to be a viable tool to defineing the real
QoS requirements of data streams. These
general flow requirements are titled “flow
spec.”

The benefits of this indirect mapping are
not obvious at first glance. In order to better
explain them let’s consider the following
example:

Technology A uses a QoS mechanism that
is based on the assignment of a constant bit
rate (CBR) channel for each stream. The
channel is defined by the packet size
transmitted and the time-gap between each of
these packets, which is completely fixed.

Technology B uses a prioritization
mechanism with limitation on packet sizes.
Streams with higher priority are given access
to the channel before streams with lower
priority. The maximum length of a packet to
be transmitted for each stream is also limited.

We wish to deliver the following stream
that is defined by the flow model as follows:

Bucket Rate = 100 per second

Bucket Size = 100 bytes

Peak Rate = 10Kbytes/per second

Pipe bandwidth = 10Kbytes/per second
Max Delay = 30msec

Technology A may map these stream
requirements to a CBR channel of packet size

200 bytes and repetition of 50 times per
second. This definition satisfies the
requirements of the stream.

Technology B would have to consider the
other existing streams on the network and
consider their relative priority and packet
sizes. Let’s assume that the network data rate
is 100K byte per second, the number of
priority levels is four, and three streams of
level three already exist with a packet size of
2000b ytes each. The new stream will be
mapped to level four with a packet size of 100
bytes. Mapping it to lower levels will cause a
violation of the Max Delay defined by the
stream.

We were able to map the stream to both
technologies and, by that, create an indirect
mapping between two completely different
technologies. This mapping will enable us to
deliver the specific stream over a network that
is comprised of segments from both of these
technologies while maintaining the stream
requirements. However, we cannot assume
that the direct mapping exists between the
two. A “technology A” CBR channel of
200bytes and repetition of 50hz is not
equivalent to “technology B” level four. The
mapping exists only in the context of the
specific streams that are active in the system
on a specific time.

Mapping to Flow Specs

This section provides a short explanation
of the mapping between flowspec parameters
and some of the actual technologies
previously described.

DOCSIS

The DOCSIS QoS is using multiple types
of services such as CBR, Real Time Pole
(RTP) etc.. The information provided by the
flowspec can be used by the DOCSIS CMTS



to decide what type of service a specific
stream will receive. Streams that have their
peak rate equal or close to their average rate
will receive a CBR service and the parameters
of this CBR will be set according to the peak
rate of the flow spec, other streams that have a
more bursty nature may use an RTP service. A
more detailed mapping between DOCSIS
parameters and flow specs can be found in
CableLabs™ PacketCable™ QoS
specification. It is important to note that the
mapping information provided for DOCSIS is
just a guideline for implementation. Every
CMTS vendor can decide on different
mapping algorithms. This does not create any
interoperability or performance problems
beacause DOCSIS uses a fully centralized
bandwidth and QoS management.

802.11

The QoS mechanisms defined in 802.11¢
use parameters that are very similar to the
ones of the flow specs. Therefore, a direct
mapping between the two can be made. The
physical mapping of these requirements to the
channel behavior depends on which level of
802.11e QoS is used. Some of the levels use a
distributed approach where each station is
making it’s own decisions on the scheduling
of packet for transmissions, while others use a
centralized approach where a master station
makes the decision for all other stations. In
general the centralized approach can provide
full compliance to the flow-spec requirements,
while the distributed approach is usually
statistical, and can provide a very high chance
of compliance to the requirements, but not
complete certainty.

In most cases, an 802.11b/e network can
meet flow-specs requirements that can be met
by the DOCSIS channel.

BT

There are multiple option to providing QoS
over BT. In some cases, the flow-spec

requirements can be satisfied by using an SCO
channel (given the stream bucket size and rate
fit the size of the SCO slots), other flow specs
may be mapped to the L2CAP QoS
parameters. These parameters are very similar
to the flow-spec parameters and a direct
mapping is possible. The scheduler in the
master station performs the physical mapping
of these requirements to the channel behavior.
It is important to note that, due to the limited
bandwidth of the BT network, it is likely that
some streams flow specs that the DOCSIS
network can satisfy would not be met by the
BT network (i.e. a flow spec of data rate
higher then 768kbit/sec). For BT devices that
do not include the L2CAP QoS extensions, it
is generally impossible to assure the
fulfillment of the flow-spec requirements. If
the rates of data in the flow spec as well as the
delay requirements are significantly lower
then the over all BT channel capacity, then
there is a good chance that the flow-spec
requirements will be met. But for rates that
are closer to the channel capacity or strict
delay requirements, the chances are that the
non QoS BT network would not be able to
satisfy these requirements.

HPNA

The current HPNA specification (2.0) uses
a priority based QoS mechanism. The exact
usage of the priority mechanism is not defined
in the HPNA specification and is left open.
Flow specs with higher bandwidth and delay
requirements may be mapped to higher
priority while best-effort or low-capacity/
high-delay flow specs will be mapped to
lower priorities. This type of mapping can
guarantee the requirements of the flow specs
when we are dealing with a low number of
streams. When the number of streams
increases, we have a situation where multiple
streams use the same priority level and it is
impossible to guarantee the delay that packets
from each of these streams may encounter.
Using statistical models we can in most cases



assure to a very high probability that the
flowspec requirements will be met even in
cases where multiple streams are using the
same priority.

Adding a control protocol that will
negotiate scheduling information between the
different devices on the same HPNA network
can make an improvement to the QoS
provided by the basic prioritization
mechanism. Such protocols are currently
under investigation in different
standardization groups.

It is important to note that all the described
mechanism for QoS over HPNA require that
all devices on the network will obey a defined
set of rules for the usage of the priority
mechanism. These rules are not part of the
HPNA specification itself and since the
scheduling of packets transmission is
distributed (each HPNA device makes its own
decision on when to transmit, there is no
central point of coordination), it is hard to
assure the behavior of a network that is using
equipment from multiple vendors. The most
obvious example of this problem is the
connection of an HPNA adaptor to a PC
where the priority level is set by the PC owner
to the maximum (7), and large packets are
sent at a high rate over this interface. Even if
all other devices on this HPNA network are
attempting to cleverly schedule streams to
priorities, they will all be blocked by the
transmission originating from the PC.

HomeRF

The HomeRF QoS mechanism is a
combination of CBR channels and a priority
based QoS channel. Similarly to BT, flow
specs that fit into the HomeRF CBR channels
may use it for delivery of streams (very
narrow usage for voice streams). Other
flowspecs will need to be mapped to the
different priorities. The problems associated
with mapping to a priority based QoS are

explained in the HPNA section. These
problems are significantly more severe when
dealing with HomeRF as the capacity of the
HomeRF channel is much lower then the one
offered by HPNA 2.0. As in the case of BT,
some of the flowspecs delivered by DOCSIS
would not be deliverable over HomeRF
because of its limited bandwidth.

IEEE1394

The IEEE1394 QoS is based on assignment
of CBR channels for each stream. The
mapping from flowspec requirements to CBR
can be based on the R (pipe bandwidth)
parameter of the flowspec. This is a very
crude and simple mapping that does not take
into account the other flow-spec parameters.
But, for all practical applications, the other
requirements of the flow spec will be met
since the IEEE1394 channel overall
bandwidth is large and the delays are short.
This is specifically true when talking about
streams that need to be carried over the
DOCSIS channel that offer smaller bandwidth
and longer delays. In general, streams that are
carried over DOCSIS networks should not
have problems being carried over IEEE1394
networks.

Conclusion:
The evolution toward a unified framework

The current home networks are mainly
used to share Internet connection and a
printer. However, they serve as the baseline
for the future home networks. As more
applications, appliances and services become
available, the underlying components of the



future home network will be aggregated,
resulting in a heterogeneous home network.

In today’s home network, the home
appliances, such as TVs, phones, PCs and,
PS2, are generally owned and controlled by
the home resident. Some of those end points
are ‘general purpose’ in nature, meaning they
are not dedicated to a specific service. Rather
they may be used for different services upon
need. Some others are dedicated to a service
and, as such, are more prone to end up being
owned and controlled by the service provider.
The home network itself, connecting the end
devices to the service sources and making the
services possible, is a clear candidate to be
handed-over (in terms of management and
control, rather than ownership) to the
responsibility of an entity other than the home
resident. The diversity of configurations will
make it impossible for the home resident to
support and maintain it by itself.

A unified framework is thus required to
enable external control of the home network
and a way to analyze the network topology, its
components and their capabilities. For every
network component, a method is required to
control and configure it to other components
in order to enable the service provision and
assure the quality of service end-to-end. The
components of such a framework are being
defined today in several standardization
efforts (OSGI, UPNP, CableHome et al.).
Some of those standards complement each
other, and some compete. Only a set of
standards that solves all the aspects of
controlling the home network (QoS, security,
management and configuration, etc.) will
prevail.

The CableHome™ specifications defined
by CableLabs, aim at precisely that. The
concept of generic flow specs lies at the heart
of the CableHome model, so as to incorporate
IP- based mechanisms such as SNMP, SBM,
RSVP and others. However, to prevail as the
‘end of the road’ framework (and this applies
to other candidate frameworks as well) special

attention must be given to supporting an

evolutionary  process. Both  existing
components and those to be aggregated to
home networks while the frameworks

converge will have to be supported.

Allowing an evolution rather than imposing
a revolution is the main challenge of the
future home networking framework.
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Abstract

In the last two decades, a trend
toward metro market clustering under a
single operator led to changes in metro
market architecture. This trend allowed for
significant headend consolidation and for
lowering the number of signal processing
facilities to the level dictated by local
programming requirements and operational
issues. A side effect of this benefit was an
increase in distances between the processing
facilities and the customers. This had not
been an issue for traditional broadcast
services that did not require two-way
communication. However, with the
introduction of interactive services with
their strict requirements for proper timing
and synchronization, the absolute distance
from the processing centers and the
differential distance between the devices
transmitting on the upstream path became
critical.

Additionally,  requirements  for
increased network availability on long fiber
routes made it necessary to deploy optical
switching to reduce the network downtime to
a minimum. Optical switching activation
results in an instantaneous change in
distance that causes a change in delay
between the terminal devices affected by the
switch and the processing facilities. It also
affects differential distances between the
terminal devices. Therefore, a reliable and
timely recovery from these changes became
crucial to achieve network availability
targets.

This paper presents the requirements
formulated for all interactive service
platforms operating in the HFC network
with consolidated signal-processing
facilities. It also presents and discusses the
results of tests performed on several
proprietary digital telephony platforms to
verify these requirements.

INTRODUCTION

The major system clustering and
headend consolidation activity occurred
between 1990 and 1997. It brought a
significant benefit in operational savings,
improved signal quality and network
reliability. In 1994 and 95, a deployment of
highly interactive services began. Initially,
for high-speed Internet access services, the
segmentation requirements were low enough
to allow for a cost-effective use of 1310 nm
technology for short distances and 1550 nm
externally modulated laser transmitters for
longer distances. However, with the
deployment of digital telephony services and
increased  segmentation  requirements,
expensive 1550 nm externally modulated
laser transmitters dedicated to a small
number of customers could not be justified.

Additionally, increased requirements
for network availability made it necessary to
deploy self-healing rings deeper into the
network. This goal could be achieved only
after a reduction in fiber count in these
rings.



The topology of the network meeting
these requirements is presented in Figure 1.
This topology has been deployed by
virtually all hybrid fiber-coax (HFC)
network operators providing telephony
services and by many other operators who
opted for increased network availability.

60,000 - 40,000
200,000 Homes Passed
Homes Passed
I]ZI Headend
Primary Hub
O Node

Figure 1: Generic Configuration of
Modern Metro Market HFC Network

Initially, due to the lack of other
cost-effective transport technology choices,
signal processing equipment for high-speed
Internet access services (cable modem
termination systems — CMTSs) and for
digital telephony (host digital terminals —
HDTs) was deployed in secondary hubs and
interconnected with the primary hub rings
with SONET and ATM transport systems'.
In many cases, point-to-point Ethernet
transport systems were deployed in place of
ATM systems to support high-speed Internet
access equipment. This solution is depicted
in Figure 2. Although this negated the trend
toward, and hence the benefits of,
processing facility consolidation, it was the
only viable solution at that time. In this
arrangement, redundancy switching or
routing was taking place on the network side
of the processing equipment with well-
defined timing performance of the SONET,
ATM or Ethernet transport systems. The
CMTSs and HDTs were connected over an
HFC network to their corresponding cable
modems and network interface units (NIUs)

located at customer homes. The HFC

network consisted of short fiber links (10-25
km) from the secondary hub (SH) to the
optical node (usually unprotected) followed
by a tree and branch coaxial cable run of a
few miles. This meant a typical distance
from HDT to NIU of between 12 km and 30
km

a) SONET SH Rings

5 dB link at 1550 nm
7 dBlink at 1310 nm

HEADEND _HUB

8B link at 1550 nm
13 dB fjnk at 1310 nm

\\\\\\\\

b) Point-to-Point Fast Ethernet SH Link

Figure 2: Hybrid Analog and Digital

In 1998, dense wavelength division
multiplexing (DWDM) technology reached
a level of performance adequate for carrying
multiple QAM signals over long distances.
Moreover, it reached the price points to
become a cost effective alternative to the
SONET transport system in secondary hub
rings’. It also eliminated the need for
different transport systems dedicated to
different services. @A DWDM network
configuration is presented in Figure 3.

5 dB link at 1550 nm
7dBlinkat 1310 nm
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Figure 3: DWDM in Secondary Hub
Links

The most important benefit of this
technology was the fact that the operators
could continue the consolidation of signal
processing facilities. = The CMTSs and
HDTs could again be concentrated in a few
primary hubs (PHs) and headends. This
resulted in cost savings in hub buildings,
improved reliability due to faster mean time
to repair (MTTR), and operational
efficiencies due to having highly
sophisticated and environmentally sensitive
equipment placed in fewer, well-designed
locations.

This desirable change increased the
distances to the cable modems and NIUs
from the typical 12-30 km to much greater
distances of 70-100 km and, in a few
extreme cases in backup routes in secondary
hub rings, to 150 km. Due to these

SECONDARY HUB  OPTICAL NODES

increased distances, it also became
necessary to introduce diverse fiber path
routing between CMTSs and HDTs and their
respective cable modems and NIUs, both in
the forward (FWD) and reverse (REV)
paths. The DWDM optical links between
PH and SHs were configured as self-healing
rings. Each SH was connected with its
respective  PH via automatic optical
protection switches (AOPSs) selecting
between principal and backup fiber routes,
often significantly different in length (and
hence in transit delay). These differences
could result in instantaneous changes in
delay and/or optical power levels as a result
of the switchover. The latter can be
addressed by a judicious use of optical
amplifier and attenuators for level
equalization in principal and backup paths
after redundancy switching. However, the
instantaneous changes in delay caused by
AQOPS activation require cable modems and
NIUs to adapt to such changes with minimal
loss in service availability.

The DOCSIS standard addressed the
long absolute and differential distances
likely to exist between CMTSs and cable
modems, and DOCSIS-compliant high-
speed Internet access platforms can operate
at these long distances (transit delay from
headend to most distant customer can be
<0.800 ms). However, the proprietary
digital telephony platforms could not
initially meet similar requirements for
absolute  and  differential  distances.
Moreover, neither DOCSIS standards nor
proprietary  digital telephony platform
specifications  directly addressed the
recovery issues related to the instantaneous
changes in these distances.

This situation necessitated the
definition of new requirements for the
interactive service platform capabilities for
both distance requirements and recovery



requirements in case of the instantaneous
change in these distances.

REQUIREMENTS FOR INTERACTIVE
SERVICE PLATFORMS

AT&T Broadband Requirements

Based on the considerations presented
above, AT&T Broadband defined the
following architectural requirements for the
interactive service platforms:

1. Absolute maximal distance between
signal  processing equipment and
terminal equipment at which the
terminal equipment can range and
register shall be as specified below. All
terminal devices  must  register
automatically for the entire absolute
range without reconfiguration of the
headend/primary hub equipment.

e Requirement: 70 miles,
e Objective: 90 miles.

(Note: DOCSIS requirement approximates

to 110 miles of optical fiber)

2. Differential distance between the closest
and the furthest terminal devices served
by a single headend modem (i.e., on the
same forward and upstream carrier
path):

e Requirement: Half of the maximal
absolute distance,

e Objective: Maximal
distance.

3. Change in the distance due to the optical
path redundancy switch activation — all
terminal devices at the maximal unit
load per carrier path, calculated based on
traffic  modeling and  equipment
limitations, must re-range and re-register
after a change in the distance for either
or both carrier paths (forward or reverse)
equal to the maximal absolute distance

absolute

in either direction (i.e., from the
maximal distance to zero distance and
from zero distance to the maximal
distance):

e Requirement: Within 4 minutes,

e Objective: Within 2 minutes.

(Note: The additional objective is not to

terminate a call in progress upon the change

in distance described above).

4. Terminal units operating on the same
modem as the units subjected to the
change in distance (optical path
redundancy switch activation) shall not
require re-ranging or re-registration or
be affected in any way.

Statistical Analysis of PH to Home
Distances — Requirement 1

Approximately 500 SHs are designed
or scheduled for design and construction in
AT&T Broadband markets with interactive
services. Approximately 5% of these hubs
(25 locations) are located far from a primary
hub and either a principal or backup route or
both would result in exceeding a distance of
50 miles between the primary hub and the
terminal equipment (cable modem or NIU).
Some of the older versions of the digital
telephony platforms would not operate at
these distances and would require placement
of HDTs in secondary hubs. This would
result in a significant capital cost and an

increased cost of operations. This
consideration led to the requirement for
longer operational distances. Several

secondary hubs are located further than 70
miles away from their respective primary
hubs. The distance from any primary hub to
the furthest customer in the existing AT&T
Broadband markets does not exceed 90
miles.



Clustering — Requirement 2

In extreme cases where some
terminal devices fed via home run nodes
(nodes fed directly from primary hubs) are
attached to the same modem as the terminal
devices fed via secondary hubs, the
differential distance between the devices and
the signal processing equipment may
approach the absolute distance to the
furthest customer. Although the network
designers and service operators try to avoid
these situations, an efficient use of the signal
processing equipment dictates the need for
this requirement.

Network Availability — System Recovery:
Requirements 3 and 4

The optical fiber links stemming
from primary hubs can reach lengths
approaching 90 miles. Based on the data
collected over the years’, this length of
unprotected fiber link could result in 107
minutes of downtime a year. Hence, the
redundancy switching in these and any other
optical fiber runs, except for the direct runs
from primary and secondary hubs to the
nodes (usually shorter than 16 miles, and
typically only several miles), is required to
meet the network availability goals. Since
the SONET or ATM rings to the SHs would
prevent any downtime caused by fiber cuts,
the downtime allocations for fiber-cut
redundancy switching in these links was
equal to zero. Therefore, AT&T Broadband
attempted to reduce to a minimum the
redundancy switching downtime caused by
re-ranging and re-registration. It was
assumed that there would be one redundancy
switching event (i.e., two switchovers per
event) a year due to maintenance activity in
addition to the redundancy switching caused
by fiber cuts. Based on the statistical data
on fiber cut events, there is a 40% likelihood

of a cut per year in a 90-mile optical cable
run. The 4-minute requirement was selected
as a reasonable and achievable compromise
based on discussions with several vendors of
proprietary and DOCSIS-compliant systems.
However, it does not fully satisfy AT&T
Broadband’s needs. It would still result in
an 11.2-minute downtime in longest runs
versus the zero downtime for SONET rings.
The objective of a 2-minute downtime with
the additional objective of not dropping calls
in progress would be more satisfactory.

TEST RESULTS

Requirement 1

To preserve the clarity of the test
result analysis, the test setup and test
conditions are detailed in the addendum at
the end of this paper. The table below
illustrates the results for each cable
telephony platform.

Table 1: Test results for the Absolute
Distance

Absolute Maximal distance at which NIUs can
Register

70-mile (112 km)|90-mile (144 km)
Requirement Objective
Platform A Yes Yes
Platform B Yes Yes
Platform C Yes Yes

The results indicate that all three
platforms performed the normal
provisioning, registration, diagnostic and
operations functions at the maximal required
distance of 70 miles (112 km), and also at
the objective distance of 90 miles (144 km)
at high call volumes without problems, thus
satisfying Requirement 1.




Requirement 2

The test setup and test conditions are
detailed in the addendum at the end of this

paper. The test results are shown below in
Table 2.

Table 2: Test Results for Differential
Distance

Requirement: | Objective: Max
1/2 Max absolute absolute
distance (35 distance (70
miles, 56 km) | miles, 112 km)
Platform A Yes Yes
Platform B Yes Yes
Platform C No No

Platform C did not meet this
requirement at the time of the test. This
platform was also tested to make sure that it
did not work outside of its specified
differential range. An attempt to register
units at distances outside of the specified
differential distance range after registering
units at 70 miles or other distances could
result in interference and service disruption
for the units already registered. These tests
were performed during normal operations
under a call load and showed that there was
no interference and the platform did not
attempt to register the units placed outside
of the specified differential range.

The differential distance tests were
also performed at 90 miles for all platforms
with the results being identical to those in
Table 2.

Requirements 3 and 4

When an optical fiber protection
switch activates in the FWD or REV paths,
NIUs experience an instantaneous change in
delay offset from the HDT since the fiber
path being switched-to is usually of a
different length than the original path.
Frame alignment in the FWD and REV

becomes offset in time and the NIUs no
longer transmit or receive at the expected
time intervals. The system detects this
condition and acts to correct it. As a result,
most NIUs will un-register from the HDT
modem (i.e., lose communication). Usually,
most of the calls in progress are lost as well.
The system will then attempt to re-register
the NIUs returning them to full operation
within a certain amount of time. Depending
on the amount of delay change, some
platforms can preserve the active calls, and
some or all units may not un-register but, in
general, there is always a fiber delay change
value for which all units un-register and all
calls in progress are lost. If NIUs un-
register, they are unavailable for calls until
fully re-registered. This situation constitutes
a real service outage. Detection ‘“audits”
exist within each system platform to detect
that a loss of communication has occurred,
and recovery mechanisms are triggered as a
result of the audits to re-register the NIUs.
Each vendor has a different implementation
of these mechanisms and audits. Therefore,
testing of the AT&T Broadband requirement
necessitates a thorough understanding of the
particular implementation to create the
appropriate test conditions to verify its
effectiveness.

The time to re-register depends on
different factors for different platforms. The
most important factors are: the number of
NIUs registered on the HDT modem, the
amount of delay change, the amount of
traffic being handled by the HDT modem
under test during the switching event, and
whether delay was increased or decreased as
a result of switch activation. Also, audit and
recovery mechanisms are triggered by
different situations in each platform. For
example, one platform is more sensitive to
small changes in delay and another is more
sensitive if the delay is decreased rather than
increased.



The test setup and test conditions are
detailed in the addendum at the end of this

paper. Table 3 summarizes the test results.

Table 3: The Platform Behavior after Optical Redundancy Switch Activation (Separately

for FWD and REYV)
FWD 0 km (no change 1km to 4 km 20 km, 25 km, 50 km, Notes
Switching in delay) 75 km, 100 km, 112 km
(70 miles), 125 km, 144
km (90 miles).
Platform |Add No change, no | 2 min 57 sec. to 4 | 2 min 49 sec. to 3 min |Fully loaded HDT modem.
A Delay un-registration min 53 sec. 33 sec. Most units unregistered
Reduce | No change, no | 3 min 17 sec. to 6 | 2 min 45 sec. to 3 min |during a switch event except
Delay un-registration min 15sec. 53 sec. for those at 0 km. Times are
to full recovery.
Platform |Add No change, no Not tested 10 sec. to 3 min 33 sec. |Only 8 NIUs per HDT
B Delay un-registration modem. Majority of units un-
Reduce | No change, no Not tested 3 min 17 sec. to 4 min. |registered and re-registered,
Delay un-registration including ones at 0 km.
Platform |Add No change, no | No un-registration [ No un-registration (20, |Fully loaded HDT modem. If
C Delay un-registration 25 km) to 5 min 22 sec. |un-registration occurred, all
Reduce | No change, no | No un-registration | 3 min 48 sec. To 5 min |units un-registered, but never
Delay un-registration | to 6 min 23 sec. 47 sec. those at 0 km.
REV 0 km 1km to 4 km 20 km, 25 km, 50 km,
Switching 75 km, 144 km (90
miles).
Platform |Add No change, no Not tested 3 min 12 sec. to 3 min |Fully loaded HDT modem.
A Delay un-registration 17 sec.
Reduce | No change, no Not tested 2 min 45 sec. to 3 min
Delay un-registration 56 sec.
Platform |Add No change, no Not tested 10 sec to 3 min 30 sec. |Only 8 NIUs per HDT
B Delay un-registration modem, far below the full
Reduce | No change, no Not tested 2 min 18 sec. To 3 min |load. Also units at 0 km un-
Delay un-registration 43 sec. register at times.
Platform |Add No change, no | No un-registration | No un-registration (20, |Fully loaded HDT modem.
C Delay un-registration 25 km) to 5 min 5 sec. |Higher sensitivity to delay
Reduce | No change, no | No un-registration | 3 min 48 sec. to 5 min [reduction than to delay
Delay un-registration | to 5 min 43 sec. 47 sec. increase.

The results indicate that Platform A

met the 4-minute requirement for fiber
deltas of 20 km and greater. In contrast, it
did not meet the requirement for fiber deltas
of 1 to 4 km. This platform was the only
one that had a specific system mechanism to
detect and correct changes in delay caused
by the fiber switchover. The other two
platforms had not developed specific
methods to deal with this at the time of this
writing. They relied on mechanisms that
were optimal for recovery from outage
situations and not specifically from changes

in transit delays. The improvements to fiber
switching for Platform A are implemented in
software and do not require new hardware.
Platforms B and C did require new hardware
and new types of units to meet some of the
new requirements.

Platform B showed that re-
registration times were just at or below four
minutes. However, this platform was loaded
with only eight units per modem, far below
its maximal capacity. It is reasonable to
extrapolate that this time will most likely



exceed the 4-minute requirement for fully
loaded modems. Other tests performed by
the vendor have confirmed  this
extrapolation. During some of the fiber
switchovers, the units at 0 km un-registered
and re-registered even though their delays
were not affected by the switching event.
This behavior did not occur in the other two
platforms. = The vendor is working to
implement a mechanism that specifically
detects fiber delay changes and responds to
them in less than four minutes, without
affecting the units not subjected to the delay
change (i.e., not subjected to the fiber
switchover) on the same modem.

Platform C was very robust when
fiber switchovers resulted in the addition of
a delay caused by up to 25 km of additional
fiber. In these situations, units did not un-
register and calls were not dropped.
However, reductions of delay by more than

1 km equivalent fiber caused complete un-
registration and subsequent re-registration.
In both situations (negative delay changes
and positive delay change in excess of 25
km of fiber), the recovery times were often
above the 4-minute requirement.  This
platform also relied on the wuse of
mechanisms developed for detection and
correction of outages and not on algorithms
optimized for handling fiber delay changes.
The vendor of this platform has developed
an optimized algorithm that will detect a
fiber delay change and very quickly correct
all units for it with minimal un-registration.
This solution has already been tested by the
vendor and is scheduled for implementation
in the next system software release.

All platforms were also tested for
Requirements 3 and 4 if both switches,
FWD and REV, activated simultaneously.
The results are listed in Table 4.

Table 4: The Platform Behavior after Optical Redundancy Switch Activation (FWD and

REYV Simultaneously)
Double Switches 25 km FWD,| 50 km FWD, | 125 km FWD, | 145 km FWD, Notes
25km REV | 50 km REV | 125 km REV | 145 km REV
Platform|Add Delay 3 min 17 sec.|] Not tested Not tested 6 min 45 sec. Fully loaded HDT
A |Reduce Delay |2 min 23 sec.] Not tested Not tested 7 min 41 sec. modem, no un-reg. of
units placed at 0 km
Platform|Add Delay 2 min 31 sec.| 4 min 8 sec. | 3 min 37 sec. Not tested No of NIUs was only 8,
B Reduce Delay |2 min 40 sec.| 3 min 30 sec. | 3 min 23 sec. Not tested un-reg. occurred for units
at 0 km
Platform|Add Delay 4 min 13 sec.| 4 min 49 sec. Not tested Not tested Fully loaded HDT
C Reduce Delay |4 min 37 sec.| 3 min 57 sec. | Not tested Not tested modem, no un-reg. of
units placed at 0 km

The behavior of the platforms for
double protection switching was similar to
the behavior when the switchover occurred
in one path only. This was expected as the
round trip delay change is the parameter of
importance. Recovery time for Platform A
noticeably  exceeded  the  4-minute
requirement if protection switching added
and subtracted 145 km (90 miles) of fiber in
both paths. If the switching added or
subtracted 25 km of fiber in both paths

simultaneously, the recovery time met the
requirement. Platform B performed within
the 4-minute recovery requirement, but the
tests were again performed with only eight
NIUs per modem. As previously, the units
at 0 km from HDT (not subjected to
switching) un-registered. Platform C also
exceeded the 4 minute requirement.

At this time, all three cable
telephony platforms do not fully meet




Requirement 3 and Platform B does not
meet Requirement 4. All have particular
problems in handling certain fiber switch
delay differentials. All platform vendors
have been encouraged to move from less
than optimal detection and correction
mechanisms, which were created to deal
with specific loss of communication
outages, to more robust mechanisms of
detection and correction of fiber delay
changes. This should result in achieving
better recovery results and increased service
availability.

Onptical Power Changes Accompanying
Fiber Protection Switches

During all the tests described,
protection  switch  action was  not
accompanied by a corresponding change in
optical power at the input to the receiver.
Real networks should be designed to
equalize the received optical levels at the
AOPS to within +1 dB for principal and
backup routes. This design consideration is
important. If there is an optical amplifier in
front of the receiver (after the switch), then
power changes will be absorbed by the
amplifier and will result only in a slight
change in CNR at the receive end.
Alternatively, the path losses can be
equalized with optical attenuators or
couplers. If the level equalization is not
achieved, an instantaneous change in RF
power from the receiver (and at the input to
the HDT modem) will occur. To account
for this possibility, all three platforms were
tested for the instantaneous level change.
All of them showed fast recovery from such
changes without affecting service, as long as
the changes were within 4-6 dB in RF level
(2-3 dB optical change). The call BER was
not affected significantly.

This special design requirement for
level equalization is not relevant in digital

reverse links (either digitized analog or
baseband digital signals). In this case, the
changes in optical power levels do not affect
receiver RF output levels as long as the
optical levels are well within the receive
window of the digital receiver.

CONCLUSIONS

New requirements for interactive
service platforms with respect to fiber
protection switches and increased distances
between signal processing equipment (e.g.,
CMTSs and HDTs) and terminal equipment
(e.g., cable modems and NIUs) have been
presented and  explained. These
requirements are partially reflected in
DOCSIS standards (absolute and differential
distance requirements) but have not been
adequately addressed in digital cable
telephony platforms. The most current
hardware and software releases of the three
proprietary platforms deployed in AT&T
Broadband markets were tested and
analyzed to verify if these requirements
were met. The results indicate that all the
platforms have problems meeting the
recovery requirements after fiber protection
switch activation. All of the platforms can
accommodate the increased HDT to NIU
distance requirements. However, in the test
for differential distance requirements, that
being the distance between the farthest and
closest NIU to the same HDT modem, one
of the platforms failed. @ The vendors
anticipate that by the end of this year or in
Q1 of 2002 all four requirements will be
met. AT&T Broadband will retest these
platforms once the wupgrades are
implemented.

It is critical that similar requirements
are extrapolated to DOCSIS-compliant IP
platforms, especially the ones supporting
voice over IP services, and to PacketCable-
compliant platforms.



ADDENDUM — TEST SETUP AND
TEST CONDITIONS

To test performance of all digital
cable telephony platforms, a full DWDM
network was set up in AT&T Broadband

Lab facilities in Westminster, CO, as shown
below in Figure 4. Additional testing was
performed at vendor locations to simulate
more complex situations such as full loading
of HDT modems with NIUs.
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Figure 4: Test Setup in AT&T Broadband Lab

The test architecture consisted of a
DWDM system with 20 narrowcast ITU
wavelengths (200 GHz spacing) in the FWD
path and eight in the REV path. An analog
broadcast system carrying 550 MHz of
unmodulated carriers on a separate fiber link
was also used. The narrowcast signal
consisted of 200 MHz of bandwidth carrying
the cable telephony signals, as well as some
64 and 256 QAM carriers, HSD signals and
several unmodulated analog carriers to fill
the band from 550-860MHz. This signal
was modulating only one of the narrowcast
forward lasers. The narrowcast and
broadcast signals were received on separate
receivers at a node and combined before RF
transport over a simulated coax plant with
five amplifiers in cascade. At the end of the
cascade, 30 NIUs (for each tested platform)
were connected to the network. In the REV

path, both analog and digital return systems
were used to carry NIU signals back to their
respective HDTs. RF switches were used to
select either transport technology in the
REV and the platform performance was
tested with both technologies. The total
distance between HDTs and NIUs was 90
miles (144 km) of real fiber in each
direction. This length could be changed to
create lower values of total distance by
removing fiber spools from the backup fiber
routes. The same approach was used to
create the differential delays between
principal and backup routes. Tests for
double (simultaneous) protection switching
were also performed. Both AOPSs were
activated simultaneously in the FWD and
REYV paths to reflect real-life situation where
the principal fibers for FWD and REV paths
are usually in the same fiber sheath and are



usually cut or damaged at the same time.
Double switches were also used to attain
long round trip delay changes and to
simulate situations where switchover results
in zero net change in delay.

Details of Test Setup for Requirement 1

Requirement 1 for each platform was
tested with NIUs of all types used by AT&T
Broadband (e.g., 2-line, 4-line, 12-line, 16-
line, locally and network powered and all
different hardware types). The NIUs and
HDTs were equipped with the currently
deployed software releases. The units were
connected and powered up in the coax plant
at the end of the 90-mile network, one at a
time, as they would be under real-life
conditions in the field, following the
recommended turn-up procedure.  Other
units were pre-provisioned when possible.
The time taken for first-time registration was
verified for  compliance  with  the
specification. The NIUs were provisioned
with dialtone using an Element Manager
(EM) or equivalent system interface, and
checked for proper operation and RF levels
at this maximal distance. They were then
subjected to call loads close to the maximal
specified calls per hour (cph) for each
platform using analog bulk call generators
(BCQ) to verify call completion rates (CCR)
of 99.99% during several
overnight/weekend load runs. In parallel,
additional tests were performed on
individual units to check that all their
attributes worked properly at this new
distance. Most of the basic and critical
features were tested together with those
system attributes to verify whether their
operation was affected (e.g., turning forward
error correction (FEC) on/off, concentration
on/off). The tests were performed for many
distances to allow for extrapolation of the
results over the entire range of distances
from 0 to 90 miles.

Details of Test Setup for Requirement 2

To test Requirement 2, several NIUs
(of all types) from each platform were
connected directly (0 km) to the HDT
modems so that their delay from the HDT
was negligible, while the other units
remained at 70 miles (or 90 miles during
testing the objective performance), on the
same HDT modem. Additional tests were
performed with the units closer to the HDTs
placed at 600m, 1.1 km, 2.3 km 4.0 km, 25
km, 50 km, 75km, 112 km (70 miles), 125
km and 144 km (90 miles). Load runs were
performed with the bulk call generators
(BCGs) to test for 99.99% CCR.
Provisioning, maintenance and operations
functions were performed on the units in
parallel to testing for normal operation at 0
miles and 70 miles simultaneously. Further
opportunity to test different distances from
closest to furthest NIUs from the HDT
occurred during testing for Requirement 3
where fiber distance to farthest NIU was
changed as a result of the fiber protection
switching.

Details of Test Setup and Test Conditions
for Requirements 3 and 4

In order to test these two
requirements, the lengths of backup paths in
the FWD and REV directions were changed
by adding and taking away fiber reels in
multiples of 25 km. Shorter fiber lengths (1
to 10 km) were used around the critical
length change points within each vendor’s
platform to increase the test resolution. The
maximal distance never exceeded the
maximal absolute HDT to NIU distance of
144 km (90 miles) of fiber tested before for
all three platforms. The optical protection
switches were manually activated to cause
the determined delay change. HDT modems
for platforms A and C were loaded with the
maximal number of NIUs. It was not
possible to simulate the maximal NIU load
for Platform B due to test set up constraints.



This platform was tested with eight NIUs
per modem, far below its full load.
However, the results were still very
meaningful.  The NIUs were exercised
during the fiber switchovers with bulk call
generators at call loads of 6000 to 9000 cph
but below the maximal stress specification
of the particular platform. Before each
protection switch activation, a period of 15-
30 minutes of bulk call activity was allowed
to establish the CCR. Similarly, a period of
15-30 minutes was allowed to elapse after
the switchover to monitor recovery to the
previous CCR level and to detect any
longer-term anomalies that arose from the
switchover. Recovery times were measured
from the fiber switch instant to the point at
which all units were registered back in the
system and the BCGs recovered the CCR
levels established prior to the test. The
optical power applied to the optical switch
from principal or backup fiber paths in FWD
and REV was always equalized irrespective
of the length differences except when the
platform behavior at the instantaneous RF
level changes was tested. All platforms had
units registered at 0 km on the same HDT
modem as units at the longer distances.
These were not subject to fiber delay
changes.
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CABLEHOME™: A HOME NETWORK ARCHITECTURE
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Abstract

Home networking is emerging as a highly
competitive key strategic market for cable
operators. CableHome is a CableLabs
initiative focused on enabling cable operators
to differentiate by guaranteeing convenient
operation of the home network in concert with
the delivery of quality services. Creating a
supporting  infrastructure  requires  the
accommodation of a diversity of networking
technologies and protocols, insulation from
and integration with non-compliant devices,
and a non-restrictive design environment. The
CableHome architecture addresses these
concerns by facilitating the separation of
compliant and non-compliant networks via
technology independent logical network
elements. These logical elements are
correlated with physical devices, non-
restrictively, to provide a concrete reference
frame. Supplying robust network management
and quality of service capabilities in the home
is key and these concerns are specifically
explored.

INTRODUCTION

Over the next five years, home networking
equipment and services have the potential to
emerge as perhaps the most strategic market of
interest for cable operators since this segment
may control how cable operators and consumers
can manage the delivery of Internet-based
services in the home. Success for cable operators
in this market will require a cooperative
environment between content producers, service
providers, and device manufacturers so that
consumers can obtain one-stop shopping and
customer care solutions. Indeed, consumers will
strongly equate convenience with consumption.
In this view, whoever can assemble a home
networking system that is easy to deploy and
utilize will likely win a large share of this
emerging market.

It follows that the cable industry would benefit
by offering consumers the following
proposition: If you choose to use home
networking equipment approved by your cable
operator, the operator will guarantee it will
work seamlessly with your broadband cable
services delivered over cable.

Through the CableHome project, the cable
industry ~ will  establish  the technical
infrastructure for home networking equipment
that will allow individual cable operators to
fulfill this promise since today’s off-the-shelf
products fall short. In particular, with
CableHome products consumers will have a
guarantee that service quality for their IP
telephony, streaming media, or other packet-
based services would be maintained over their
compliant home networks, and that cable
operators would assist them in diagnosing and
formulating a response if they encounter
problems.

To execute this strategy requires the industry
to specify how home networking equipment will
interact with the cable operator’s “IP cloud”.
This requires creating specifications that define
the minimum set of industry requirements for
network management, quality of service, service
provisioning, and security functions. Other
benefits to cable operators from these
specifications should be: 1) lower installation
costs by simplifying the home networking
installation process; 2) lower equipment costs to
consumers through the multiple suppliers
enabled by CableHome’s open specifications;
and 3) lower operating costs by providing cable
operators with tools that facilitate remote
troubleshooting of consumer problems.

This general set of capabilities allow
CableLabs’ member companies significant
flexibility to develop their own path of



businesses designed to generate revenues from
home networking services.

Within this context, several other strategic
observations are relevant:

o Window of Opportunity. As the
broadband data market starts to mature,
there still remains a significant window
of opportunity for the cable industry to
develop a path for customers to obtain
convenient home networking products
and subscription-based services tied-in
with its high-speed data deployments.

o Threat of Inaction: Cable’s a “Bit-
Pipe”. Because home networking and
the Internet lets any service provider be
the “last microprocessor” reaching the
customer, thus establishing a dominion
that conveniently provisions and
manages Internet-based services over
home networks, the cable operator’s role
could be reduced to one of a “bit pipe”
or supplying an Ethernet jack.

o Competition Moving Forward. Cable’s
competition is active in formulating their
own strategies for providing convenient
home  networking  services and

technologies.
o Open Specification Process. The
CableHome  specification  process

mimics those established by DOCSIS,
PacketCable, and OpenCable. This open
process allows for any vendors with an
interest in  developing innovative
products for this arena to participate in
the development of the specifications,
with an eye towards building upon the
substantial development already
available in the market.

CABLEHOME CHALLENGES AND
SOLUTIONS

The home network presents a complex,
diverse, and rapidly evolving service delivery
environment. Myriad transport technologies, a

variety of device discovery and management
protocols, and several structured service delivery
platforms all are jockeying for consumer favor in
the nascent home-networking marketplace.

The challenge of the CableHome project is to
bring some degree of order to this uncertain
environment. The end game is to enable the
delivery of high-quality cable services to the
home, and to design a system to do so requires
the consideration of a number of thorny issues.

ARCHITECTURAL CHALLENGES

Choosing a Transport Technology

The first question likely to enter the mind of a
network architect when considering the home
networking space is: “Which transport technology
should be used?”” There are many choices: phone
line, power-line, new line, and wireless. Each of
these choices has strengths and weaknesses, and
selecting any particular technology will involve
making tradeoffs and concessions.

A tool that has served well in the past in
analyzing these types of tradeoffs is the
identification of “typical usage scenarios”. This
turns out to be an elusive exercise because the
types and combinations of services consumed on
a home network will vary widely across the
consumer spectrum. The optimal technology
choice is going to vary among cable operators
and from consumer to consumer. In the long run,
the consumer panacea may well turn out to be a
combination of technologies in a single home
network. And of course, neither the cable
operator nor the consumer wants to get locked
long term into a dead-end technology solution.

For these reasons the CableHome project is
developing a technical approach that is
independent of any particular transport
technology. We are able to realize this objective
by choosing protocols that operate at the IP layer
and above. Insulating quality of service (QoS)
mechanisms from the Layer 1/Layer 2 specifics
of the various home networking technologies is
a particularly challenging task, and is discussed
in more detail in a section to follow.



Providing Managed Service Delivery

Two of the primary tenets of the CableHome
project are:

o Operation of the home network and
provisioning of services and devices
must be extremely simple.

o A wide variety of service types with
quality guarantees must be enabled.

In meeting these requirements, a number of
complications become apparent. First, “easy fo
use” 1is relative to technical knowledge, and it is
safe to assume that the typical mass-market
customer will not possess the expertise nor have
the desire to manage the complicated home
network environment. With this in mind, a
major focus of the CableHome project is the
extension of the robust provisioning and
network management capabilities of the existing
DOCSIS and PacketCable platforms across the
home-networking environment.

The second challenge has already been
mentioned: there will be many different services
with a variety of resource demands used in many
different combinations. In order to ensure the
quality delivery of these services in numerous
and unpredictable usage scenarios, the second
major focus of the CableHome project is to
extend DOCSIS and PacketCable quality of
service mechanisms into the home, providing an
end to end QoS solution.

With these two areas of focus in mind,
CableHome is drafting network management
and QoS specifications (among others) that will
define the capabilities needed to ensure the high-
quality delivery of a variety of cable services.

We must now consider how to structure the
complex home environment such that
participating devices can be managed to the

degree necessary to provide quality guarantees.
The CableHome approach is to create a clear
separation between cable operator-managed
networks and non-managed networks in the
home. Devices that provide CableHome
management and CableHome QoS capabilities
are said to reside in the CableHome domain. As
shown in Figure 1, CableHome domains are
diagrammatically represented as shaded regions
and are meant to serve as a visual tool to identify
compliant devices that are manageable by cable
operators and that are able to take advantage of
cable-based service offerings.

CableHome QoS characteristics can be
established dynamically. CableHome networks
must be insulated from possible performance
corruption by non-QoS-capable devices (i.e.,
devices that reside outside of the CableHome
domain). The CableHome architectural element
that allows CableHome domains to be
established and insulated is known as the
Boundary Point (BP), also shown in Figure 1.

The BP is a functional entity (agent) that
resides within a device, and it performs the
following tasks:

e Supplies the functionality needed to
support ~ CableHome QoS  and
Management;

e May connect non-compliant networks to
the CableHome network;

e Insulates CableHome networks from
performance corruption that might
otherwise be caused by non-compliant
devices;

e May serve as a proxy for connected non-
compliant devices, enabling indirect
management and service delivery to
these devices.



Figure 1: Isolating the CableHome Network

Boundary points generate and consume
CableHome messaging and will take the
appropriate actions based upon the
messages received. BPs always lie on the
boundary of the CableHome domain.

The CableHome environment will clearly
have to integrate legacy and non-CableHome
compliant devices and networks. The ability to
deliver services to non-compliant devices may
present attractive opportunities to cable
operators. But how can these non-compliant
devices deliver services when CableHome
capabilities are required to do so? CableHome
provides this capability through the BP element.

In the CableHome architecture, non-
compliant devices that are connected to
BPs are known as Endpoints (EP).
Endpoints may source or sink data content,
but they reside outside of the CableHome
domain. These non-compliant entities may
range from simple analog audio and video
presentation devices to complex non-

compliant networked devices. A BP might
connect CableHome networks to the
following example types of EPs:

e embedded EP;
e cxternal EP;

e EPs residing on non-compliant
networks;

e EP-like applications.

A CableHome boundary point can be thought
of as an agent acting on behalf of one or more
EPs, enabling them to consume cable services.
In the case of a simple embedded analog EP, a
BP may do nothing more then convert [P
streams to the appropriate format and pass the
data on to the EP for consumer presentation. In
contrast, a BP may be connected to a
functionality-rich EP, in which case the BP and
EP might engage heavily in bi-directional
communications.



Figure 2: BP Protocol Proxy/Translation

Other Home
Networking Protocols

Figure 3: BP Protocol Translation Stack

Figure 4: Extending the CableHome Network

BPs may act as a proxy function or as a
translation function for the EPs, as shown in
Figure 2. The proxy function allows the BP to
act on behalf of one or more EPs, while the
translation function translates the CableHome-
compliant protocols to non-CableHome-
compliant protocols. Figure 3 suggests a stack
representation for a BP taking on a protocol
translation role.

CableHome Traffic Handling

Speculation abounds when it comes to
predicting which networking technology will

dominate the home market. Home networking
presents a dynamic environment that is ideal for
creativity and innovation, and the possible
configurations are endless. A reasonable
scenario that is occasionally mentioned is a
wired “backbone” (for example phone line or
power line) with wireless “islands” scattered
throughout the house. It clearly is undesirable
for a home network architecture to place
restrictions on the number, type, or
combinations of networking technologies
possible in the home.



With all of this in mind, flexibly extending
the CableHome domain to multiple home
networks becomes an important consideration.
The CableHome architectural element that
provides this capability is known as the
Gateway (GW), shown in red in Figure 4.

Like the BP, the GW is a functional entity
(agent) that resides within devices. The GW
connects CableHome compliant networks and
provides the following capabilities:

e Supplies the functionality needed to
extend CableHome QoS  and
Management capabilities to multiple
home networks;

e Insulates the HFC network from in-
home traffic;

e Provides routing capabilities required to
support unique packet handling needs,
such as support for multiple ISP
addressing schemes.

Figure 5 demonstrates the placement of a
GW propagating CableHome messaging from a
wired network onto a wireless network. Figure
6 suggests a stack representation for a GW
taking on a such a protocol propagation role.
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Figure 6: GW Protocol Propagation Stack

Refining the GW and BP Elements

Because the CableHome project is focused
both on network management and QoS,
specialized versions of the CableHome BP and
GW functional elements are identified in the
CableHome architecture as follows:

e  MBP: Management Boundary Point

Provides the previously described BP
capabilities for management concerns.

e  QBP: QoS Boundary Point

Provides the previously described BP
capabilities for QoS concerns.

o MGW: Management Gateway

Provides the previously described GW
capabilities for management concerns.

e  QGW: QoS Gateway

Provides the previously described GW
capabilities for QoS concerns.

In addition, the CableHome domain is further
partitioned into separate QoS and Management
domains (Q-domain and  M-domain
respectively). The Q-domain consists of the set
of CableHome QoS compliant elements that are
able to deliver guaranteed cable-based services.
Similarly, the M-domain consists of the set of
CableHome management compliant elements
that the cable operator can provision and
manage.

The Q-domain is defined to be a subset of the
M-domain, ensuring that cable operators can
manage devices delivering QoS-based services
to the degree needed to fulfill service quality
guarantees. In addition, the M-domain is
defined to extend beyond the Q-domain,
allowing CableHome management of products
that are not CableHome QoS compliant.

Logical vs. Physical Views

Although not explicitly stated, all of the
CableHome architectural elements identified
thus far have been logical in nature. BPs and
GWs are logically bound functional entities that



reside in devices, and do not necessarily imply
or specify any specific device or hardware
configuration.

The BP and GW logical elements fully define
a CableHome network within the home, and
they supply all of the in-home functionality
defined by the CableHome specifications. Each
BP and GW logical element is assigned a
unique IP address, and it is the CableHome
logical elements that are provisioned and
managed. A CableHome network can be
conceptualized as a set of BPs and GWs that
are discovered and managed, and that interact
with each other and with the CableHome
support infrastructure, as needed in a flexible
manner, to deliver cable-based services.

That said, the CableHome team has found it
useful to identify device classes in the home to
lend tangible context to the CableHome BP and
GW logical elements and combinations of these
logical elements. The CableHome concept of
device classes places no restrictions on physical
devices or combinations of logical elements
within physical devices.

There are three classes of CableHome
devices, referred to as HA (Home Access), HB
(Home Bridge) and HC (Home Client), as
shown in Figure 7. The HA, HB, and HC
devices are loosely distinguished by their
placement in a CableHome network. These
device classes provide a strictly informative
tool for depicting collections of logical
elements but are not considered restrictive. HA,
HB, and HC are not addressable entities within
the CableHome architecture.

The HA device extends CableHome
capabilities from the DOCSIS™ network into
the home network. The HA device has a single
DOCSIS RF-compliant interface and may have
zero or more CableHome compliant interfaces.
The HB device extends CableHome capabilities
to additional CableHome compliant networks
and has at least two CableHome compliant
interfaces. The HC device originates and
terminates CableHome messaging and has one
or more CableHome-compliant network
interfaces.
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Figure 7: CableHome Device Classes HA, HB, and HC

A CableHome device of a particular type
may contain functionality typically associated
with other device classes. For example, an HA
device, in addition to containing a DOCSIS-
compliant interface, may contain HB-like GW

functionality that connects two compliant home
networks.



Flexible Solution space

As home networking continues to grow in
popularity, consumers may demand many
different types of services. To accommodate

have described above, the CableHome
architecture provides just such a flexible and
non-restrictive  design  space. Figure 8
demonstrates the flexibility of this approach,
showing various example combinations of

this demand spectrum, an architecture that
allows the design of devices with a broad range
of resources and capabilities is critical. As we
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CableHome Architecture Summary e C(learly identified CableHome domain

The CableHome architecture was developed
via a cooperative effort with contributions
provided by a large number of service and
equipment vendors, in concert with the o
requirements communicated by cable operators.
In summary, the benefits provided are many,
including:

that enables cable operators to manage
networks to the degree necessary to
deliver quality-guaranteed services.

A logical element focus that places
minimal  restrictions on  device
capability configurations.

The ability to interface with non-
compliant technologies. This enables



service delivery to existing and future
proprietary technologies, to non-IP-
based network technologies, to thin
client devices, etc.

e Interoperable products within the
CableHome domains.

e Transport technology independence,
leaving a broad set of choices for cable
operators and for consumers

e Transport technology independence,
allowing cable operators to leverage the
existing and rapidly progressing home
networking technology base, to deploy
New services.

e Flexible implementation space both
fosters vendor innovation and permits
graceful evolution to include new
technologies and services.

MANAGEMENT AND PROVISIONING
CHALLENGES

The ability to manage network elements in
the home is a critical component of the
CableHome vision of guaranteeing reliable
delivery of cable-based services in subscribers’
homes. The extent to which network elements
can be initialized and configured for operation
without user intervention is expected to have
significant influence on how well CableHome-
compliant networks are accepted by consumers.
These issues are among those to be addressed
by CableHome network management and
provisioning systems. This section considers
important challenges to the development of
CableHome network management and
provisioning systems, and how these challenges
might be met.

Scope of the Provisioning Task

There may be a great number and type of
networked devices in the home that will need to
be initialized and configured for operation.
Many will likely require unique initialization
parameters and configuration processes. The
number and type of networked devices in the

home that will need to be initialized and
configured for operation is potentially very
large. Many will likely require unique
initialization parameters and configuration
processes. CableHome cannot begin to identify,
much less specify, the provisioning needs of all
current and future home networking devices
and functions.

CableHome is addressing this challenge by
limiting consideration of provisioning only to
CableHome-compliant devices, and by taking a
phased approach to specifying provisioning and
management of CableHome-compliant
functions. The initial phase will focus on
applying the DOCSIS provisioning process to
CableHome-compliant devices in order to
enable delivery of basic data transport service to
these elements connected to the home network.
Later phases will explore more complex issues
such as service and device capability discovery,
and ways to provide basic support specific to a
service type such as video distribution.

Management Capabilities

The wide array of devices potentially
connected to the home network makes it
difficult if not impossible to predict the set of
management capabilities needed. “Thin”
network devices may have little or no
management capability. Some types of devices,
such as white goods and other appliances, may
have very specialized management needs.

In order to bound the task and limit the
scope, the CableHome management system will
focus on the management of CableHome GW
and BP functions only. The initial set of
management functions will be similar to some
of the management functions specified in the
DOCSIS specifications’ suite.

Other network management and provisioning
challenges to be addressed during the initial
specification phase are listed below:

e Should device and capabilities
discovery be supported as part of the
CableHome provisioning process?



What protocol(s) should be used and
how does it integrate with the existing
management protocol framework?

e What do the details of an end-to-end
provisioning process for any new
service need to be? How are services
requested, granted, delivered, billed for,
and terminated?

e How will devices on different sub-nets
in the home (assigned IP addresses
from different service providers)
exchange data with one another?

e How will addressing be accomplished
as devices are added to the home
network, or as leases expire, during
periods of isolation from server
functions in the cable network (headend
or NOC)?

e How will service-level diagnosis be
accomplished? How will problems with
service establishment, delivery, and
termination be detected, reported, and
corrected?

e How will CableHome management
systems integrate with DOCSIS™,
PacketCable™, and OpenCable™
management systems in the cable
operator’s network?

QUALITY OF SERVICE CHALLENGES

Extending quality of service capabilities from
the cable network to the home network presents
its own set of unique challenges in order to
ensure consistent, reliable service delivery to
consumers. Some of these challenges are listed
below:

e Maintaining HFC service quality levels
as they are delivered over different
home networking technologies.

e Developing a common QoS signaling
method. This for home network devices
and applications to establish prioritized
service levels across different, lower-

layer  home  network  transport
technologies that interface to DOCSIS
1.1 and PacketCable QoS mechanisms.

e Delivering QoS levels to non-compliant
devices and network technologies.

e Establishing a method for mapping
DOCSIS 1.1 QoS levels to the QoS
levels of different home networking
technologies.

e Developing an architecture that is
independent of all the different home
networking topologies and
configurations that are expected.

e C(lassifying performance characteristics
of home networking  devices/
technologies on their ability to deliver
different types of services.

LOOKING FORWARD

This paper offers a description of the vision
and challenges incumbent upon establishing a
technical infrastructure in the home-networking
environment capable of delivering cable-based
services in seamless fashion to customers.
CableLabs, in cooperation with its member
companies, is now working with a large
community of vendors to create the technical
specifications to implement this vision.

Looking forward, we anticipate new
developments in a number of key respects:

e Entertainment video. The unique
transport requirements for
entertainment video applications will
likely require modification to existing
home networking management and
transport protocols. For example, one
such immediate requirement is the
establishment of a copy protection
system for digital media in the home-
networking environment.

o Higher bandwidths. The increasing
bandwidth capabilities of emerging
home networking protocols offers cable



operators new opportunities to exploit
the broadband capabilities of their
networks. Through the CableHome
project, the cable industry will work to
develop these technologies in a way that
will enable the delivery of cable
services to consumers.

Security. CableHome will also work to
extend onto home networks comparable
security mechanisms now provided
over cable networks by the DOCSIS
and PacketCable specifications.
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ABSTRACT

This paper describes a DOCSIS-compliant
cable modem termination system (CMTYS) receiver
architecture with very advanced features. All
receiver functions are implemented digitally, and
this feature, together with the advanced signal
processing techniques used, leads to an ultra
compact and highly scalable CMTS. The receiver
architecture adopted makes it possible to implement
in a single-chip several upstream burst demodu-
lators along with the corresponding downstream
modulators and medium access control (MAC)-
layer functions. We report simulation and
measurement results confirming the extremely high
performance of the described CMTS receiver both
in the QPSK and thel6-QAM modes.

1. INTRODUCTION

Hybrid fiber/coax (HFC) networks, which were
originaly used for broadcast TV services, have
recently evolved to two-way networks that deliver
high-speed Internet access to residential users. The
customer premises equipment in this application is
referred to as cable modem (CM) and the network
side equipment is caled cable modem termination
sysem (CMTS). Potential technologies for high-
speed Internet access are asymmetric  digital
subscriber  loops (ADSL) over twisted-pair
telephone lines, satellite access, broadband fixed
wireless access, and HFC network access. The CM
technology has taken the lead among all those
technologies, and in the US aone there are today
millions of households connected to the Internet
over HFC networks.

Standardization for digital data services over
HFC networks was undertaken in the past by
severa organizations including the Digital Video
Broadcasting (DVB) project, the Digita Audio-

Visual Council (DAVIC), and the IEEE 802.14
Group. But the downess of officially accredited
standardization groups incited cable operators in
the US to form the Multimedia Cable Network
Systems (MCNS) consortium in 1995 and define a
standard called Data over Cable System Interface
Specification (DOCSIS), which has become the de
facto industry standard in the US. Now, there is
also a European version of this standard called
Euro-DOCSIS.

The key success factors to any broadband
access technology are performance, equipment size,
and cost. In the past, there has been a significant
effort to integrate and lower the cost of customer
premises equipment (CM’s), but little effort has
been made to reduce the size and cost of CMTS
equipment. This is essentially due to the fact that a
single CMTS traditionally serves alarge number of
subscribers, and the cost per user is typicaly small.
This reasoning, which is common to al point-to-
multipoint systems, no longer holds when the
number of users per network access point becomes
small. This is precisdy the situation with HFC
networks as fiber nodes shrink in size and get closer
to the subscribers, and the number of subscribers
per port gets smaller. The purpose of this paper is
to describe a fully digitd CMTS receiver
architecture that leads to a very compact and
flexible implementation of the CMTS, while
ensuring excellent performance.

The paper is organized as follows: First in the
next section, we briefly review the DOCSIS
Physicd (PHY) Layer specification. Next, in
Section 3, we present the receiver architecture and
describe in some detail the digital front-end and the
digital demodulator functions. Section 4 reports
simulated and measured performance results of the
receiver in the initid ranging mode and in the traffic
mode. Finally, we give our conclusionsin Section 5.



2. THE DOCSIS STANDARD

DOCSIS is a set of technical specifications [1],
[2], which were structured under the leadership of
CableLabs to guarantee multi-vendor interope-
rability. The DOCSIS RF specification includes the
physical-layer, the data link control (DLC) layer
that includes the medium access control (MAC)
sublayer, as well as a convergence layer with upper
network layers. Since the topic of this paper
concerns the uplink receiver in the CMTS, our
description will be limited to the PHY layer with a
particular focus on uplink transmission.

2.1. Downstream Channd

Downstream transmission (from the CMTS to
CM’s) on cable networks can use a channd in a
wide spectrum between 50 and 860 MHz. This
spectrum is channelized using 6-MHz channel
spacing. The modulation format is quadrature
amplitude modulation (QAM) with 64 constel-
lation points (64-QAM) or 256 constellation points
(256-QAM) [3]. Channel filtering uses a raised
cosine filter equally split between transmitter and
receiver. The roll-off factor is a = 0.18 for 64-
QAM modulation and a = 0.12 for 256-QAM
modulation. The nominal symbol rate on a 6-MHz
channd is 5.056941 Mbaud in 64-QAM mode, and
5.360537 Mbaud in 256-QAM mode.

Error correction coding is based on a
concatenated coding scheme with an externa Reed-
Solomon (RS) code [4], [5], an inner pragmatic
trellis code [6] and a convolutiona interleaver. The
RS code used is an RS(128, 122) which is a 3-
symbol error correcting code defined over the
Gdoisfield GF(128).

2.2. Upstream Channd

Upstream transmission in the DOCSIS standard
uses the 5 - 42 MHz frequency band. This spectrum
can accommodate a number of upstream channels
of different bandwidths. The channel bandwidth W
in the DOCSIS specifications can take the values of
200, 400, 800, 1600, and 3200 kHz. The nominal
symbol rates for these channel bandwidth values are
160, 320, 640, 1280, and 2560 Kbaud, respec-
tively. That is, the symbal rate is given by R =

0.8W. The two modulations specified are the simple
guaternary phase-shift keying (QPSK) modulation
and 16-QAM. For both modulations, channd
filtering uses a raised cosine filter (equdly split
between transmitter and receiver) with roll-off
factor a = 0.25. The multiple access scheme is a
combination of frequency-divison multiple access
(FDMA) and timedivison multiple access
(TDMA), i.e., FDMA/TDMA. In this scheme, the
CMTS assigns eech CM to one channel and
alocatestime dotsto it on that channel.

The upstream is coded using a Reed-Solomon
code over GF(256) with a correction capacity of T
= 1 to 10 symbols. But there is aso an uncoded
mode, which corresponds to deactivating this
forward error correction (FEC) code. The RS code
block length ranges from 18 to 255 bytes, and the
number of information bytes per code word ranges
from 16 to 253. There are two modes for coding the
last block of each burst. The first one is a Fixed
Codeword Length which consists of appending by a
(O, O, ..., 0) sequence the last block so that al
blocks to the RS coder input are of equa length.
The other is Shortened Codeword Length in which
the last block is not appended and remains of
shorter length than the preceding blocks. The latter
mode has the advantage of reducing overhead.

DOCSIS specifications are very flexible in the
sense that the modulation format and the FEC code
can be defined on a burst-by-burst basis. The burst
length itself is redefined at each burst.

2.3. Ranging and Traffic Modes

CM’s on HFC networks operate in two different
modes. The ranging mode during which different
parameters are set, and the traffic mode during
which useful datais transmitted. The CM enters the
ranging mode at connection set-up (initial ranging)
in order to perform carrier synchronization, timing
clock synchronization, and power control. In the
ranging mode, there is a large uncertainty on these
parameters and the search for the optimum
parameters must be therefore performed over an
extended range. In the traffic mode, the CMTS has
some a priori knowledge of these parameters, and
the uncertainty is small. Synchronization problems
must therefore be examined in the ranging mode.
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Fig. 1. General block diagram of the CMTS receiver.

Another important function of the CMTS in the
ranging mode is to estimate the channel impulse
response and compute the optimum equalizer
coefficients for that channel. The computed
coefficients are then sent to the CM, which is in
charge of pre-equaizing the transmitted signa in
the traffic mode.

3. RECEIVER ARCHITECTURE

A genera block diagram of the receiver is
shown in Fig. 1. The received signal is first filtered,
amplified, and A/D converted using a clock
generated by a free-running oscillator. The nomina
frequency of this clock is 102.4 MHz. The variable-
gain amplifier used controls the signa power of the
entire carrier multiplex. After A/D conversion, the
signal is sent to the fully digital front-end which is
followed by the digital demodulator.

3.1. Front-End

A functional block diagram of the digital front-
end is shown in Fig. 2. The first function of this
block is to convert the received digital signa to
baseband and generate the in-phase (I) and
guadrature (Q) baseband components. This is
performed using two multipliers and a numericaly
controlled oscillator (NCO). The frequency of this
oscillator is controlled by the CMTS so as to
extract the desired carrier. This signal is then
passed to digital filtering and decimation stages,
which provide 4 samples per nomina symbol
duration. The fina stage of the digital front-end is
the matched filter, which operates at 4 times the
nominal symbol rate and performs sguare-root
raised-cosine Nyquist filtering.

3.2. Digital Demodulator

The front-end is followed by the digita
demodulator whose basic function is to perform
timing and carier synchronizations, channel
equaization, ingress noise cancelation, and make
symbol decisions. A functional block diagram of the
demodulator is depicted in Fig. 3.
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Fig. 2: Block diagram of the digital front-end.

COARSE TIMING
SYNCHRONIZATION l

FINE TIMING
SYNCHRONIZATION

POWER

ESTIMATION

SCALER  ==P»  INTERPOLATOR —|

PHASE .| THRESHOLD
COMPENSATION DETECTOR

——»| EQUALIZER =

T

COEFFICIENT
ADAPTATION

= DEMAPPER =l

Fig. 3: Block diagram of the digital demodulator.



3.2.1. Coarse Timing Estimation

First, a coarse timing function detects the
beginning of each burst with the required precision
(typically a precision of haf a symbol period). The
conventional approach to coarse timing estimation
is based on power estimation. The principle is
simple: The signal received in the absence of bursts
is due to noise, and its value is small compared to
the signal received during bursts. Therefore, a
power estimation circuit followed by a threshold
comparator gives an indication of the start of
bursts. The power estimation circuit is composed of
two dementary functions. The first one is a
squaring circuit which gives the instantaneous
signa power, and the second is a low-pass filter
which performs short-term averaging.

The first problem associated to this concept is
that the precision of the burst start estimate is a
function of the filter used. A short filter memory is
required to improve precision, but then the
estimator becomes very sendtive to additive noise.
That is, robustness to noise and precision of the
estimator are two contradictory requirements in this
technique. The second problem is that the threshold
is a function of the received signa power level,
which is undesirable. A high threshold leads to the
risk of missing bursts and includes an estimation
delay. A low threshold reduces the delay, but
creates the risk of declaring that a burst is present
when no burst is actualy transmitted. (This occurs
when the noise power exceeds the threshold level.)

To avoid these problems, we developed a new
coarse timing detector that involves a correlator and
the computation of a contrast function that is
independent of the received signa power level. The
correlator correlates the incoming signal with the
preamble sequence stored in the recelver. (The
preamble must have good correlation properties,
i.e, a very narrow correlation peak and very low
correlation values around that peak.)

With a contrast function that is independent of the
received signal power level, afixed threshold can be
used (without any performance penalty) to detect
the corrdation peak and the burst start. The
threshold comparator in the block diagram
determines a short time-window in which the

correlation maximum is to be searched. In the
traffic mode, the CMTS has some a priori
knowledge of the burst position and knows the time
window over which the contrast function needs to
be maximized.

3.2.2 Subsequent Demodulator Functions

Next, a fine timing function determines the right
sampling instant and passes this information to an
interpolator that generates symbol-spaced signal
samples. A scaler that precedes the interpolator sets
the power of the over-sampled signd to a
predetermined value. The scaler is controlled by a
power estimation function that is activated during
signal bursts. The symbol-spaced signal samples
generated by the interpolator are passed to
subsequent receiver stages, which include an
adaptive equalizer, an ingress noise canceller, and a
carrier phase recovery circuit.

The egudizer is a linear equalizer whose
coefficient values are computed using the zero-
forcing (ZF) criterion [3]. This criterion is more
appropriate in the present case than the more
popular minimum mean-square error (MMSE)
criterion, due to the requirement to send the
coefficient values to the CM to implement a pre-
equalizer. The reason is that the MMSE equalizer
makes a trade-off between channel distortion and
additive noise, and therefore the computed
coefficients do not perfectly invert the channel
transfer function. And contrary to an equalizer at
the receiver, a pre-equaizer does not amplify the
additive noise. Therefore, the best coefficient setting
for the pre-equalizer is that which perfectly inverts
the channel.

As is wel known, ingress noise represents one
of the mgjor disturbances that affect upstream data
transmission in HFC networks. Ingress noise is
essentialy due to local AM radio signals and other
types of disturbances that leak into the cable. It is
modeled as narrowband interference that may be on
or off and essentially constant over a period of time
which can be in excess of several minutes. Another
characteristic of ingress noise is that, contrary to
channel distortion, which is specific to each CM, it
is common to all CM’s sharing the same upstream
carrier. The reason is that the CMTS receives the



sum of al noises that leak into the cable at al
customer premises that it serves, and the resulting
noise equally affects al time dots no matter where
they originate from.

For reliable data transmission on the upstream
channdl, the receiver must include an efficient
ingress noise canceller, particularly for 16-QAM
and higher-level modulations. One way to suppress
ingress noise is to use a notch filter at the ingress
noise frequency, but notch filtering also distorts the
useful signal and creates intersymbol interference
(1S1), which is undesirable. An aternative approach
consists of estimating ingress noise by means of a
prediction filter and subtracting this estimate from
the received signal prior to threshold detection. The
latter approach, which leads to significantly better
performance, was adopted in our receiver design.

The final function before the threshold detector
(which makes the symbol decisions) is the carrier
synchronization function. This includes a frequency
estimator that estimates the frequency offset
between the CM and the CMTS and a phase
recovery circuit that synchronizes the carrier phase
of the incoming signal. The estimated frequency
offset is used to derive a control signal that is sent
to the CM to synchronize its oscillator frequency
with that of the CMTS. The decision-feedback
frequency estimator used in our design is based on a
newly developed algorithm that is very robust
against symbol decision erors. Finally, the phase
recovery circuit compensates for residual synchro-
nization errors between the CM and the CMTS.

4. PERFORMANCE RESULTS

Performance of the designed CMTS receiver
was evaluated using extensive computer simulations
and laboratory measurements. In this section, we
will report results that assess the performance of the
digital front-end and of individua demodulator
functions, as well as results that assess overdl
receiver performance.

4.1. Front-End Performance
Performance of the CMTS receiver was tested for

different symbol rates and different loads of the
upstream spectrum. The most unfavorable condition

for the digital front-end occurs when the desired
signa has the lowest symbol rate (160 kbaud) and
arrives a the receiver with the minimum signal
level, while adjacent carriers arrive with the
maximum signal level alowed in DOCSIS
specifications.

To evaluate worst-case performance, we have
simulated a carrier multiplex where a 160 kbaud
desired signal is received together with 8 adjacent
carriers each having a data rate of 2560 kbit/s and a
power spectral density (psd) that is 12 dB above
that of the desired signal. That is, the desired signd
power was 24 dB below that of each one of the
other carriers. Our simulations have indicated that
the receiver performance in these conditions is
essentialy the same as in the case of an isolated
carrier over the upstream channel. The measure-
ment results using a lab prototype were very much
in agreement with the smulation results.

4.2. Overall Performancein the Traffic Mode

Next, we smulated the overall bit error rate
performance (BER) of the receiver in the traffic
mode and plotted it as a function of the signal-to-
noise ratio (SNR). The results take into account the
total imperfections of the receiver including those of
the front-end and of the synchronization functions.
The BER vs. Ey/Ng (transmitted energy per bit to
the noise spectral density ratio) curves are given in
Fig.4 for QPSK and in Fig. 5 for 16-QAM. The
figures also show the theoretical BER curves which
correspond to the performance of an ideal modem.
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Fig. 4: Overal BER performance of the CMTS
receiver in the QPSK mode.
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Fig. 5: Overal BER performance of the CMTS
receiver in the 16-QAM mode.

These figures show that the overall degradation
at the BER of 10° islimited to 0.2 dB in QPSK and
0.6 dB in 16-QAM. These results are obtained in
the absence of error-correction coding. This means
that the 0.2 dB SNR degradation in QPSK and 0.6
dB degradation in 16-QAM will hold for BER
values as low as 10™° or 10™ after RS decoding.

Figs. 4 and 5 also give the measurement results. We
can see that the measurement results coincide with
the simulation results in QPSK, and that the
difference between smulated and measured results
islimited to 0.1 dB in 16-QAM.

4.3. Bur st Detection in the Ranging Mode

The most significant performance indicator in
the ranging mode is the time needed by a CM to
register with the network. The regidtration time
must be evaluated in two extreme cases: The worst
case, which corresponds to al CM’s using the
ranging opportunities, a situation which typically
occurs after a CMTS Reset, and the best case,
which corresponds to only one CM using the
ranging opportunity. The latter case is in fact
sufficient to determine the performance of the
CMTS receiver.

The important parameters to consider here are
the elementary probabilities Pndy and Pfag which
respectively correspond to missing a burst and to a
fase darm at a given time t. Missing a burst occurs
when the burgt is actudly transmitted and the
contrast function used for burst detection takes a

value lower that the decision threshold S A fadse
alarm corresponds to the contrast function taking a
value that exceeds the decision threshold while no
burst is actualy transmitted. Note that Pfag is
independent of the SNIR, because in the absence of
useful signal, both the numerator and the
denominator of the contrast function C(t) are
proportional to the noise variance, and therefore the
noise variance cancels out. In contrast, Pndy is a
function of the SNR. To reduce Pndy, we need to
decrease the threshold S, and to reduce Pfay, we
need to increase S. That is, reducing the elementary
non-detection probability is a contradictory require-
ment with reducing the elementary false aarm
probability. Thisis shown in Fig. 6 where we have
plotted Pndy for E/Ng = 10 dB and E,/No = 8 dB.
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Fig. 6: Elementary false dlarm and non-detection

probabilities.

But Fig. 6 done is not sufficient to determine
the optimum vaue of the threshold S. To determine
this value, we need to consider the full probability
of missing a transmitted burst, which we denote
Pnd. To evauate this probability, we need to
consider the following two situations:

» The transmitted burst is not detected due the
contrast function taking a vaue lower than the
threshold. This occurs with a probability of
Pnde..

= A fase aarm occurs during one of the N
symbols preceding the burst start, where N is
the number of symbols in the ranging burst. A
fase darm will activate the demodulator and
deactivate the contrast function calculations for
the following N symbols, and therefore a true



burst start during N symbols after a false darm
will not be detected. The probability of missing
aburst dueto false alarms is therefore N.Pfag.

Taking into account, these two types of missing
aburst, the total probability of missing aburst is
given by

Pnd = Pndy + N.Pfag.

According to DOCSIS specifications, a ranging
burst must carry at least 34 bytes, which map on
136 QPSK symbols. Taking into account this
minimum value as wdl as the preamble and the
redundancy for error-correction coding, the number
of symbals in the ranging burst is close to 200.
Therefore, Pnd = Pndy + 200Pfay is a good
approximation for the probability of missng a
transmitted burst, and the threshold S must be set so
as to minimize this probability. In Fig. 7, we have
plotted the probability of missing a burst as a
function of the threshold value, for E,/Ng = 10 dB
and E/No = 8 dB.
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Fig. 7: Pnd as afunction of the threshold.

This figure indicates that any value of the
threshold between 3 and 4 will give a P lower than
107 for Ey/No values higher than 10 dB. A Py
lower than 10 means that the CM will use the first
ranging opportunity 99% of the time, and will need
at least two ranging opportunities with a probability
of 10”. Continuing further, the CM will need 3 ran-
ging opportunities only with a probability of 10™.
Consequently, the average registration time of a
CM (assuming that only one CM s trying to
register at a time) is well approximated by 1.01

times the interval between two consecutive ranging
opportunities.

4.4. Pre-equalizer Performance

As mentioned ealier, the pre-equaizer
coefficients are computed by the CMTS receiver
and sent to the CM to pre-equalize the transmitted
dgna in the traffic mode. Here, we give the
performance corresponding to two different options.
In the firgt, the coefficients are estimated using a
single ranging burst, and are immediately sent to the
transmitter after that burst. In the second, two
ranging burst are used in order to obtain a better
estimate of the optimum pre-equalizer coefficients.

To assess the BER performance of the pre-
equalizer, we used a channel modd with 3 echoes:
The first echo is 10 dB below the main signal path
and has a delay of 1 symbol period T, the second
echo is 20 dB down and has a delay of 2T, and
finaly, the third echo is 30 dB down and has a
delay of 3T. Note that the performance results
obtained with this model are independent of the
symbol rate. Fig. 8 shows the BER curves
corresponding to 16-QAM and an 8-tap pre
equalizer. The figure also shows the theoretical 16-
QAM curve corresponding to an ideal modem
operating on a channel with no distortion.
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Fig. 8: BER performance of an 8-tap pre-equalizer
with 16-QAM modulation.

Notice that without a pre-equalizer, the system
has an irreducible BER on the order of 10™. The
results show that the SNR degradation at the BER
of 10° is approximately 1 dB when only a single



ranging burst is used to optimize the pre-equalizer
coefficients. This degradation is reduced to 0.6 dB
when two ranging bursts are used for coefficient
optimization.

Next, we investigated the pre-equaizer
signature using the 1-echo channe mode which
appears in DOCSIS specifications. The signature
gives aplot of the echo amplitude (in the dB scae)
vs. echo delay (normalized by the symbol period T)
that leads to an SNR degradation of 0.8 dB at the
BER of 10°. The results corresponding to 16-QAM
and an 8-tap pre-equalizer are depicted in Fig. 9.
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Fig. 9: Signature of an 8-tap pre-equdizer with 16-
QAM modulation.

The figure shows that non-equalized 16-QAM
system only tolerates an echo of —25 dB (the
normalization is with respect to the main signa
path). It also shows that for delays up to 5 symbol
periods, an 8-tap pre-equalizer can cope with an
echo amplitude of —15 dB. The sharp drop of
performance is due to pre-equaizer size and
reference-tap position used in these simulations.
Another interesting observation that can be made
here is that using two ranging bursts to optimize the
pre-equalizer improves the signature by 1 to 3 dB.

4.5. Ingress Noise Canceller Performance

Performance of the implemented ingress noise
canceller was simulated using a 16-QAM signal at
the symbol rate of 2.56 Mbaud. The ingress noise
model used includes three interferers respectively
centered at a distance of 60 kHz, 500 kHz, and
1000 kHz, from the carrier frequency. Each

interferer has a width of 20 kHz and an individua
power that is 15 dB below the useful signal power.

The reaults obtained using this modd are
depicted in Fig. 10. Notice that a 16-QAM modem
cannot operate in the presence of this type of
ingress noise without an interference canceller.
Clearly, the BER curve shows a floor close to 107,
which is entirely unacceptable. With a simple
canceller based on noise prediction, the BER curve
becomes paralld to the idead 16-QAM curve, and
the SNR degradation becomes less than 2 dB.
Better performance can be achieved by increasing
the number of taps of the noise prediction filter.
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Fig. 10: Influence of ingress noise on 16-QAM and
its compensation using noise prediction.

5. SUMMARY AND CONCLUSIONS

We have presented a fully digita receiver
architecture, which substantialy reduces the size
and cost of the CMTS while ensuring excellent
overal performance even under worst-case condi-
tions. First, the smulation and measurement results
confirmed that the multi-channel front-end gives
guasi-ideal performance in the very unfavorable
condition where in addition to the useful signd, the
cable carries a multiplex of 8 modulated carriers
with an individual power that is 24 dB above that of
the useful signal. Next, the total SNR degradation
of the receiver a the (uncoded) BER of 10° was
found to be limited to 0.2 dB in the QPSK mode
and 0.6 dB in the 16-QAM mode. It was aso
found that with the synchronization agorithms
implemented, the average time needed by a CM to
register with the network (assuming only one CM is



trying a a time) is only 1.01 times the ranging
opportunity, which is an extremely short
registration time. Finaly, the receiver aso includes
an efficient adaptive equalizer to compensate for
channdl distortion and an ingress noise canceller.

The presented receiver was extensively tested
using an FPGA implementation and integrated in an
ASIC using high-speed 0.18 mCMOS technology.
Prototypes of this chip, which aso includes other
physica-layer functions as well as MAC-layer
functions, are due from foundry in June.
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DETECTION AND CLASSIFICATION OF RF IMPAIRMENTS
FOR HIGHER CAPACITY UPSTREAMS USING ADVANCED TDMA

Daniel Howard
Broadcom Corporation

Abstract

Mitigation of ingress, common path dis-
tortion (CPD) and impulse/burst noise is of great
interest to cable operators. Advanced physical
layer technologies such as frequency agility, en-
hanced error correction, ingress cancellation
and FFT processing have created new tools for
mitigation of impairments. Impairments can now
be canceled, reduced or avoided by intelligent
adapation of both signaling and system parame-
ters. A detailed knowledge of RF impairments is
required however, to both characterize the im-
pairment and to determine the best mitigation
strategy.

In this paper, detailed models of common
path distortion (CPD), ingress, and impulse/
burst noise are presented based on first princi-
ples and verified by plant measurements. The
models were developed to optimize the detection,
classification, and mitigation and/or avoidance
of such impairments by advanced DOCSIS
TDMA physical layer technology [1]. The result
is higher upstream performance and capacity. A
link between plant monitoring and communica-
tion system configuration is made that can sig-
nificantly improve availability and overall plant
maintenance. The approach is applicable to ex-
isting as well as deep fiber architectures.

INTRODUCTION

Advanced TDMA improves upstream capacity
and performance via greater bits/Hz, more robust
signaling, and higher signaling bandwidth. In
clean upstream channels, a threefold increase in
capacity is provided by operation at 64 QAM at
5.12 Megasymbols per second (Msps). In im-
paired channels, advanced TDMA provides can-
cellation of ingress and common path distortion
(CPD), mitigation of high rate and long duration
impulses by greater FEC (T=16) and Reed Solo-
mon byte interleaving. Coupling these advanced
features with upstream monitoring in both the

spectral and time domains creates a new capabil-
ity for operators to simultaneously report prob-
lems and to adapt the signaling to the impairment
in order to maintain the capacity of the system as
high as possible.

Previous measurements have concentrated on
long term statistical characterization, or capture
of short time traces of the upstream only. Fur-
ther, many of the models currently available are
still basic in nature. For example CPD is usually
consider to produce beats or at most triplets
every 6 MHz. Many more frequencies exist in
the CPD spectrum however, and proper design of
cancellation filters requires knowledge of this
additional spectral structure. Hence, in this pa-
per, more detailed models of common RF im-
pairments are provided in terms of parameters
needed by advanced TDMA systems to obtain
the maximum capacity from the HFC system.
The new models are verified by plant measure-
ments, and then applied to an advanced TDMA
system to show how the system may be adapted
to the impairments.

MODELING RF IMPAIRMENTS

Common Path Distortion

Common path distortion (CPD), also termed
common path intermodulation distortion (CPID)
arises in cable plants from several mechanisms,
but the most common source is oxidation of con-
tacts which leads to diode-like behavior. A sec-
ond mechanism is improper balancing of actives
leading to nonlinear behavior. In general, the
impairment produces second and third order
nonlinearities which lead to mixing products of
downstream frequencies . These products are
located in the upstream frequency band. The
most common of these products are at difference
frequencies of the downstream video carriers: 6
MHz, 12 MHz, and so on up to 42 MHz. How-
ever a complete characterization of CPD reveals
many more frequencies in the upstream spectrum,



and also the different bandwidths of these fre-
quencies.

The mechanical discussion of common path dis-
tortion (CPD) has been covered texts such as
Ciciora et al [2] and will not be repeated here.
We begin by assuming that second and higher
order mixing products have been produced in the
cable plant, and seek to derive the frequencies,
relative amplitudes, and fine structure of CPD in
the upstream frequency band. It will be shown
that there are three scales of CPD spectral struc-
ture:

Coarse
Main CPD frequencies that depend on
whether the plant is set up for harmonically
related carriers (HRC), incrementally related
carriers (IRC) or standard carriers (STD).
These include the well-known 6 MHz beats
in the upstream spectrum.

Medium
Sidebands around each coarse CPD fre-
quency that result from the use of offset car-
riers in certain cable channels as per FCC
regulations for avoiding aeronautical radio
communications. These offsets are either
12.5 kHz or 25 kHz away from the nominal
downstream frequencies.

Fine
Spreading of CPD coarse and medium fre-
quencies with occasional tone-like peaks that
result from carrier frequency inaccuracy in
downstream modulators. Typical carrier fre-
quency accuracy of cable modulators is on
the order of +/- 5 kHz to +/- 8 kHz.

An NTSC downstream signal has two main
peaks, at the video and audio carriers. If fy is the
frequency of the video carrier, then the audio
carrier will be at f, = fy + 4.5 MHz. Generally
speaking, subsequent carriers for other down-
stream cable channels will be at fy + m*6 MHz,
f, + m*6 MHz, where m=1,2,3, and so on.

To determine the CPD frequencies that result
from second order mixing products, we need only
take sum and difference frequencies, fi-fi. , where
both positive and negative frequencies of the
original spectrum must be considered. The result
is CPD beat frequencies at 6, 12, 18...m*6 MHz,

with sidebands at +/-1.5 MHz around every 6
MHz beat. Thus, the main, or coarse CPD fre-
quencies from second order mixing products in
the upstream band are at 6.0, 7.5, 10.5, 12.0,
13.5, 16.5, 18.0, 19.5, 22.5, 24.0, 25.5, 28.5,
30.0, 31.5, 34.5, 36.0, 37.5, 40.5, and 42.0 MHz.
Since these frequencies are invariant to down-
stream carrier shifts due to frequency plan, they
will always be present when CPD exists.

In order to determine relative amplitudes of the
CPD frequencies, and for greater detail in model-
ing, a formalism for the above will be used which
is based on the fact that multiplication in the time
domain is equivalent to convolution in the fre-
quency domain. Since the frequency domain rep-
resentation of a real carrier at fy is % [&(f+fy) +
O(f-fy)], where 9 is the Dirac delta function, if we
represent the entire cable downstream spectrum
as only the video and audio carriers, the spectrum
can be written as

Ne

S()= 2{8(f-nf,) + ad(f-[nf+E,])}
n =-N,
nz0

where N, is the number of downstream cable
channels, f, is the spacing between channels (6
MHz), o is the amplitude of the audio carrier
relative to the video carrier (-8.5 dB) and f; is the
spacing between the audio carrier and the video
carrier (4.5 MHz). This spectrum is depicted in
the figure below:
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Simplified Downstream Spectrum Model

The second order mixing products can then be
determined from

Sy(f) = S(H)*S(H)



where * denotes convolution. A similar approach
is used to derive the 3 order mixing products:

Ss(f) = Sao(H)*S(f) = S(f) *S(F) *S(f)

Additional CPD frequencies are produced, for
example at fi+f-f;, and also at 2f-f; and fi-2f;. For
HRC systems, these additional frequencies are at
multiples of 1.5 MHz since the original carriers
are at multiples of 6 MHz + (0 or 4.5 MHz).

A simple MATLAB routine to calculate the up-
stream band of CPD 2™ and 3" order frequencies
was used to predict CPD for an HRC system:
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Coarse CPD Frequencies for an HRC plant
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The CPD frequencies at 9, 15, 21, 27, 33, and 39
MHz are solely due to 3" order products, while
the remaining frequencies are due to both 2™ and
3" order products.

Note that STD and IRC plans have carrier fre-
quencies which are offset by 0.25 MHz from
those of HRC plans. While this does not affect
the location of the 2™ order mixing products, it
will affect the location of 3™ order products. For
example, in an IRC or Standard plant, the audio
carrier of Chanel 19 will be at 151.25 + 4.5 =
155.75 MHz. Twice the video carrier of Channel
4 is 2*67.25 = 134.5 MHz. The difference be-
tween the two is 21.25 MHz. Hence, a key visual
cue for whether the plant is HRC or Stan-
dard/IRC is the presence of CPD frequencies at
x.25 MHz or X.75 MHz locations; only Standard
and IRC plans will produce these coarse CPD
frequencies. It is possible that on an IRC plant,
the 3" order frequencies can be much higher due
to more coherent summing of the mixing prod-
ucts, however this has yet to be verified with
measurements [5].

The MATLAB routine was rerun with IRC fre-
quencies, with the resulting spectrum shown at
the top of the next column:

il
Derivation of Medium CPD Frequency Structure

Coarse CPD Frequencies from IRC Plant.

There are additional medium scale CPD frequen-
cies which are produced by the fact that the FCC
requires cable operators to offset the carriers in
certain bands by either 25 kHz or 12.5 kHz to
prevent any leakage signals from interfering with
aeronautical radio communications in those
bands. The rules are as follows [3]:

Cable in the aero radiocom bands 118-
137, 225-328.6 and 335.4-400 MHz must
be offset by 12.5 kHz.

Cable channels in the aero radiocom
bands 108-118 and 328.6-335.4 MHz
must be offset by 25 kHz.

Second order difference frequencies between an
offset carrier and a non offset carrier will thus
produce CPD frequencies at 12.5 and 25 kHz
offsets from the previously predicted frequencies.
Third order offset products will produce addi-
tional CPD frequencies at 37.5 kHz, 50 kHz, 62.5
kHz, etc. from the non offset products, which
will be lower in amplitude due to the fact that the
number of cable channels which must be offset is
less than the number which are not offset. The
MATLAB routine was rerun for IRC frequency
plans using positive offsets for the FCC regulated
cable channels with the following result:
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Medium Scale CPD Structure on STD Plant

The FCC offsets result in widening the CPD
tones via additional tones from the offset fre-
quencies. The resulting bandwidth can approach

100 kHz, as seen below in a magnified view near
18 MHz:
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Three CPD Spectral Peaks Near 18 MHz

Derivation of Fine CPD Frequency Structure

Finally, in standard cable plants (STD), the
modulators are not locked to a comb generator,
and hence do not always produce carriers of ex-
actly the specified frequency. The frequency ac-
curacy specifications for typical modulators are
foee = +/- 5 kHz or +/- 8 kHz [4]. Hence the ac-
tual carrier frequency of any particular modulator
will be that specified by the STD frequency plan
plus the specified FCC offsets if applicable, and
finally plus a very slowly varying random fre-
quency offset selected from a probability distri-
bution with rough limits of either +/- 5 kHz or +/-
8 kHz. Since this is a significant fraction of the
medium CPD frequency structure (at increments
of 12.5 kHz), one would expect that the result
will be a spreading of CPD frequencies about the
nominally predicted frequencies, by about half
the spacing between CPD medium frequency
structure tones.

A separate MATLAB routine was developed to
simulate the effect of summing many carriers
with random frequencies normally distributed
about zero frequency with a standard deviation of
1500 Hz (which gives a 36 value of 4500 Hz:

Predicted Fine CPD Spectrum

CPD Measurements

Measured data from a plant using a STD fre-
quency plan and known to have CPD was ana-
lyzed and compared to the models described
above. The results show complete agreement
with the model for coarse, medium, and fine fre-
quency structure, as seen below.

A measurement snapshot of a 6 MHz band cen-
tered on 18 MHz is shown below:

16 1.7

Measured CPD Coarse Frequency Structiife

Note the presence of the coarse CPD frequencies
at 15.25, 16.25, 16.75, 17.75, 18.0, 18.25, 19.25,
19.5, and 20.75 MHz, in agreement with the
model.

The figure below shows the medium CPD fre-
quency structure in the measured data. The two
coarse side tones at 17.75 and 18.25 MHz are
low enough that it is difficult to discern the me-
dium frequency structure, but at 18.0 MHz, the
four strongest medium CPD tones are clearly
seen, in complete agreement with the model.
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Measured Medium CPD Structure =



Further detail of the medium and fine CPD struc-
ture are shown in the next three figures, where
the fine CPD structure can be seen via the non
uniform shapes of the medium CPD tones spaced
at 12.5 kHz. As discussed above, this is due to
frequency inaccuracy in the downstream modula-
tors.
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Measured Medium and Fine CPD at 30 MHz

Measured Fine CPD Structure at 10.5 MHz

Finally, a plot was generated of the entire up-
stream spectrum from the measured data using
the PWELCH function in MATLAB. The result-
ing spectrum is plotted below:

- L___I___I___IT___JT___J___7J_

Entire CPD Spectrum for STD Plant.

Ingress

Ingress of off-air communications has previously
been modeled using stationary carriers with
Gaussian noise modulation [6]. However actual
ingress comes in a variety of forms:

Strong, stationary HF broadcast sources
such as Voice of America

Data signals with bursty characteristics

Intermittent push-to-talk voice communi-
cations such as ham and citizen’s band
(CB) radio signals

Slow Scan Amateur TV, allowed any-
where amateur voice is permitted, but
usually found at these US frequencies:
7.171 MHz, 14.230 MHz, 14.233 MHz,
21.340 MHz, and 28.680 MHz.

Plus other, less frequent ingress signals
such as radar and other military signals

It is relatively straightforward to generate models
of all of the above communications using tools
such as MATLAB with the signal processing
toolbox, since it includes most of the commonly
used forms of modulation for such signals. How-
ever, the time variation of the signals’ power
level must be developed. This time variation
comes from three main sources: the fluctuations
in atmospheric propagation (multipath, ducting,
etc.), fluctuations from vehicular movement (in
the case of ham and CB radio signals), and fluc-
tuations from the fact that the ingress typically
enters the plant in multiple locations. From the
evidence that significant reductions in ingress
levels occurred after high pass filters were in-
stalled throughout the plant, it may be conjec-
tured that ingress typically enters the plant via
the subscribers house [7].

From measurements by the author, fluctuations in
the signal power of at least 20 dB have been fre-
quently seen with the time scale of fluctuations
on the order of tens of milliseconds. Hence, a
time varying, random envelope with power varia-
tion of up to 20 dB can be impressed on the sig-
nals above to generate realistic ingress models
for testing new technologies.

For the Morse code communications, captured
traces show the on off cycles of such signals to



be on the order of tens of ms (‘dots’) to hundreds
of ms (‘dashes’). An example trace is shown on
the next page:

1
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~

One Second of Morse Code Trace

A simple model involves gating a CW signal on
and off with a 10 Hz rate to emulate such signals.
A more complex model includes specific dura-
tions for ‘dots and dashes’, as well as variations.

Models of voice conversations abound in the
telecommunications literature, and can be used
for detailed modeling of voice signals. Spaces
between words (tens of milliseconds) as well as
larger silence intervals (seconds) can be applied
to the signal models for single sideband and other
common ham and CB voice signals.

The bandwidths of ingress signals range from
extremely narrowband on-off keyed Morse code
signals, to voice and slow scan TV signals of
bandwidth on the order of 20 kHz, to specialized
data signals with bandwidths of hundreds of kHz.

The last point in modeling ingress signals is to
determine how many ingress signals can occur in
band during cable modem signals. This depends
highly on whether certain bands are avoided.
The DOCSIS specification recommends avoiding
the following broadcast bands:

Broadcasting Allocations in 5 - 42 MHz

No. From To Bandwidth
1. 595MHz 6.20 MHz 250 kHz
2. 710 MHz 7.30 MHz 200 kHz
3. 950 MHz 9.90 MHz 400 kHz
4. 11.65 MHz 12.05 MHz 400 kHz
5. 13.60 MHz 13.80 MHz 200 kHz
6. 15.10 MHz 15.60 MHz 500 kHz

7. 17.55 MHz 17.90 MHz 350 kHz
8. 21.45MHz 21.85 MHz 400 kHz
9. 25.67 MHz 26.10 MHz 470 kHz

However, this list was developed before ad-
vanced TDMA DOCSIS was available. When
measurements of upstream ingress are compared
with advanced TDMA capabilities, it turns out
that many of the above bands have few enough
ingressors that advanced TDMA permits cancel-
lation of the ingress. On a typical plant, for ex-
ample, bands 2, 5, and 7-9 in the previous table
can turn out to have relatively few strong ingres-
sors, and thus are candidates. A scan of meas-
ured data indicates that with judicious placement
of DOCSIS carriers, a typical maximum number
of ingress zones to be canceled is about 4-6. The
term ‘zone’ is used, as frequently ingressors oc-
cur in groups and must be canceled as a group
rather than individually. It is for this reason that
the bandwidth to be canceled can often exceed
100 kHz.

Thus, a reasonable model for ingress to use for
developing and characterizing advanced TDMA
DOCSIS systems is:

4-6 ingressors zones in band
Power levels with up to 20 dB fluctuations over
tens to hundreds of ms
Bandwidths in three ranges:
100’s of Hz for OOK-CW
20 kHz for voice, data, SSTV, etc.
100 kHz for special signals or for groups of
ingress signals to be canceled as a group

Impulse Noise

Random impulse noise has been extensively stud-
ied in the past, with the following representing
current thinking on the subject [8]:

1 us impulse duration (dominant case)
10-50 us burst duration (infrequent case)
100 us and above (rare)

Average interarrival time: 10 ms



As for the spectral characteristics, Kolze [6]
gives the following model for random impulse
noise:

Each burst event is AM modulated, zero mean,
Gaussian noise with a 1 MHz RF bandwidth, car-
rier frequency of 5-15 MHz (according to
measurements) and amplitude ranging from zero
to 60 dBmV.

However, periodic impulse noise has been fre-
quently found by the author in measurements on
at least one node per headend, and to date no
specific models for this phenomenon have been
given. These impulses are often quite large in
amplitude, and appear to occur with different
pulse recurrence frequencies which are usually
harmonics of the power line frequency of 60 Hz.

The figure below shows a captured trace of im-
pulses with apparent period of 120 Hz.
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Interleaved Periodic Impulses

From the time trace, it appears that the trace is
actually two interleaved 60 Hz waveforms. To
check, the FFT’s of ten successive impulses were
captured and plotted below:

Relative Power, dB

Frequency, Hz

FFT’s of Successive Periodic Impulses

Clearly, the even impulses are from one element,
and the odd impulses from another, perhaps dif-
ferent element. Spectra such as the above are
representative of such events captured from mul-
tiple nodes and headends.

Hence, in addition to the current models for ran-
dom impulse noise and periodic noise with pe-
riod of 60 Hz, 120 Hz, and so on, we should add
to the model interleaved periodic trains of 60 Hz
recurrence frequency with varying offset inter-
vals between them.

ADAPTATION TO RF IMPAIRMENTS
USING DOCSIS ADVANCED TDMA

DOCSIS advanced TDMA provides the operator
with several new methods of handling RF im-
pairments. Ingress and CPD may be detected
using FFT-based spectrum analysis techniques
and then removed using ingress cancellation
technologies. Random and periodic impulse
noise can be mitigated via greater FEC and inter-
leaving. Both ingress, CPD, and impulse noise
can also be mitigated via adapting the modulation
order, symbol rate, frequency, and power level.
Periodic impulse noise can also be mitigated via
detection in the time domain and either avoid-
ance by scheduling around the impairment or
mitigation via changing the burst parameters dur-
ing the expected periodic events. By only chang-
ing the burst parameters during the expected im-
pulse events, one can achieve much higher ca-
pacities in the upstream than if all upstream
packets were forced to use the more robust sig-
naling parameters. Some examples of adaptation
are presented below to show how these new fea-
tures may be used.

Adaptation to CPD

Since CPD has well known and predictable fre-
quencies, it is possible using FFT’s of the entire
upstream to detect the presence of CPD and
move the frequency of upstream signals. The
optimum choice would be to move carriers such
that the strongest CPD tones (at 6 MHz, 12 MHz,
18 MHz, etc.) lie beyond the edges of DOCSIS
upstream carriers. The remaining CPD tones can
then be removed by ingress cancellation technol-
ogy. Note that if CPD is detected, the system
should report this event to the operator so that the
impairment can eventually be eliminated from



the plant. Until then, the detected CPD frequen-
cies can be maintained in a table, and used for
more intelligent frequency hopping if ingress
occurs.

Adaptation to Ingress

Ingress cancellation technology makes possible
the elimination of ingress from the signal spec-
trum. Based on the above modeling, a good in-
gress canceller should be able to cancel 4-6 in-
gress zones, with occasional cancellation band-
widths of over 100 kHz possible. A key initial
decision is whether to notch all ingress frequen-
cies detected by spectrum analysis of the up-
stream band, or to move the carrier frequency
such that strong and/or wideband ingressors are
eliminated first from the signal spectrum entirely,
leaving fewer and/or more narrowband ingressors
to be canceled. The algorithms to make such de-
cisions will depend on the capabilities of each
advanced TDMA implementation, and will thus
be proprietary in nature.

It is interesting to note that both advanced and
conventional DOCSIS TDMA signals can
achieve “negative SNR” performance against
ingress using the detect and adapt strategy. For
example, suppose an advanced TDMA system is
using the full 6.4 MHz spectrum for 5.12
Msym/sec signaling and a strong ingressor turns
on in band with a power level of +10 dB relative
to the cable modem signal. By reducing the
symbol rate to 2.56 Msps and moving the carrier
frequency to avoid the ingressor, the cable mo-
dem system can be considered to operate at 50%
capacity using only half of the original 6.4 MHz
band where the overall SNR is “-10 dB”. This is
actually superior to the capacity vs. robustness
tradeoff made in a CDMA system where the mo-
dem uses the full 6.4 MHz bandwidth, but re-
duces the number of active codes to provide
“negative SNR” operation, albeit at reduced ca-
pacity. The difference is that in the TDMA sys-
tem, the “negative SNR” is almost limitless since
the interferer is avoided entirely, whereas the
CDMA system spreads the interferer onto the
desired signal.

Adaptation to Random Impulse Noise

With the proposed advanced TDMA waveform
which incorporates stronger FEC (up to T=16)
and RS byte interleaving, mitigation of strong
impulse/burst noise is possible, as shown in the
table below.

16 QAM @ 1.28 Mbaud, CIR=0 dB

Interleaver RS(N,K)=(74,54), T=10

Depth (I) Max Im- Max Repetition Rate
pulse/Burst Dura-
tion
=1 15.6 usec 8.6 kHz
=2 31.3 psec 4.3 kHz
=4 62.5 usec 2.3 kHz

64 QAM @ 5.12 Mbaud, CIR=0 dB

Interleaver RS(N,K)=(86,54), T=16

Depth (I) Max Im- Max Repetition Rate
pulse/Burst Dura-
tion
I=1 4.2 psec 45 kHz
=2 8.3 usec 22 kHz
=4 16.7 usec 11 kHz

Adaptation to Periodic Impulses

The periodicity of powerline related impulse
noise raises a new possibility for mitigation:
scheduling around the impulses. For example, a
typical powerline impulse/burst noise waveform
might be strong enough to require a low order of
modulation such as QPSK, full FEC and inter-
leaving capability, have a repetition frequency of
60 Hz, and a pulse width as high as a few ms.
This gives a duty factor (ratio of pulse width to
pulse period) of about 1/8. Allowing for error in
tracking, an effective duty factor of % could be
used, which means that 25% of upstream minis-
lots would require QPSK with maximal robust-
ness, while the remaining 75% slots could use a
much higher order modulation such as 64 QAM.
This is possible in advanced TDMA due to the
ability to alter modulation order on a burst-by-
burst basis. The result would be more than twice
the upstream capacity than if QPSK were used
on all upstream packets.



CONCLUSION:
APPLICATION TO HFC NETWORKS

The combination of advanced signal processing
features, spectrum monitoring, and intelligent
algorithms for adaptation in advanced TDMA
technology has application to a wide variety of
HFC architectures. In large node systems, the
robustness provided by advanced TDMA will
open up new spectrum that was previously un-
useable due to RF impairments. Advanced
TDMA permits operation in the presence of im-
pulses, raised noise floor, multiple ingressors,
and common path distortion.

On more moderately sized nodes, advanced
TDMA will provide a threefold increase in ca-
pacity per channel due to doubling the signal
bandwidth per channel and 50% more bits/Hz per
channel with 64 QAM. In both large and small
node systems, the integration of spectrum moni-
toring, impairment detection and classification,
and on-the-fly adaptation of signaling parameters
will guarantee that quality of service is main-
tained for applications such as VolP.

Finally, in proposed deep fiber architectures such
as mini fiber node, the ability to support all of
these features in the CMTS means the functional-
ity can be migrated into the mini fiber node itself.
In this application, low power consumption,
small form factor, and low system complexity are
all important to making the mini fiber node archi-
tecture cost effective.
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Abstract

The increased demand for fiber links
in metro market networks has made it
necessary for AT&T Broadband to build bi-
directional DWDM networks in several
locations. Furthermore, the collocation of
primary and secondary hub ring routes and
the need to address third-party requests for
baseband digital capacity have required, at
times, the transporting of both analog, or
quasi-analog signals such as N-QAM
(subcarrier — multiplexed  signals) and
baseband digital signals (SONET, Ethernet
or ATM) on different wavelengths within the
same fiber. In both cases, the effects of
crosstalk generated by DWDM passive
components and nonlinear fiber effects had
to be analyzed carefully in order to prevent
severe degradation of the signal. It became
important to specify design rules (relative
optical power levels) in DWDM networks
and DWDM component performance for
proper operation of such networks.

This paper reports on the results of the
laboratory testing conducted at AT&T
Broadband to determine the acceptable
levels of crosstalk, and to specify system
guidelines to ensure that crosstalk effects
remain within tolerable limits. The paper
also  summarizes  basic  specification
parameters for DWDM passive components
for uni-directional and bi-directional links
with analog, quasi-analog and digital
baseband signals.

INTRODUCTION

Initially, the metro market systems
were supporting video signal transportation
from one or a few locations into a number of
locations for local distribution.  These
systems were configured in a ring or a point-
to-multipoint  topology. Although the
optical fiber cable placed for this purpose
contained some spare fibers, the fiber count
was limited to lower costs, and many of
these fibers were used for video signals
since DWDM technology had not yet
matured.

Later, a number of new services,
including local ad signal distribution and
insertion, high-speed Internet access, digital
telephony, VOD and iTV, competed for the
limited fiber capacity in the cable intended
primarily for video signal distribution.
Additional capacity was also needed to
support internal telephony traffic between
centralized customer care centers, and from
the facilities and the network status
monitoring systems to national and regional
network operating centers (NOCs). Many of
these new services and applications required
ring architectures for increased reliability.
In many cases, the ring closures were
achieved with fibers leased from other
operators and the fiber count in these leased
runs was limited.

In addition to these internal needs,
third party telecommunications service



providers and affiliates who secured
agreements with the metro cable operators
requested capacity in the same cable routes.
Sometimes, the locations they served or their
offices were located in proximity to analog
fiber links. Moreover, the desire to serve as
a CLEC increased the requirements for

Collocated
analog and
digital runs

Primary
Ring

digital bandwidth, and often along the
analog transport fiber routes. Finally, in
some areas, analog and digital transport
routes used in different segments of the
metro network were co-routed. Some of
these are depicted in Figure 1.

Business
Office

Figure 1: Optical Fiber Network in Metro Markets

These situations made it necessary to
use DWDM systems in both primary and
secondary hub rings, especially in areas
where fiber was scarce or leased. In extreme
cases, bi-directional DWDM systems had to
be deployed. In a few cases, analog and
quasi-analog signals had to be routed over
the fiber with baseband digital signals. This
situation prompted AT&T Broadband to
test, analyze and design DWDM systems
that allow for different transport systems on
an optical fiber in uni-directional and bi-
directional configurations.

The major problems with DWDM
links are related to the crosstalk between the

wavelengths used. Although  multi-
wavelength systems existed before the
testing commenced, these systems usually
were deployed for uniform transport
platforms (for example, all wavelengths
supporting SONET transports) and were
often integrated with these platforms. In
many instances, they were quite expensive
due to conservative specifications. The
results of the testing and analysis conducted
by AT&T Broadband led to a reasonable set
of specifications on components from
independent sources thus lowering their
cost. This approach also resulted in a set of
design rules for DWDM systems, dependent
on the types of signals in different



wavelengths as well as on the direction of
the signal flows. The separation of DWDM
systems from the transport systems allowed
for moving the legacy systems to multi-
wavelength fibers and to recover fibers in
some runs.

SOURCES OF CROSSTALK IN DWDM
OPTICAL LINKS

Linear Mechanisms

The major linear source of crosstalk
in DWDM systems is related to less than
perfect isolation of the DWDM de-
multiplexer. In bi-directional systems, the
directivity (i.e., crosstalk from one channel
to another) of the DWDM multiplexer is
also a critical parameter.

Nonlinear and Hybrid Mechanisms

Nonlinear fiber effects must also be
considered if analog signals are transported
over a DWDM system. If the optical power
coupled in to the fiber exceeds 5 dBm per
channel, then Stimulated Raman Scattering
(SRS)-induced crosstalk may become a
significant' contributor to the crosstalk
between wavelengths. At these power
levels, the worst-case total electrical SRS-
induced crosstalk is in the low —50 dB range
for the case of a 16-channel DWDM system
transporting  quasi-analog  signals  at
frequencies above 550 MHz. But,
considering that SRS-induced crosstalk is
approximately inversely proportional to the
RF frequency squared, it could increase to
the low —30 dB range (relative to the digital
signal levels) at 55.25 MHz (analog channel
2). This is unacceptably high unless the
digital signal levels are constrained to be
well below that of analog signals.

Other fiber nonlinearities should also
be considered. For example, Cross Phase
Modulation (XPM) in the fiber results in
optical frequency modulation of one signal
by the other channels. This occurs because
the optical power of one channel modulates
the refractive index of the fiber, thereby
inducing a phase modulation of all other
channels. This nonlinear mechanism
combined with a linear mechanism of
conversion from phase to intensity
modulation results in crosstalk. The XPM is
converted to intensity modulation as a result
of the non-zero transmission slope of the
DWDM filters. This hybrid nonlinear/linear
mechanism can be a significant source of
crosstalk since a transmission slope of 0.1
dB/GHz represents a 2.3% optical
modulation index (OMI) per 1 GHz of
frequency ~ modulation.’ Typical
transmission slopes of demultiplexers are in
the 0.02 - 0.11 dB/GHz range within their 1
dB passband.

Another source of crosstalk to
consider arises from a combination of XPM
and polarization dependent loss (PDL).
XPM is known to cause polarization
modulation of one signal due to the
combined power in the other channels. This
polarization modulation is converted to
intensity modulation (and hence crosstalk) if
the demultiplexer (or receiver) exhibits
PDL. The optical crosstalk can increase by
10 dB as the PDL increases from 0.1 dB to
0.5 dB over a frequency range of 50 - 800
MHz.’

EFFECTS OF DIGITAL CROSSTALK
ON ANALOG SYSTEMS

A controlled level of either OC-12 or
0OC-48 signal was optically combined with a
750 MHz analog signal (550 MHz of
broadcast and 200 MHz of narrowcast) and



transported over 12 km of singlemode fiber
to an optical node. The wavelengths of the
analog signal and the digital signal were
close together in the 1550 nm window;
therefore, there were no correction factors
applied for differences in the responsivity of

the receiver. The worst case degradation
occurred at lower RF frequencies. A graph
of the analog CNR (ch. 2) as a function of
OC-12 and OC-48 interfering optical signal
level (crosstalk) is presented in Figure 2.

Analog CNR (ch.2) as a function of OC-12 and OC-48 crosstalk
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Figure 2: Analog CNR Degradation Resulting from Digital Crosstalk

At high levels of optical crosstalk,
the slope of this graph is —2, indicating that
the crosstalk behaves like a simple noise
floor. The noise floor is not flat but has a
shape given by the spectrum of the digital
signal, namely a “sinc” function with the
first notch at 622 MHz (for OC-12 signal) or
2.488 GHz (for OC-48 signal).  This
explains the greater degradation of CNR at
lower frequencies and greater degradation
caused by OC-12 signal crosstalk. For the
same optical power, the spectral density of
the OC-12 signal 1is higher at low

frequencies than the spectral density of the
OC-48 signal.

The equivalent CNR of the noise
floor resulting from digital crosstalk is given
by relationship (1).

CNR,

CNR,, = —10-1og(10_ 10

neas

_105.435') (1)

The equivalent CNR values caused
by the OC-12 and OC-48 crosstalk are
shown in Figure 3.



Equivalent CNR of digital crosstalk

70 1

60 1
g 50 1
g
0 ——(0C-48 crosstalk
& 4| —#—0C-12 crosstalk
s 40
>
El
o
w

>

30 \

20 1

10

-55 -50 -45 -40 -35 -30 -25 -20 -15

Optical Crosstalk (dB)

Figure 3: Equivalent CNR Caused by OC-12 and OC-48 Crosstalk Levels

As expected, the equivalent CNR of
the OC-12 crosstalk is worse (i.e., lower)
than for OC-48 crosstalk. An equivalent
CNR figure caused by crosstalk should be
higher than 60 dB to ensure that the digital
crosstalk has negligible impact on analog
performance. Figure 3 indicates that this
level of crosstalk can be achieved if the
optical crosstalk is lower than —37 dBc.
This does not translate into a requirement of
37 dB optical isolation for the DWDM
demultiplexer since the digital signals are
typically much lower than the analog signals
at the demultiplexer input. Typical analog
optical power levels at the output of the
demultiplexer are 0 to 5 dBm, while digital
optical levels are lower than —15 dBm in
order to avoid saturating the APD receivers.

At the worst, it can be assumed that the
optical levels of the digital channels are at
least 10 dB below the analog channels prior
to the DWDM demultiplexer. If an EDFA is
used at the multiplexer, then optical pads
may be required in the digital path (prior to
the multiplexer) in order to ensure that the
optical delta is not less than 10 dB.
Consequently, the required —37 dBc of total
digital crosstalk can be obtained using a
demultiplexer with a total isolation (i.e.,
isolation from all wavelengths occupied by
digital signals) specification of 27 dB.
DWDM demultiplexers with adjacent-
channel isolation of 35 dB are available and
provide the required total isolation. There
are no special requirements for the DWDM
multiplexer in this application.



EFFECT OF ANALOG CROSSTALK
ON DIGITAL (OC-12 AND OC-48)
SYSTEMS

A controlled level of 750 MHz
analog signal was optically combined with

an OC-48 signal and transported over 50 km
of singlemode fiber to an OC-48 APD
receiver. The BER characteristics for the
0OC-48 system under different test conditions
are presented in Figure 4.

0OC-48 BER as function of analog crosstalk
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Figure 4: OC-48 BER Characteristics for Different Analog Crosstalk Levels

The leftmost BER characteristic is
the baseline characteristic for the case where
there is no analog crosstalk and the
transmitter and receiver are connected with a
6 m fiber patchcord. To its immediate right
is the characteristic for the case where there
is no analog crosstalk but there is 50 km of
singlemode fiber between the transmitter
and receiver. The horizontal displacement
of 0.3 dB represents the power penalty
resulting from chromatic dispersion. This
power penalty would be expected if the
spectral width of the laser was 0.13 nm
(FWHM).

The next three BER characteristics
illustrate the increasing degradation of the
digital signal for analog crosstalk levels
corresponding to —10 dBc, —5 dBc and -2
dBc, respectively. The degradation becomes
significant when the analog crosstalk
exceeds —5 dBc. To verify whether this
degradation is caused by the crosstalk or by
the shot noise generated in the receiver due
to the high optical level of the crosstalk
signal, BER characteristics for analog
crosstalk of —2 dBc were measured with and
without RF modulation of the analog source.
The results of these tests are plotted in
Figure 5.



0OC-48 BER as a function of modulated and unmodulated analog crosstalk
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Figure 5: Comparison of BER Degradation Caused by Shot Noise and by RF Interference

The two BER characteristics on the
far right correspond to the same average
optical crosstalk of —2 dBc; however, in one
case the crosstalk signal is modulated while
in the other case it is not. The BER
characteristic when no crosstalk is present is
also included for comparison. Examining
the BER characteristic for the case where the
optical crosstalk is unmodulated shows that
a crosstalk level of —2 dBc is high enough
for the shot noise generated by this light
level to cause a power penalty of almost 1
dB.  However, this is insignificant in
comparison to the degradation resulting
from the overlap of the digital and analog
spectra in the case when the crosstalk light is
modulated.

Similar tests with an OC-12 signal
showed slightly lower BER degradation
resulting from analog crosstalk. This is
understandable since there is less overlap

between the analog and digital spectra in this
case. Therefore, only the OC-48 results
were considered in determining DWDM
component requirements.

Based on the test results presented in
Figure 4, the acceptable total analog
crosstalk should be less than —10 dBc. At
this level of crosstalk, the digital power
penalty is lower than 0.1 dB. While digital
systems can tolerate much higher levels of
crosstalk than analog systems (-10 dBc
versus —37 dBc respectively), they actually
pose a greater design challenge. This is due
to the fact that the analog receiver
sensitivities are much worse than the digital
receiver sensitivities (typically 0 dBm and
—30 dBm, respectively). Typically, the
analog channel is at 0 dBm and the digital
signal is at —30 dBm at the output of a
demultiplexer. In order to meet the
requirement for the total analog crosstalk to



be lower than -10 dBc, a DWDM
demultiplexer with 40 dB of total isolation
from all wavelengths with analog load is
required. Such a requirement will result in a
substantial premium for these passives.
Alternatively, the channels adjacent to the
digital channels could be left empty. Either
alternative would incur a cost penalty.

In systems with higher levels of
digital signals (a more typical situation), it is
possible to use demultiplexers with an
isolation of 30 dB and still obtain a total
analog crosstalk lower than —10 dBc by
using optical attenuators in the digital paths
prior to the multiplexer. The objective is to
maintain the optical delta between adjacent
digital and analog channels of no higher than
20 dB just prior to the demultiplexer. An
optical delta lower than 20 dB and a
demultiplexer with total isolation of 30 dB
will ensure that the total analog crosstalk is
lower than —10 dBc. As previously, there
are no special requirements for the DWDM
multiplexer.

EFFECTS OF DIGITAL CROSSTALK
IN UNI-DIRECTIONAL AND BI-
DIRECTIONAL SONET SYSTEMS

The digital systems could tolerate
analog crosstalk as high as —10 dBc while
suffering a power penalty lower than 0.2 dB.
However, they are more sensitive to digital
crosstalk. The reason is that, to avoid laser
clipping, the optical modulation index
(OMI) of subcarrier multiplexed analog
systems are much lower than OMI of digital
systems. For example, the composite OMI
for an analog system is typically 30% (peak)
while the OMI for SONET systems is about
90% (corresponding to an extinction ratio of
approximately —10 log (5%) = 13 dB). This
ratio of three between the OMIs should

theoretically translate into a 5 dB increase in
crosstalk sensitivity.

A controlled amount of OC-12 signal
was optically combined with an OC-48
signal and transported over 50 km of
singlemode fiber to an OC-48 receiver. As
in the previous section, BER characteristics
were measured for different levels of
crosstalk.  In contrast to the previous
experiments, however, it was not the relative
optical crosstalk in dB that was maintained
constant for each BER characteristic, but the
absolute level of the crosstalk, in dBm. This
was done to test a hypothesis that the BER
degradation depended on the absolute level
of the crosstalk in dBm rather than on the
relative optical crosstalk in dBc.

The BER characteristics for crosstalk
levels between —60 dBm and —35 dBm are
presented in Figure 6. No evidence of the
existence of some critical absolute value of
crosstalk above which the BER degrades
suddenly was discovered. The crosstalk of —
45 dBm at the signal level of —30 dBm
results in power penalty of less than 0.1 dB.
That is, a relative crosstalk of —15 dBc
results in a power penalty lower than 0.1 dB
for a receiver input level of —30 dBm. At
higher input optical levels, the relative
crosstalk levels that can be tolerated are
higher. This can be ascertained by noting
that the horizontal shifts of the BER
characteristics are lower than 5 dB if the
crosstalk is increased from —45 dBm to —40
dBm or from —40 dBm to —35 dBm. The —15
dBc threshold is used as an acceptable level
of digital crosstalk. This is 5 dB lower than
the acceptable level of analog crosstalk and
agrees with the prediction based on the fact
that the OMI for digital system is
approximately 5 dB higher than the OMI for
analog systems.
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tests were repeated to verify

the effect of OC-12 crosstalk on another,

independently clocked OC-12 system. The
results are presented in Figure 7.



The results indicate that a crosstalk
of —15 dBc is still sufficiently low to ensure
a power penalty lower than 0.1 dB, even
when the crosstalk is from a source with the
same SONET rate as the signal. The —15
dBc crosstalk requirement has implications
for both the directivity and isolation of
DWDM passives in bi-directional SONET
systems. A bi-directional system has both
transmitters and receivers attached to the
DWDM mux/demux at the two ends of the
system; thus the mux and demux must have
identical specifications. This is in contrast
to a uni-directional system where only the
demux specifications are of concern in
relation to crosstalk penalty and the
directivity of the multiplexers is the same as
the optical return loss (ORL) requirement of
50 dB. The —15 dBc crosstalk requirement
also has implications for the isolation
required of DWDM demultiplexers in uni-
directional SONET systems.

The allowed amount of coupled light
from a strong transmitter back to a port
where a receiver is detecting a low light
signal can exceed the —15 dBc crosstalk
requirement.  Assuming the worst case
scenario of a +10 dBm transmitter and a
receiver with a —30 dBm input signal, the
directivity of the mux/demux has to be at
least 55 dB to keep the crosstalk from the
transmitter to the receiver below —15 dBc.
This is only slightly higher than the 50 dB
directivity of standard (inexpensive)
demultiplexers.

The isolation requirements for the
DWDM demux depend on the range of
received power levels. Since the optical
attenuation is approximately equal for all of
the wavelengths and the range of transmit
powers are fairly well standardized, it can be
assumed that the difference between the
strongest and weakest received signal is no

higher than 15 dB. Consequently, a total
isolation specification of 30 dB is the
minimum required to ensure that crosstalk at
the receive end is lower than —15 dBc. In
order to provide a safety margin, and allow
for more stringent requirements for future
OC-192 systems, a minimal demultiplexer
isolation of 35 dB for both bi-directional and
uni-directional applications is
recommended.

OC-192 CROSSTALK
REQUIREMENTS

For the same optical power, the
spectral density of an OC-192 signal is
lower (at low frequencies) than the spectral
densities of either an OC-48 or OC-12
signal. Consequently, the effect of OC-192
crosstalk on analog systems will be less
severe than OC-48 or OC-12 crosstalk. It
was shown previously that analog crosstalk
affected OC-48 systems more than OC-12
systems. This was explained by the fact that
the Nyquist filter in an OC-48 receiver
allows more analog crosstalk to pass through
than an OC-12 receiver. However, this trend
does not continue to OC-192 systems. Since
the analog bandwidth is at most 860 MHz
and both the OC-48 and OC-192 filters have
cutoff frequencies well above this, the effect
of analog crosstalk on OC-192 systems
should be similar to that on OC-48 systems.
Based on previous results indicating that the
effects of digital crosstalk on the BER is
explained by treating the crosstalk as a noise
floor, it is also expected that OC-192
crosstalk of —15 dB or less will have a
negligible affect on other digital systems.

It is expected, therefore, that DWDM
mux/demux requirements will be unchanged
for OC-192 systems. The results of OC-192
experiments to verify these predictions will
be presented at the NCTA conference.



SUMMARY OF DWDM
MULTIPLEXER/DEMULTIPLEXER
REQUIREMENTS

In uni-directional DWDM systems
transporting both analog and digital signals,
the DWDM mux should have directivity
higher than 50 dB and the DWDM demux
should have total isolation higher than 30
dB. The optical delta between the analog
and digital signals in these systems must be
maintained higher than 10 dB (to prevent
degradation of the analog signals due to
digital crosstalk) but lower than 20 dB (to
prevent degradation of the digital signals due
to analog crosstalk). This can be achieved
by inserting optical attenuators in the path of
the digital signals at the mux end, and at the
demux end if necessary to bring the received
signals within the dynamic range of the
receivers.

In uni-directional and bi-directional
DWDM systems transporting OC-12 and
0C-48 signals, the DWDM demux (and
mux in bi-directional systems) should have
total isolation higher than 35 dB.
Moreover, in bi-directional DWDM systems
transporting OC-12 and OC-48 signals, the
mux/demux should have a minimum
directivity of 55 dB and a minimal total
isolation of 35 dB. The maximum
transmitted power in the bi-directional
systems should be lower than +10 dBm and
the maximum spread of received signals in
both bi-directional and uni-directional
systems should be lower than 15 dB.

In order to avoid problems arising
from XPM and PDL, it is also recommended
that the maximal transmission slope of a de-
multiplexer be lower than 0.1 dB/GHz
within the passband, and that the PDL be
lower than 0.5 dB.

AUTHORS’ CONTACT
INFORMATION

Sudhesh Mysore, Ph.D., Director, DWDM
Systems Engineering
Email:_smysore@broadband.att.com,
Telephone: (303) 858-5204

Oleh Sniezko, Vice President, Engineering
Email: sniezko.oleh@broadband.att.com,
Telephone: (303) 858-5027

' M. R. Philips and D. M. Ott, “Crosstalk due to
optical fiber nonlinearities in WDM CATYV lightwave
systems”, J. Lightwave Tech., vol. 17, pp1782-92,
October 1999.

> M. R. Philips and D. M. Ott, “Crosstalk in cable-TV
WDM systems”, Integrated Communications Design
Magazine, pp32-36, September, 2000.



ELIMINATING OPEN ACCESS WOES WITH INTELLIGENT CARRIER-CLASS
EDGE ROUTING

Gerry White, Chief Technology Officer
RiverDelta Networks, Inc.

Abstract

Cable operators can embrace Open
Access as a wholesale revenue opportunity
and as an opportunity to create closer bonds
with  both  residential and corporate
subscribers. They can eliminate Open Access
woes by deploying intelligent, carrier-class
routing at the edge of the cable network to
isolate and police individual traffic flows.

Operators can break down traditional
barriers to Open Access by implementing
carrier-class routing with sophisticated per-
flow queuing to support multiple providers of
content, applications, and services over
shared cable networks. They can use
advanced technologies such as MPLS and
policy based Routing to deliver end-to-end
QoS across the access network and the core

networks  of multiple revenue-sharing
partners.
BREAKING DOWN THE BARRIERS TO

OPEN ACCESS

Best-effort data services provide
limited revenue growth potential for cable
operators. However, by implementing end-to-
end Quality of Service (QoS) controls,
operators can expand the customer base by
offering a wide variety of business and
residential services, build increased customer
loyalty offering bundled services supporting
voice, data, audio, and video traffic, and
create multiple revenue streams for the
Hybrid Fiber Coax (HFC) network.

However, to fully realize the benefits
of Open Access, operators must gain the
ability to isolate each traffic flow and police
the network infrastructure to ensure that

traffic flows are in
established  Service
(SLASs).

While Open Access was once viewed
as a problem by cable operators, many
operators today are realizing the opportunity
to accelerate subscriber growth, provide a
rich and more complete set of value-added
services, and establish profitable revenue
agreements with third-party providers.

It is important to carefully define
Open Access terminology to understand the
technical demands that Open Access imposes
on the network. The term “Open Access”
means the ability of a cable operator to allow
multiple providers to deliver services across
the shared cable access network. The term
“services” should be interpreted broadly to
include content, applications, and other
profit-making flows of information.

Operators therefore face the challenge
of supporting providers that in the past may
have more resembled competitors. But the
key to the successful delivery of Open Access
is to recognize that the more services are
made available to the subscriber, the broader
the penetration of cable access networks.
Subscribers will select cable as the preferred
medium for network services, which in turn
increases the total market opportunity for
cable operators.

MSOs can continue to deliver their
own value-added services, but they will be
able to create incremental revenue streams by
opening up infrastructure to third-party
providers—and gain a percentage of revenue
from each new service delivered over the
shared network. Open Access does not

compliance with
Level Agreements



trivialize the role of the operator as a mere
provider of transport; it creates opportunities
for complex and creative business models
that enable multiple revenue streams and new
opportunities to increase both market share
and profits.

Operators need to recognize the
diverse business models operators can build
to support Open Access. They can deliver IP
network services—such as transport, naming,
routing, etc.—to enable a basic Internet
Service Provider (ISP) service offering. They
can also continue to deliver services such as
Internet access and Web hosting directly to
subscribers.

Operators can create tiered data
services to enable Gold, Silver, and Bronze
offerings of a given service. This approach
allows MSOs to charge premium prices for
premium services. Similarly, once they’ve
deployed the technology to support tiered
services, they can also allow third-party
providers to offer tiered services. This creates
opportunities for operators to gain increased
wholesale revenues from each service
provider partner.

Operators—or their partners—can
also deliver enhanced services such as Voice
over [P (VoIP), and they can allow
Application Service Providers (ASPs) to
lease business applications over broadband
access networks.

The common denominator of all of
these service opportunities is the ability to
deploy QoS enabled carrier-class routing at
the edge of the broadband access network.
Without the ability to isolate and police
individual traffic flows, operators lack the
control over network resources needed to
support multiple providers.

NETWORKING REQUIREMENTS FOR
OPEN ACCESS

It is instructive to identify the
requirements of the MSO’s network within
the context of Open Access applications.

In the current Internet access model, a
service provider manages IP addresses for
subscribers and statically or dynamically
allocates unique IP addresses that fall within
the address space of that provider. Traffic to
the subscriber is then routed to the provider’s
network based on the IP destination address
(which is within the providers address space).
Traffic from the subscriber is routed to the
desired destination via the provider’s
network.

Open access will involve assigning IP
addresses from the address spaces of multiple
providers. These may be delivered from
multiple servers or multiple address ranges
supplied from a single server. . Traffic to the
subscriber can still be routed to the provider’s
network based on the IP destination address.
However routing traffic from the subscriber
is more complex, as the path will be
dependent on the subscriber’s service
provider as well as the destination address;
e.g. should a packet addressed to a given web
site, be routed via ISP1’s network or ISP2’s
network?

The service provider can be
determined by the source address of the IP
packet so that all the required information is
present in the packet. In order to operate in
this environment systems must be able to
make decisions based on multiple fields in
the packet header in real time.

In the Open Access model, services
are provided to subscribers from multiple
sources. Each provider, therefore, must be
able to ensure that their services are working
correctly for all subscribers. This is a non
trivial problem since each service is based on
QoS-enabled IP transport over a shared HFC
infrastructure rather than over dedicated




PSTN lines. Effective service management
requires MSOs to develop sophisticated QoS
and availability parameters and offer third-
party providers the abilities to test, quantify,
and troubleshoot service delivery of multiple
services to all of their subscribers — end-to-
end, from the cable modem to the backbone
network of each provider.

Quality of Service

Operators require the ability to create
and enforce a hierarchy of nested QoS
domains within the HFC infrastructure
(provider, subscriber, service) which requires
sophisticated,  high-performance  packet
filtering and forwarding. Open Access also
requires the ability to support end-to-end QoS
guarantees across both HFC and third-party
networks using industry standards such as
Multi-Protocol Label Switching (MPLS) and
Dift-Serv.

To provide subscribers and third-party
providers with predictable levels of service, it
is essential that traffic flows be contained at
each level of the QoS hierarchies. Overload
or misbehavior within the HFC network by
any given provider must be contained within
the network resources committed to that
service provider — and not be allowed to
impact other providers sharing the network.
The profitable delivery of Open Access
requires advanced isolation functionality to
prevent unscrupulous or naive providers from
massively overselling their service to the
detriment of all other providers on the HFC
network

Similarly, each service provider must
be able to isolate each of its subscribers so
that none of them can impact other
subscribers sharing a common domain. In
addition, any overload or misbehavior within
a subscriber service should be isolated to that
particular service. For example, a CLEC
offering Internet access and voice services
must be able to prevent a subscriber’s web

traffic from impacting that same subscriber’s
voice calls.

Policing of traffic flows is required to
provide the necessary isolation and enable
SLA enforcement. Operators need to police
traffic flows to make sure that each service
provider is compliant with documented SLA
parameters. They need the flexibility to
ensure that knowledgeable users do not take
advantage of the network QoS mechanisms to
obtain services for which they have not paid.
Traffic that exceeds SLAs should be handled
according to SLA policies that determine
whether excess flows should be dropped,
assigned lower priority levels, or routed at
incremental costs.

Carrier-Class Routing

The transition from providing basic
Internet access to offering a variety of
services from multiple providers moves the
MSO from an entertainment provider into a
communications carrier. This requires next-
generation system that are architected for
“carrier-class” reliability, which is usually
defined as systems that deliver “99.999%”
reliability, which is less than six minutes of
unscheduled downtime in a year. Meeting the
carrier-class requirements of critical services
requires high-levels of redundancy to ensure
non-stop operations in the event of a failure
of any system component.

Operators must be able to efficiently
scale HFC infrastructure to accommodate
increased demands for new services and
content. This requires next-generation
equipment with faster forwarding engines,
increased port density, and greater abilities to
add network ports so that operators can
increase network capacity to support revenue
streams from multiple service providers.

As providers aggressively develop
partnerships with ISPs and content providers,
demand for cable services will escalate. The
ability to maximize use of scarce real estate
at the distribution hub and regional headend




requires next-generation platforms that
provide higher-density RF termination and
eliminate the need for external equipment,
such as up converters and LAN switches.
Services such as VolIP or streaming
multimedia require consistently high-levels
of performance, and wire-speed forwarding is
required to support a vast array of enhanced
services offered by third-party providers.
Next-generation, carrier-class edge routing
platforms are needed to provide the
scalability, density, reliability, and
performance needed to support Open Access.
Operators need to be able to ensure that
carrier-class platforms deliver the guaranteed
SLA requirements that they have committed
to both provider partners and to subscribers.

Service Provider Selection

A subscriber should be able to select
from multiple providers based on the
competitive nature of their offerings, such as
Internet access from a selection of ISPs,
video service from the MSO, and voice
service from Competitive Local Exchange
Carriers (CLECs) or InterExchange Carriers
(IXCs). Both residential and corporate
customers should be able to select services
either on a subscription or pay-per-use basis.
This requires flexible, open systems
provisioning and management combined with
sophisticated, high-performance routing.

Operators need to support advanced
SLA parameters such as maximum
bandwidth allocation, minimum bandwidth
guarantees, bounded delays, and bounded
jitter. They will need the ability to define
QoS parameters both statically (e.g.,
Gold/Silver/Bronze services) and
dynamically (e.g., for services such as voice
call set-up). At a minimum, operators need
the QoS capabilities of DOCSIS 1.1-based
equipment, but they also need features
beyond these standards to enable enhanced
services over both HFC and service provider
networks.

Metering/Billing/Reconciliation

Allowing multiple service providers
to operate over a shared access network
requires robust features for reconciliation and
billing. Detailed accounting information
needs to be maintained on a per-flow basis to
ensure that SLAs are enforced, and the
sophistication and complexity of accounting
can vary dramatically.

In the simplest case, a provider could
define an SLA and the MSO could
implement a policing mechanism to ensure
that it is not exceeded. However, in most
applications both the provider and operator
will want to meter the SLA to ensure
conformance. If subscribers have access to
pay-per- use services such as long-distance
phone calls or videoconferences, then the
MSO needs to offer metering services that
can support dynamic billing. Billing models
based on both time-of-use and traffic volume
is required with an event-driven mechanism
used to initiate and terminate metering at
wire speed.

OPTIONS TO PROVIDE OPEN ACCESS

In theory, an MSO could create and
maintain multiple RF channels to carry traffic
for each provider. Lack of sufficient RF
frequencies and the requirement to duplicate
CMTS systems per provider render such a
solution impractical.

Fortunately more viable alternatives
are available. These can be classified into two
general categories. Tunnel based solutions in
which subscribers are tunneled back to a
centralized subscriber management platform
responsible for implementing traffic policies
and routing subscribers to the appropriate
provider networks.

Policy-based routing solutions in
which the edge router/CMTS system is
responsible for implementing traffic policies
and for routing subscriber traffic to the
appropriate provider network.




TUNNELING :A CIRCUIT BASED
APPROACH

Generally, tunneling is used for dial-
up Internet and DSL access. Subscribers
connect to a network access server using a
modem connected to the public switched
telephone network (PSTN) or a DSL circuit.
In these networks, a subscriber management
system located inside the network manages
the traffic flows.

Traffic flows reach the subscriber
management system via a tunnel mechanism
such as a Point-to-Point Protocol over
Ethernet (PPPoE) or Layer Two Tunneling
Protocol (L2TP) tunnel built on top of the
generic network infrastructure. Once the flow
reaches the subscriber management system,
the system terminates the tunnel, examines
the data received, implements QoS and
policing and directs the traffic flow to the
required application server.

This mechanism requires client
software on the host system to initiate the
subscriber end of the tunnel, which can
present an ongoing support problem. The
most serious drawback to tunneling is that it
hides the content of the flow. Because the
CMTS cannot recognize what the tunnel
carries, the HFC access network cannot use
the QoS built into DOCSIS 1.1. Application-
based QoS is not available to traffic within
the tunnel. Without the ability to give voice
or video traffic higher priority, operators will
have difficulty meeting the performance
guarantees promised for these services.

The “bandwidth tax” associated with
tunneling 1is also significant. Tunneling
requires additional headers on top of the
DOCSIS protocol. This approach wastes
bandwidth in the access segment, where
network capacity is most strained.

Because tunneling requires that the
subscriber management system be located
inside the network, operators must place
applications servers even deeper in the

network. Thus they negate the benefits gained
from moving content for high-bandwidth
services closer to the user.

Finally, tunneling deprives the cable
operator of one of its most powerful weapons
against its DSL competitors--the “always-on”
connection. Before a user can have access to
even the most basic e-mail services, the
tunnel must be established. It is therefore
difficult to deliver push services like
newscasts. Likewise, multicast services are
problematic, because MSOs must convert a
multicast into multiple unicast messages at
the subscriber management system, which
further hogs scarce bandwidth.

POLICY-BASED ROUTING

Policy-based routing differs in that the
router manages traffic flows at the edge of
the network. The router looks at multiple
fields within packets to determine the
appropriate routing and QoS.

Each user is provided with an IP
address in an address scope associated with
his/her selected service provider. Packet
routing is partially determined by looking at
the source IP address, understanding to which
service provider partner the IP address
belongs, and then routing the traffic to that
partner for their handling. Such examination
allows the router to implement more
sophisticated QoS policies than are possible
by simply looking at the data’s destination
address.

Two variants of policy based routing
can be considered for cable networks, a
centralized model with the policy router
located at the regional head end (or other
convenient central location) and a distributed
model in which the policy routing function is
moved to the edges of the network (e.g to a
distribution hub).

Both distributed and centralized
architectures require a DHCP address
management system and a policy based
router. The distributed solution places the




policy router with the CMTS and uses an
MPLS based metro or wide area network to
connect the policy routers to the service
provider networks.

DHCP Server

A DHCP server provides each user
with an [P address in an address scope
associated with his/her selected service
provider. This address is used to identify the
service provider to which the customer has
subscribed. The DHCP server is well
understood technology and need not be
described further.

MPLS Virtual Networks

MultiProtocol ~ Label  Switching
(MPLYS) is a standard under development by
the IETF for efficiently switching IP traffic
over IP or ATM core networks. MPLS adds a
label to IP packets which instructs network
routers and switches where and how to
forward the packets.

Today’s conventional routers analyze
IP packets at each hop in the network, which
is a time-consuming process. With MPLS, an
intelligent edge router (Label Edge Router or
LER in MPLS terminology) looks at the
header of the first packet in the traffic flow.
Based on the header’s contents, the router
applies a label to that packet and all
subsequent packets in the flow. This label
determines where to send the entire data
stream and the QoS policies to apply. For
example, the label may indicate that the flow
contains a Voice over IP (VoIP) call destined
for a particular voice service provider. The
label would dictate that every packet be
placed in a low-delay path with guaranteed
delivery to the provider POP. This path is
known as a Label Switched Path or LSP. The
routers or switches in the core of the MPLS
network (Label Switch Routers or LSRs) do
not examine the IP headers of the packets but

instead switch the packets based on the
appended MPLS labels.

Labeling packets at the network’s
edge eliminates the processing traditionally
performed in the core. The core network can
therefore focus on switching traffic to its
destination as quickly and efficiently as
possible. Bottlenecks in the core are reduced
or even eliminated.

MPLS enables cable operators to offer
a variety of services over shared network
infrastructure with differing QoS
requirements without overloading the core
network with unnecessary processing.

For a distributed Open Access
architecture a virtual network is created for
each service provider between the service
provider points of presence (POPs) and the
edge router / CMTS at the distribution hubs.
This virtual network is based on MPLS
technology and consists of a mesh of MPLS
label switched paths (LSP’s) which are set up
between the CMTS and the POP. Each LSP
provides a traffic engineered path over the
shared metro or wide area network transport.

CMTS /ER

The CMTS/ER located at the
distribution hub looks at multiple fields
within packets to determine the appropriate
routing and QoS. Packet routing is partially
determined by looking at the source IP
address, understanding to which service
provider partner the IP address belongs, and
then routing the traffic to a specific LSP in
the virtual network of the partner for their
handling. Such examination allows the router
to implement more sophisticated QoS
policies than are possible by simply looking
at the data’s destination. The CMTS/ER is
functioning as an MPLS label edge router in
this case.

The policy information required by
the edge router to enable these complex
forwarding decisions can be disemminated



using policy extensions to existing routing
protocols such as OSPF and BGP4. BGP4 is
the preferred routing protocol used for
connection between autonomous systems and
as such is a favoured approach for the policy
router.

For policy-based routing to work in a
cable environment, operators need to deploy
a high-powered QoS capable routing engine
used in combination with a DOCSIS 1.1-
capable CMTS in the distribution hub. The
CMTS/ER should enable QoS to be
maintained from the cable modem to the
service provider POP. Thus it must
implement QoS on the HFC network by
mapping [P flows to DOCSIS 1.1 service
flows; it must maintain the QoS through the
CMTS / router and then map these flows to
MPLS label switching paths with the desired
QoS characteristics.

Upstream packets from the HFC
network are scheduled by the CMTS/edge
router according to DOCSIS 1.1. First, the
packets are classified by the cable modem,
which  requests transmission on the
appropriate DOCSIS flow. At the CMTS, the
packets are re-classified based on filters and
then QoS policy can be applied. Each flow
can be assigned its own queue to ensure QoS
is maintained through the CMTS /ER, and
then packets are forwarded to the LSP
required to reach the network of service
provider partners based on fields in the
packet header such as the source IP address.

Downstream packets are received
from the (traffic engineered) LSP, mapped
into downstream flows based on the IP
header fields and scheduled for transmission
onto the DOCSIS downstream channel. By
providing  sophisticated  queuing  and
scheduling mechanisms QoS may be
maintained in this direction also.

Advantages of Policy-Based Routing

Unlike  tunneling,  policy-based
routing is designed for a broadband IP
infrastructure. Because the router can look at
the individual application flows, it can extend
the capabilities of DOCSIS 1.1. It can assign
QoS and routing policies based on parameters
such as service provider, subscriber, and
application. Per-flow queuing enables the
router to isolate the traffic of different
services and different providers at the edge of
the DOCSIS network.

Because policy-based routing
conforms to IP standards, current features
like transparent IP multicast can be
supported. Policy-based routing can also take
advantage of future developments in IP
standards such as the rollout of MPLS.

DISTRIBUTED vs CENTRALIZED
POLICY ROUTING

As operators evaluate the networking
requirements for Open Access, they should
consider whether the policy routing
intelligence should reside at the edge of the
network or at a central location.

A centralized solution leads to
inefficient bandwidth use. All traffic must be
routed to the policy router for treatment—no
matter its destination. As  subscriber
penetration of new services increases, this
approach can cause bottlenecks. With
intelligent edge routers, operators can contain
local traffic on the network and establish the
optimum routing path for internetwork
traffic.

Pushing intelligence to the edge also
allows operators to move application and
content servers closer to subscribers. This is a
plus for customers because they’ll see
increased performance for which both
operators and partners can realize premium
pricing.




The distributed model has much
better scaling properties as the work intensive
policy decision making is distributed. It also
simplifies provisioning multiple connections
to provider networks from the MSO regional
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network to support redundancy and load
sharing..

A distributed solution is shown in the figure
below.
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Distributed Policy Based Routers with MPLS based Virtual Networks

REQUIREMENTS FOR A POLICY
ROUTER AT THE NETWORK EDGE

Operators need to be able to deploy
intelligent policy based routers at the edge of
the network to isolate and police traffic
flows. These next-generation edge routers
need advanced intelligence so they can
classify, manage, and police the traffic from
the cable modem to the core networks of
service provider partners. Both third-party
providers and subscribers will demand SLAs
based on guaranteed QoS levels, and edge
routers must be capable of implementing
these QoS guarantees end-to-end.

Carrier-class routing protocol
implementations are essential because the
edge router should be capable of peering with
other ISPs to make Open Access a reality. A
full suite of unicast and multicast routing
protocols is required to allow interoperation
with peer routers, (e.g. RIP v1; RIP v2, OSPF
v2, BGP4, IS-IS, DVMRP, PIM-SM).
Providing a carrier grade implementation of
the routing protocols requires more than a
basic implemetation of the minimal functions
required for comformance. As well as
offering a full feature set it must provide a
robust, highly available solution which is
resilient to network errors and attacks The



routing software implementation must scale
in terms of numbers of routes, interfaces, and
peering relationships to support expansion as
new services, subscribers, and providers are
added. It must also provide support for
operation staff to detect and resolve network
routing issues.

The edge router must apply policy
functions on a per-flow basis and must be
able to provide a guaranteed minimum rate
per flow to enforce SLA commitments.

The router must isolate the traffic of
individual ~ providers, subscribers, and
applications. When IP traffic from a provider
exceeds its SLA, the edge router implements
predetermined policing policies to ensure that
each flow receives at least its minimum
guaranteed bandwidth. When congestion
occurs, the router should drop packets from
misbehaving flows instead of dropping traffic
that is operating within its SLA.

Operators will need sophisticated
accounting and metering systems in a
multiprovider environment because
wholesale providers will of course require
proof that they are receiving committed
performance levels. Again, an intelligent
edge router can provide these statistics.
Because operators will be peering with other
ISPs and service providers, it is critical that
edge routers conform to the highest standards
of interoperability. Partners will require the
ability to control their portion of the network;
so flexible standards based network
management is essential.

Implementations require a high-
powered QoS routing engine and a DOCSIS
I.1-compliant CMTS. QoS on the HFC
network is provided by mapping IP flows to
DOCSIS 1.1 service flows based on
contracted service levels, and the QoS on the
metropolitan network is provided by mapping
IP flows to traffic engineered label switched
paths in the MPLS networks. Thus cable
operators can guarantee performance to their

wholesale partners and generate additional
revenue streams.

Edge routers are the transition point
from the HFC access network to the regional
backbone. They identify and classify traffic
flows, apply QoS, implement admission
control and efficiently forward traffic to its
destination—which can be the core network
of one of multiple providers.

By applying this intelligence at the
edge of the cable network, MSOs can provide
end-to-end QoS across the HFC network and
across the backbones of multiple revenue-
sharing partners.

AVOIDING OPEN ACCESS WOES

The wuse of hierarchical per-flow
queuing and carrier-class edge routers allows
cable operators to benefit from Open Access
and ensure maximum control over network
resources. By selecting next-generation edge
router/CMTS  platforms, operators can
welcome Open Access as an opportunity for
new revenue streams.

They will be able to bind subscribers
to the cable network, improve bandwidth
utilization, and increase profits. Operators
will be able to classify and treat individual
traffic flows and deliver QoS guarantees
across access, metropolitan, and core
networks, and they will be able to allow
multiple revenue-sharing partners to offer
diverse portfolios of services that will create
tighter loyalty to cable networks for both
residential and corporate subscribers.

Policy-based routing has not been
widely deployed up to this time since legacy
routers lack the performance, scalability, and
per-flow processing necessary to implement
it effectively. They can’t perform source
based, content-aware routing because the per-
flow packet classification and QoS required
is beyond their processing capacity. But with
today’s high-powered silicon and advances in
QoS theory, next-generation edge routers can




examine individual traffic flows and provide
the forwarding and QoS functions required at
wire speed.
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ENCODING AND DELIVERY OF MPEG-2 COMPRESSED CONTENT TO CABLE
HEADENDS

John Vartanian
iN Demand

Abstract

Many technological advances are making
video-on-demand  (VOD)  economically
feasible for cable operators. Fiber rich
architectures, the deployment of digital
settops and dropping file server costs have
resulted in virtually all of the major MSOs
planning to either test or deploy VOD on
their systems in the near future. Although
capital costs have been dropping rapidly,
operational expenses are still significant.
The cost of encoding, distributing and
loading content onto VOD file servers is a
major expense if borne by a single operator.

One way to reduce these operational
expenses is to spread costs across many
systems offering video-on-demand. To this
end, iN Demand has embarked on an effort
to encode content to a single, open
specification that works with a variety of file
servers and settops, and then distribute that
programming through a nationwide satellite
network.

Encoding

Encoding content is a significant expense,
especially when the number of potential
VOD  subscribers is small or the
programming is not expected to generate
many VOD purchases. It is a labor-
intensive process that requires the expertise
of a compressionist. By spreading the fixed
encoding cost across a wide base, this
expense becomes less burdensome to
individual operators.

An encoding specification is necessary to
ensure that content is compatible with the
various file servers and settops that will be
used to deliver VOD. Many of the details of
this specification deal with packet identifier
(PID) definitions, packet lengths, program
clock reference (PCR) information and
group-of-picture (GOP) structure. All of
these are important and necessary to ensure
the interoperability of content. However, I
will focus on three areas that are more
discretionary: video bit rate, resolution and
audio.

Many encoding decisions affect the
economics of offering VOD. Bit rates result
in tradeoffs that determine the number of



simultaneous users on a VOD network.
Video resolution ensures high quality by
properly allocating bits between detail and
motion needs. Provisions for high quality
audio mean that VOD delivered by cable
operators will not be at a competitive
disadvantage to DVDs.

The first step in encoding a movie is to
acquire a dub of the movie master. In order
to minimize video artifacts, dubs for digital
video compression are usually provided in a
Digital Betacam or DI format. Both of
these digital component formats allow the
compressionist to start with the best possible
source material.

Bit Rate

iN Demand encodes content that is MPEG-2
compliant, but with additional parameters
defined to meet the needs of VOD on cable
systems.  One of the most important
parameters in the specification is the video
bit rate assigned to each VOD stream. Bit
rates that are too high sacrifice VOD
availability without a visible improvement
in quality. Bit rates that are too low result in
quality degradation that can be perceived by
VOD users.

The video bit rate in the specification was
determined by holding subjective tests with
a dozen viewers, including representatives
from the technical, marketing and business
development areas. A five-minute section
of The Matrix, which was a challenging
movie to encode, was compressed with
varying parameters. The clip was encoded
at video bit rates that changed in 100 kbps
increments from 2.6 Mbps to 3.4 Mbps.
Compression was done for each bit rate at
full, % and % resolution. In addition,
compression for each bit rate and resolution
was done twice: once at a constant bit rate
and then at a variable bit rate, but with the
CBR set as the maximum allowable bit rate.

In all, the bit rate, resolution and CBR/VBR
permutations resulted in 54 versions of the
test clip.

The consensus of the evaluators was that a
video bit rate around 3.1 Mbps was needed
to produce good video quality with material
that is challenging to encode. Bit rates
below that resulted in perceived degradation
of the video quality. Bit rates above that did
not increase the video quality.

We found that CBR produced better video
quality than VBR within the constraints we
set on the VBR clips. While the advantages
that true VBR bring are desirable (as seen
with DVD encoding), it is not economically
feasible at this time to process VBR streams
in a headend without reducing the number of
streams carried in a cable channel. It is
anticipated that once rate remultiplexing and
other video processing technologies are
further developed, VBR will lead to average
bit rate reductions without degradation of
video quality or a reduction in VOD system
capacity.

Resolution

One result of the evaluation that was
somewhat surprising occurred in the area of
video resolution. With full resolution, all
the picture elements, or pixels, are evaluated
while encoding a movie. In this mode, the
encoder uses a frame of video that is
typically 720 pixels in a horizontal line and
480 active vertical lines. In the % resolution
mode, the encoder reduces the number of
horizontal pixels to 544 or 528, but still
keeps the 480 vertical lines. With
resolution, 352 pixels across and 480 lines
down are used. Although it may seem that
using full resolution would provide the best
quality, this was not the case. Since a
consumer television cannot display all the
detail encoded at full resolution, it is
inefficient to encode and transmit this extra



data. Instead, either 3% or Y2 resolution
provides higher quality. In these modes, bits
that would be used to encode detail in the
full resolution mode are instead used to
encode motion. The result is no loss of
detail on a consumer television and a
reduction in motion artifacts that would
occur at full resolution. In general, we found
that 3 resolution usually provided the
highest quality, but 2 resolution was better
in some scenes that contained a lot of action.

Audio

In addition to the video requirements, a
portion of the bit stream must be reserved
for several other components. Dolby Digital
audio, which provides state-of-the-art
surround sound for home theaters, requires
384 Mbps. This type of audio is the
standard for DVDs and some DBS channels
and must be included in order for VOD to be
competitive with these other technologies.

We also looked at secondary language
support. If alternate language tracks are
multiplexed with the video and English
audio, additional bandwidth needs to be
reserved. Instead, the specification calls for
additional audio services to be assigned their
own audio PIDs. The desired audio is
multiplexed with the video at the file server
and only that one language is delivered to
the consumer settop. This method of
multiplexing allows for a virtually unlimited
number of language choices, with no effect
on bandwidth requirements.

QAM Loading

Once we determined the minimum video bit
rate and the audio requirements, we looked
at QAM loading. Program specific
information (PSI) and overhead needs were
added to the 3.1 Mbps video and the .384
Mbps audio. This resulted in a minimum

need of approximately 3.67 Mbps per
stream. At this rate, seven streams can fit
into the 26.97 Mbps payload of a 64 QAM
channel. The maximum number in the 38.8
Mbps payload of a 256 QAM channel is 10
streams. Once the QAM channel loading
was determined, the video bit rate was
increased from 3.1 Mbps to 3.18 Mbps.
This allowed for a higher video bit rate,
without a decrease in the number of streams
in a 64 or 256 QAM modulator. After some
other small requirements are added, a total
multiplexed rate of 3.75 Mbps per stream
became the bit rate specification.

Meta Data

Meta data is any information that is
associated with a movie. Common meta
data elements for a movie include its length,
a summary, the actors, a rating and the
movie’s availability dates. Meta data is
necessary in the operation of a VOD service.
It allows a customer to do such things as set
parental lockouts or sort a movie by genre.

As with content encoding, it is efficient to
add meta data to a movie once, with the
meta data being interoperable with different
VOD applications developed by various file
server and settop vendors. This removes the
need for insertion of meta data at each VOD
system. In addition to reducing labor in the
headend, centralizing meta data functions
reduces the opportunity for errors that could
occur if meta data had to be entered at each
VOD system. iN Demand is using a meta
data standard that defines each meta data
field, its type and its length.

Efforts are underway to expand the meta
data standard to incorporate all meta data
needs by the major VOD file server and
settop vendors. By creating a superset of
meta data and sending the same version to
everyone, systems get the advantages of



centralized meta data creation. Except for
movie promotion, which includes an MPEG-
2 video trailer and a JPEG or GIF box cover
or poster art image, meta data is text
information that does not require significant
additional bandwidth. There is little
disadvantage to sending a superset of meta
data to all systems. Each VOD application
at a cable system can pick the meta data
fields it needs and ignore the others.

Distribution

Once a movie has been encoded and meta
data has been added, the next challenge is to
distribute the asset package to VOD
systems. The easiest way to distribute
compressed movies, at least in the early
stages, is by sending digital linear tapes
(DLTs) via an overnight shipping service.
However, this method of distribution
becomes inefficient when the number of
deployed VOD sites grows beyond a few.
Satellite delivery is a natural means for
sending content to cable headends. Once the
satellite distribution network has been built,
it is easily scalable.  Additional VOD
systems can be added at a relatively low
incremental cost.

Satellite Link

iN Demand distributes pay-per-view
movies, events and sports on eight 36 MHz
C-band transponders. To maintain
compatibility with cable systems that are
using 64 QAM to deliver digital signals, 24
MHz of each transponder is used for MCPC
transmission. The other 12 MHz in the
transponder creates an opportunity for VOD
file transmission.

The first step in our satellite analysis was to
perform a link budget to determine the
power level of each carrier and their center
frequencies. When multiple carriers occupy

a transponder, the power of each carrier
must be reduced to minimize
intermodulation products. Once the power
levels and carrier frequencies were
determined, the MCPC carrier was moved
from the center of the transponder to its
edge, allowing the maximum bandwidth for
the new VOD carrier. An 8 Mbps carrier
was then added to the unoccupied
transponder bandwidth.

IP Multicast System

On the following page is a diagram of the IP
multicast system that iN Demand is using
deliver VOD files to cable systems. The
pitcher is at the heart of the IP multicast
system. It is the component, along with
external hard drives, that stores the assets
and sends them to systems using an IP
multicast transmission. It also performs a
triple DES encryption, ensuring the security
of the VOD file.

The pitcher is controlled by the manager,
which schedules the delivery of assets to
headends. It analyzes available satellite
bandwidth, asset size and required delivery
dates to determine when assets need to be
transmitted by the pitcher. The manager is
operated through a user interface on a
remote terminal, with information sent via
an Internet connection from the terminal to
the manager. The manager also provides
monitoring and management functions, both
of which can also be accessed at the remote
terminal.

An asset creation tool (ACT) adds meta data
in an XML format to the movie. It then
transfers the content and associated meta
data to either the pitcher’s internal or
external storage, where it resides until the
pitcher receives transfer instructions from
the manager. As with the manager, the ACT
is also accessed through a user interface on a



remote terminal, with information sent to the
ACT over the Internet.

When the manager instructs the pitcher to
transmit a file to a group of systems, the
compressed content is sent to an [P
encapsulator. The IP encapsulator creates
an MPEG transport stream from the IP data
and translates the data into a form suitable
for satellite delivery. It also applies a ¥4 rate
forward error correction to compensate for
transmission errors in the satellite link. The
MPEG transport stream is then sent in an
ASI format to a quadrature phase shift key
modulator and uplinked to the satellite.

The VOD carrier is downlinked at cable
headends and sent via L-band from the
satellite antenna to a catcher, which is a
Pentium III device operating on Linux.
The first function of the catcher is to
demodulate the carrier and apply forward
error correction to fix transmission errors. It
extracts the IP data from the MPEG
transport stream and analyzes the file to

verify the transmission. If any packets are

missing or corrupted, a request for
retransmission is sent over the Internet to the
pitcher. The pitcher collects these requests
from all the catchers and resends any
corrupted packets. Once a catcher verifies
receipt of a file, it sends an
acknowledgement to the pitcher and the
transfer to the catcher is complete.

The catcher then decrypts the content and
passes it over a 100 baseT network to the
VOD file server, where it is ready to be
played once the movie availability date is
reached.

Conclusion

A significant way to minimize the costs of
operating a video-on-demand system 1is to
centralize the encoding and distribution
functions. iN Demand has developed such a
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system by wusing an open encoding
specification that supports delivery of
content through a variety of file servers and
digital settops vendors. Adding meta data to
the movie saves labor costs at cable systems
and reduces the chance for errors. Finally,
an I[P multicast system with triple DES
encryption is used for secure delivery of
content. A dedicated satellite carrier is used
for VOD, allowing for a scalable, cost
efficient system for transmission.

The use of a common encoding specification
and distribution system allows VOD to
become a viable additional revenue stream
for cable operators.



HI PHY LITE — A PRAGMATIC APROACH TO ADVANCED PHY

Dr. Ofir Shalvi, Noam Geri, Ariel Yagil, Daniel Wajcer
Texas Instruments, Broadband Communications Group

Abstract

This paper presents a new generation of
Cable Modem and Cable Modem Termination
Systems (CMTS) which utilize an advanced
upstream Physical Layer technology known as
‘HI PHY Lite’ or ‘Advanced TDMA’, which
increases the upstream capacity and improves
robustness to common channel impairments
while maintaining full backward compatibility
to DOCSIS 1.1 systems.

In this paper we will provide an overview on
the HI PHY Lite Modulation scheme, and will
present data on the performance of the HI
PHY Lite system in various channel. We will
demonstrate how HI PHY Lite systems
provide MSOs an evolutionary path to
increasing the capacity of the CATV reverse
channel, thereby allowing operators to offer
their subscribers greater upstream bandwidth

for various services such as video

conferencing and telephony.
INTRODUCTION

Cable operators have been remarkably

successful in establishing DOCSIS as the
standard for data over cable service in North
America. Today, dozens of cable modem
vendors  offer interoperable, DOCSIS
standard-based cable modems, using chip-sets
from multiple silicon vendors. The vast
majority of cable modems deployed today in
North America are DOCSIS based, and
DOCSIS and its derivative Euro-DOCSIS are
also being widely deployed in Europe and the
rest of the world.

What contributed to the rapid turn around
from conception to deployment of DOCSIS
systems was the fact that when designing the

DOCSIS specification operators preferred
mature and proven technologies over state-of-
the-art. Faced with competition from DSL
service providers, cable MSOs focused on
getting a solid solution as fast-to-market as
possible, with improvement to be considered
for future generations.

Having successfully completed the first phase
of establishing a cable modem standard,
operators can now focus on improvements.
One area for improvement is the transmission
scheme used for the upstream channel.
Current DOCSIS systems do not efficiently
use the scarce bandwidth available to
operators in many of the upstream channels.
This inefficiency does not degrade service
today given that penetration of cable data
service is relatively low and common cable
data service usage is asymmetric in its
consumption of bandwidth. The most
common use of cable data service, Internet
browsing, is highly asymmetric in nature,
requiring very little data to be transmitted in
the upstream in comparison to the amount of
data transmitted in the downstream.
However, as cable modem penetration
increases and as more symmetric services and
applications such as voice over IP, video
conferencing and peer-to-peer networking
gain popularity, the inefficient use of the
upstream channel could potentially limit
operators in expanding their services.
Furthermore, the shortage of bandwidth in the
upstream is exacerbated by the fact that the
upstream channel is plagued with various
interferences, which further limit the use of
the already limited upstream channel.

To address the problem of the upstream
channel the Society of Cable
Telecommunications  Engineers  (SCTE)
requested from the IEEE to evaluate new



technologies for possible enhancement of the
current upstream Physical Layer (PHY)
specification. IEEE 802.14a working group
was set to up to do this work, and to design a
new PHY specification which would provide
higher capacity in the upstream while at the
same time providing greater immunity to
common channel impairments. Although this
effort, which will be described in greater
detail in this paper, did not result in a
completed specification, it did lead to draft
specification, a derivative of which is the HI
PHY Lite (ak.a Advanced TDMA) proposal
which is the subject of this paper.

THE CATV UPSTREAM CHANNEL

The wupstream channel in the cable TV
network covers the 5-42MHz frequency band.
Due to the ‘tree and branch’ topology of the
CATV network, the upstream is characterized
by noise which is the accumulation of noise
generated throughout the network. This
includes the following noise sources:

1) White noise generated by active
components on the network

2) Narrowband Ingress, typically originating
from other transmitters such as amateur
AM radio.

3) High rate impulse noise originating from
electric current, consisting of short,
typically one microsecond or shorter,
noise impulses at a repetition rate varying
form a few hundred occurrences per
second to several thousands per second.

4) Low rate, but long duration, wideband
bursts which could occur as frequently as
every 10-20 seconds and could last 10-50
microsecond.

On top of these noise sources, the upstream
signal is subject to multi-path reflections due
to impedance mismatch of the plant’s
components and unterminated cables

PROPOSED SOLUTIONS FOR THE
UPSTREAM CHANNEL AND IEEE 802.14
ACTIVITY

Three proposals were submitted to the IEEE
802.14 for consideration as next generation
CATV upstream PHY (a.k.a HI PHY). The
proposals included Frequency Agile TDMA
(FA-TDMA), Variable Constellation Multi-
tone (VCMT) and Synchronous CDMA (S-
CDMA). IEEE 802.14a HI PHY working
group adopted a combination of the advanced
TDMA and S-CDMA (as an optional mode)
proposals as the basis for its specification. For
a more detailed description of the proposals
and the debate in IEEE 802.14 see [1].

After a long process which spanned over a
year, IEEE 801.14a, HI PHY working group
was unable to reach an agreed wupon
specification and was ultimately disband
without completing its goal.

HIPHY LITE

The HI PHY Lite modulation scheme was
jointly developed by Texas Instruments and
Broadcom Corporation [2]. It was derived
from the more complicated modulation
scheme proposed by the IEEE802.14a work
group. However, HI PHY Lite excludes many
of the IEEE802.14a modulation tools, such as
TCM and BICM line codes, inner
interleaving, non-linear precoding, CDMA
modulations, and synchronous modulations,
hence the use of the term ’Lite’. In our
opinion, all those tools provide a relatively
marginal performance gain, which does not
justify the significant increase in cost,
complexity and in the time it would take to
the industry to reach fully tested and
interoperable and multi vendor products.

HI PHY Lite modulation scheme extends the
Physical layer of DOCSIS 1.0 in the
following manner:



8. 32. and 64 QAM constellations

This allows increasing the spectral efficiency
by up to 50% in cable plants that have good
SNR, compared to DOCSIS 1.0 or 1.1 whose
highest constellation is 16QAM. Such cable
plants are expected to become more and more
common as operators improve their plants and
pull fiber deeper into the HFC.

By adding 8-QAM and 32-QAM
constellations, the HI PHY Lite modulation
scheme enables finer matching the data rate in
the channel to the SNR conditions in the
plant.

Symbol rate of 5.12 MHz

This allows reducing the number of headend
receivers per CMTS by a factor of two, and
thus offering smaller CMTS equipment, in
comparison to DOCSIS 1.0/1.1, where the
highest symbol rate is 2.56 MHz. It also
allows improving the network efficiency of
the upstream plant, as the bandwidth demand
of the cable plant can be shared across a
smaller number of channels.

Improved Error Correction Code

The HI PHY Lite Forward Error Correction
(FEC) scheme includes dynamic interleaving
and extends the maximum error protection
ability of DOCSIS 1.0’s Reed-Solomon FEC
from 10 byte errors to 16 byte errors. This
allows significantly higher robustness to burst
noise and impulse noise.

HIPHY LITE PERFORMANCE

In this paragraph we describe the performance
of a HI PHY Lite system which uses the new
generation of Texas Instruments Headend
Burst Receiver IC (TCNET4522) and HI PHY
Lite DOCSIS CM IC (TCNET4042) which
implement Hi PHY Lite, and utilize Texas

Instruments’ INCA™ technology for ingress
cancellation and capacity increase

Performance in White Noise

Table 2 shows white noise performance that
can be achieved by the TCNET4522 and
TCNET4042

Table 1: HI-PHY Lite Throughput

Constellation | Throughput SNR @ post
[bits/symbol] | FEC BER=10"®
QPSK 1.75 8.5dB
8QAM 2.73 13.1dB
16QAM 3.64 16.0 dB
32QAM 4.55 19.3dB
64QAM 5.45 22.2dB

The performance in QPSK and 16QAM
modulation is very similar to the attainable
performance when wusing the DOCSIS
scheme, beside a fraction of dB improvement
which can be obtained by using the maximal
T=16 error protection capability of the Reed-
Solomon FEC. We observe that the 64QAM
modulation, which allows 50% throughput
increase compared to DOCSIS, is feasible
when the SNR is 22 dB or higher. We believe
that such SNR levels are becoming more and
more common as cable operators increase the
fiber portion of HFC plants, and clean the
upstream plants. On the other hand, some of
the cable plants are still not “clean” yet, and
there is also a need to operate at very low
SNR levels. Figure 1 depicts the ability of the
TCNET4522 and TCNET4042 to operate at
very low SNR levels®. As we can see, one
needs to sacrifice data rate in order to operate
at low SNR levels, however, operation is

' When calculating SNR, the noise power is measured
over the bandwidth of the signal (1.25 times the symbol
rate)

? The noise power is measured over the bandwidth of a
5.12 Mega-symbols per second
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Figure 1: Operation at the Low SNR

feasible even at SNR levels of —7 dB (that is
the noise power is higher by 7 dB than the
signal power). Operation in these low SNR
levels is achieved by retreating to the low
symbol rates of DOCSIS, while the CM still
maintains the high power level of a full-band
5.12 Mega-symbols-per-second HI PHY Lite
signal.

Ingress Noise Performance

Perhaps the biggest advantage of the
TCNETA4522 burst receiver is its robustness to
narrowband ingress, using the INCAJ[3]
algorithms. Table 3 shows Carrier to
Interference (C/I) that can be tolerated by the
4522 when the noise is a sine wave (CW)
signal, with a BER of 10™.

Table 2: CW Ingress Noise Performance

Constellation | C/I with 4522 C/I1 with
conventional
receivers
QPSK 0dB 9dB
16-QAM 3dB 16 dB
64-QAM 6 dB 22 dB

As one can see, the INCA algorithms allow
improvements of 9-16 dB in the robustness to
ingress noise.

The TCNET4522 and TCNET4042 were also
tested with ingress noise signals recorded in
noisy cable plants. Figure 2 shows the noise
spectrum of a plant with heavy ingress noise.
It also shows the spectrum of the signal plus
noise in the case where the system operated in
16 QAM. The signal level that was required
for proper operation was 15.5 dB above the
power level of the noise, which is 4-5 dB
better than the power level required by
conventional burst receivers. We note that this
figure shows the time-average of the noise
spectrum, but actually the noise spectrum was
dynamically time varying.
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Burst Noise Performance

The DOCSIS 1.0 Upstream PHY combats
burst noise by using Reed-Solomon error
correction codes. These codes can correct up
to T byte errors, where T=0...10. The
maximal burst length that can be corrected by
a DOCSIS 1.0 system is:

TeursT = T/Rpyte



Figure 3: The HI PHY Lite Interleaver
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Where T is the correction factor of the code,
and Ry 1s the byte rate of the channel. Thus,
for example, when the channel operates at its
maximum byte rate, Ryye=1.28 10° bytes per
second, and its maximum error protection
capability, T=10, the maximal burst length
that can be tolerated is 7-8 microseconds.

The HI-PHY Lite scheme employs a 2048
bytes block byte interleaver that allows a
significantly improving burst correction
capability. The byte interleaver is shown in
Figure 3. It is a two-dimensional memory
structure with N columns and / rows, where N
is the Reed-Solomon code-word length. The
interleaver performs permutations on a block
of NxI data bytes in the following way: The
bytes are written into the interleaver row by
row, and read from the interleaver column by

column (see Figure 3). The CM and CMTS
dynamically program the interleaver’s
parameters in order to optimize them to the
size of each data packet.

When a byte interleaver is used, the maximum
burst length that can be corrected by a HI-
PHY Lite system is multiplied by the
interleaver depth (/), that is:

Teurst = I X T/Rpyte

When the SNR in the channel is high, higher
constellations can be used in conjunction with
low code-rate Reed-Solomon code and byte
interleaving to further increase burst noise
robustness.

Figure 4 shows the attainable throughput of a
HI-PHY Lite system as a function of the burst
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Figure 4. HI PHY Lite Burst Tolerance (Rs=1.28Mbaud)




length that the system can tolerate.
Performance is analyzed for 200 byte packets
and 1Kbytes packets. In this test we have used
error correction factor T=10. An improvement
by up to a factor of 1.6 in burst duration can
be obtained by using the maximum error
correction factor of HI PHY Lite FEC, T=16.

For the 200 byte packets, interleaving is
limited, thus burst tolerance performance is
degraded. @ In comparison, DOCSIS 1.0
frames, which do not have any interleaving,
can tolerate bursts that are shorter than 30us
and 13us for QPSK and 16-QAM
respectively. The longest burst that could be
tolerated in 64-QAM without interleaving is
Tu.

Note that when extremely large noise bursts
are present, they can be tolerated by reducing
the baud rate (burst tolerance, Tgurst, 1S
increased by the factor of baud rate decrease
through the decrease in Ryye).

We observe that the HI-PHY Lite system can
easily tolerate bursts of up to 10
microseconds, which covers the vast majority
of the noise bursts in the system. By gradually
trading throughput for burst noise robustness,
the system can tolerate bursts of up to 500
microseconds, which are considered to be
very rare.

It is important to note that the burst robustness
is proportional to the symbol rate, and it can
be further improved by up to a factor of 8 by
using the lower symbol rates of DOCSIS.
This increases the number of upstream
channels and may sacrifice MAC layer
efficiency, but it provides a pragmatic
solution for the rare cases of frequent
occurrence of very long noise bursts (more
than 100 microseconds).

Finally, we note that the TCNET4522
employs signal processing algorithms that
detects noise bursts and allows improvement

of the maximum burst length protection by up
to a factor of two. In this case:

Tgurst = kpurst X 1 x T/ Rbyte

Where kgyrst 1s in the range of [1,2],
depending on the characteristics of the signal
(e.g. its constellation) and the noise burst (e.g.
its power level).

We conclude that by using HI-PHY Lite, the
cable operator can achieve extremely high
robustness to long noise bursts by using low
symbol rates and/or slightly lower throughput.

Impulse Noise Performance

Figure 5 shows the attainable throughput of
the DOCSIS 1.0 and HI-PHY Lite in a 1.28M
symbols per second channel with 1000 bytes
data packets. The noise impulses are 1
microsecond each, and the SNR is —5dB
within the impulses and 25dB otherwise. The
impulses appear randomly in time (Poisson
distribution) and the horizontal axis of the
figure is the average number of impulses per
second. In this tests we have only used FEC
error protection factors of T=0...10, and some
improvement in performance can further be
gained by using T=11...16.

We observe that the HI-PHY Lite modulation
scheme can easily tolerate 1000 impulses per
second and by trading data rate it can tolerate
up to 25000 impulses per second. The
DOCSIS 1.0 modulation scheme is inferior to
HI-PHY Lite mainly due to lacking higher
constellations. However, both HI-PHY Lite
and DOCSIS 1.0 are capable of operating in
scenarios of 1000-10000 impulses per second
which are believed to represent the toughest
upstream channels.

Inter-symbol-Interference

As in DOCSIS 1.1, the CM and CMTS
support a T-spaced linear pre-equalizer in
order to address reflection in the upstream
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channel. While in DOCSIS 1.1 the pre-
equalizer has 8 taps, in the new HI PHY Lite
modulation scheme, the pre-equalizer was
extended to 24 taps to support the larger
symbol rate and the higher constellations.

SILICON IMPLEMENTATION

Figure 6 shows a picture of the TCNET4522
and the TCNET4042 chips. The TNETC4522
is a dual burst receiver that supports two HI
PHY Lite upstream channels of up to 30 Mbps
each. Its total throughput of reaches up to 60
Mbps, which translates to a significant
improvement in the throughput per board
area, compared to previous solutions that
supported a single DOCSIS channel at up to
10 Mbps. The TNETC4522 directly samples
the whole IF spectrum and the required
upstream frequencies are digitally
demodulated. This scheme eliminates the
necessity for a tuner.

The TNETC4042 is an integrated cable
modem chip, which fully supports the HI PHY
Lite modulation scheme. The chip is
backward compatible with the DOCSIS 1.0
and DOCSIS 1.1 standards, and a modem

built around TNETC4042 has
CableLabs DOCSIS1.0 certification.

gained

Figure 6

SUMMARY

We have presented a new generation of CM
and CMTS IC’s which implement HI PHY
Lite modulation scheme and incorporate
INCA™  technology. The attainable
performance of these IC’s was demonstrated
in this paper.

The HI PHY Lite specification emphasizes
simplicity, multi-vendor interoperability and
backward compatibility. While



communication  technology does offer
building blocks such as TCM, Precoding etc,
which  could possibly enhance the
performance of the system, it is our opinion
that the performance gained by these
enhancements would be marginal, not
justifying the added complexity which would
ultimately impact multi-vendor
interoperability and cost.

This new technology enables significant
improvement to  upstream  throughput
allowing operators to offer subscribers
services which demand greater bandwidth in
the upstream such as VoIP and Video
conferencing.
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Home Networking: Extending Cable’s Reach

Samuel H. Russ
Subscriber Networks
Scientific-Atlanta

Abstract

Home networking offers the promise of
distributing high-speed Internet access and
entertainment media throughout the home. By
pushing the Internet experience out to where
non-technical users are, and by making the in-
home cable system the anchor of a pervasive
communications and entertainment
experience, it can increase penetration and
reduce churn.

Scientific-Atlanta has experimented with three
different wireless standards and a variety of
devices in order to understand how home
networking can become a reality.  Our
experiments have highlighted several short-
term obstacles that must be overcome as home
networking becomes a routine and lucrative
addition to an MSO'’s product offering.

Survey of Applications and Physical Media

What’s It Good for?

Home networking is rapidly emerging as a key
technology, a rapidly growing market, and a
prime opportunity for forward-thinking
companies. There are (at least) four distinct
roles for home networks—routing video,
routing voice (presumably over IP), routing
data, and basic home automation functions.
This is important because they have
completely different bandwidth needs and
realtime / quality of service constraints, as
shown in the table below.

This chart indicates that several different uses
for home networking exist, with widely
disparate  service  requirements. A
comprehensive home networking solution
must take these factors into account. For
example, power line networking may be
widely adopted for home automation
functions (such as climate control, appliance
access, and home security) and phone line
networking for data transfer.

Application Bandwidth needed QoS Guarantees? | Two-way?
Video: HDTV 19 Mbps Yes No
Video: DVD 3 - 9 Mbps Yes No
Video: MPEG-2 2 - 5 Mbps Yes No
Video: Videoconf. | 30 kbps - 1.5 Mbps Yes Yes
Data: File Sharing | 200 kbps — 10 Mbps No Yes
Data: Printing 60 kbps — 1 Mbps No No
Data: Web Surfing | 80 — 250 kbps No No
Interactive Gaming | 10-100 kbps Yes Yes
Audio: “Hi-Fi” 100 — 200 kbps Yes No
Audio: Voice 5 - 64 kbps Yes Yes
Home Automation | 100’s of bps No No

Table 1: Some Applications for Home Networking




One interesting point of this comparison is the
“l Mbps gap”. Essentially all applications
except video work well, or at least are usable,
below 1 Mpbs. Broadcast-quality video, on
the other hand, demands more than 1 Mbps.
This  highlights the  importance  of
understanding what services subscribers will
want from home networking as operators plan
for the subscriber products and the
infrastructure required to support home
networking.

How Can I Connect?

There are seven ways to convey voice, video,
and/or data inside a home. One, ultrasonic,
will not be considered here. The remaining
six are important and should be considered in
an overall home networking strategy.

Wireless: 10+ stds.

I

“Gateway”

The six media are radio, infrared, phone line,
power line, cable coax, and wired networking,
as illustrated below in Figure 1.

Some of these media encounter serious
limitations immediately. For example, wired
networking (Ethernet and Firewire) require
extensive rewiring (in the case of Ethernet) or
only work over short distances (in the case of
Firewire). Infrared is limited as a practical
matter to line-of-sight and is really only
possible inside a single room.

Cable coax can form a home networking
backbone, and well-established standards
exist for it, but it is limited by the number of
outlets inside a house. Its role in home
networking will grow in the future, but since it
is so well-understood by this audience it will
not be considered further.

__~Cable Operator — Internet

Cable: 2 stds. 2

Phone: 1 data std.
1 voice std.

Wired: 2 stds.
NEl=

Power Line: 3 data stds.,

3+ control stds.

— Electric Utility
I

Appliances, Home Security,
Entertainment, etc.

Power Meter

Figure 1: Home Networking Physical Media



There remain, then, three additional physical
media to consider in developing a home
networking strategy -- RF, phone line, and
power line.

RF networking (or “wireless networking”,
which is a bit of a misnomer since IR is also
wireless) is emerging as a powerful and
flexible way to connect devices inside a home.
It uses no new wiring and offers portability
and ubiquity advantages over wired
networking. However, it is not as foolproof as
wired networking, and the market has been
hindered by profound standards confusion.

There are three standards available today,
Bluetooth, IEEE 802.11b (hereafter referred to
as “802.11b”), and HomeRF, that are market
leaders. Their capabilities will be discussed
below.

Some of these wireless standards have
interference problems with each other,
although this is becoming less of an issue.
Two of the major standards, Bluetooth and
802.11b, are being harmonized under IEEE
802.15.2, which may help solve some
interference issues. Another source of
reconciliation is a move towards 5 GHz
networking, and many consider the way of the
future to be 5 GHz 802.11a and 2.4 GHz
Bluetooth.

Phone line networking takes full advantage of
the inherent signal quality of twisted pair. It
can routinely deliver tens of megabits per
second (Mbps) around typical homes, making
it a serious candidate for essentially all home
networking applications. More importantly,
there is a single, uniform, universally adopted
standard — HomePNA. However, phone taps
are limited, especially in Europe, and it always
seems like set-top boxes are never near RJ-11
jacks.

Power line networking has the advantage of a
truly ubiquitous network interface, and so is
as convenient as wireless (unless you need
portability). There is still confusion over the
standards, and it is not even clear that all of
the standards will work in the field. Proposed
data rates are as high as 14 Mbps, but the
usable bandwidth must be divided by the
number of homes that share a transformer’s
secondary winding. (In the US this is
typically 5-10 homes.) One concludes, then,
that powerline is a serious candidate for
applications requiring 1 Mbps or less.

Commonly discussed multi-Mbps powerline
standards include HomePlug and Adaptive
Networks’ solution. Both are in prototyping
and field-trial stages.

Our Experiments

Scientific-Atlanta assembled a series of
experiments in the area of wireless (RF) home
networking in order to demonstrate
capabilities and to learn first-hand the
requirements for a complete product offering.

First, we connected an Intel AnyPoint
HomeRF-based access point through an
Explorer set-top box’s USB port.  This
enabled the delivery of 1.6 Mpbs of TCP/IP to
a remote portable client. The portable client,
in this case a laptop, was able to browse the
web and watch low bitrate movie trailers.
These trailers typically use around 300 kbps
and are CIF or QCIF resolution screens. The
sustained throughput of HomeRF is actually
about 550 kbps; 1.6 Mpbs is the physical layer
symbol rate and neglects effects such as error
correction and packet header overhead.

The system was decidedly popular at a cable
trade show. One non-technical user even
commented that while he currently lived
outside of one of Scientific-Atlanta’s
customer’s coverage areas, he would move
into their service area if they launched
wireless web access!



Second, we connected a set-top to a
Bluetooth-enabled web tablet made by
Ericsson. Bluetooth was routed into the set-
top through an external attachment for
demonstration purposes. The web tablet was
able to display a program guide, and
selections made on the web pad changed the
set-top’s channel.  This demonstrates the
ability of wireless peripherals to operate two-
way and to function as a remote control. Note
that the Ericsson product was also able to
browse the web, although Bluetooth provides
a relatively lower 721 kbps bitrate. This sort
of remote control application is exactly the
type of short-range, low-bitrate application
that the designers of Bluetooth had in mind.

Third, with help from Intersil, we put an
802.11b access point inside an Explorer 8000
set-top. We encoded the set-top’s tuner
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output using 1.5 Mbps MPEG-2 and
transmitted it via the access point to a remote
laptop. The remote laptop simultaneously
displayed a live web browser, a functioning
MP-3 player, a live video screen, and a
working remote control. The remote control
tuned the set-top, activated the program guide,
and can even work with interactive set-top
applications like pizza on demand. A screen
capture of the demo is shown below in Figure
2.

The three demonstrations were actually laid
out side-by-side at the trade show (against the
advice of engineers) and actually interoperated
fairly well. The three displays had to be kept
near their respective access points, and
carrying one display next to another access
point did disrupt the traffic, but it did
highlight that non-interfering operation may
not be as difficult as some fear.
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Figure 2: Screen Capture of Scientific-Atlanta / Intersil 802.11b Demonstration



Capabilities of Existing Systems: How They
Can Help MSO’s

These demonstrations highlight four key
advantages of home networking.

First, basic web access can be pushed out to
where non-technical users are. This is an
extremely important paradigm shift. Think
about technophobes like my wife. They hate
using the Internet because the computer is off
in a back room and, if they rely on dial-up,
there is a lengthy and annoying process to get
connected. Wireless networking through a
DOCSIS channel changes all that because
wireless is available anywhere and DOCSIS is
always-on. This is one strength of DOCSIS-
based home networking that may increase
penetration rates of digital cable.

Second, subscribers purchase the peripherals
that hang off of the home wireless network,
such as extra PC and PDA network adapters
and wireless appliances like MP3 players.
Once they have purchased the peripherals,
they will be strongly motivated to keep their
existing service. Thus home networking is a
powerful churn-reduction tool.

Third, deploying the infrastructure enables
lucrative services. For example, the MP3
player we showed in the Intersil 802.11b
demonstration foreshadows possible new
subscription services.

Fourth, home networking is on the verge of
being able to deliver broadcast-quality video
in the home. The existence of the cable
industry is proof that video offers tangible
revenue streams, and this is emerging as a
new way to distribute video content.

Limitations of Existing Systems: Lessons
Learned

These demonstrations raised several key
issues related to the “productization” of home
networking.

Fire Hose or Soda Straw?

The first issue that comes up is bandwidth.
As seen in the first table, subscribers’
bandwidth needs are highly application-
dependent. Some networking standards are
not suitable for all applications.

For example, phone line is currently the only
technology with ample bandwidth for video,
and 802.11b is the only open standard in the
wireless world that has barely enough
bandwidth for video. (There is one proprietary
system, ShareWave  WhiteCap, which
increases the usable bandwidth available for
video delivery).

The answer to the question “how much is
enough?” is simply “it depends on what you
want to do with it.” In the video-centric world
of cable, however, home networking is really
only barely able to deliver video right now.

The IEEE 802.11a standard is on the horizon;
most expect it to be generally available by the
end of 2001. It features a substantial increase
in bandwidth that, coupled with the quality of
service (QoS) features added by IEEE
802.11e, may well enable practical multi-
channel wireless video delivery in the home.

Hey, I’'m Trying to Talk!

The 802.11b demo highlighted the need for
quality of service in delivering video. The 1.5
Mpbs MPEG-2 was selected simply to leave
enough bandwidth margin for web browsing
and MP-3 in the absence of QoS. (We have to
be honest here — 1.5 Mbps is not broadcast
quality, which is why this was a demo and not
a real product.)

Note that “quality of service” in the context of
broadcast-quality video implies not only
reservation of bandwidth but also guarantees
and bounds on packet jitter. Web browsing
over the corporate LAN, which boosts the
peak bandwidth of a web page download, can



disrupt the demo’s video panel, for example,
because it does not leave enough free
bandwidth for video. Likewise, attempting to
display a movie trailer in the demo web
browser panel completely wipes out the demo
video panel.

By the way, in the case of 802.11b this is
being handled two ways. First, the IEEE
802.11e standard is being constructed to
reserve bandwidth on an 802.11b channel.
Second, proprietary standards such as
ShareWave WhiteCap are also available.

Perform Steps 1-37 in Painstaking Detail

Finally, we learned through the process of
nailing up trade show demonstrations that
installing, maintaining, and administering
home networks are going to be hard. Do set-
tops have to run DHCP? What about DNS
and NAT? Do they run Firewalls and, if so,
how much more expensive is it to run firewall
(because of increased memory and processor
demands)? What happens when there is
interference on the currently selected 802.11b
channel? Who decides there needs to be a

channel-change? = How does the operator
know the state of the 802.11b access point,
and how does the operator change the
settings? Thankfully these and a myriad of
other small but important details are being
taken up in the CableLabs’ CableHome home
networking forum.

Where We Need to Go: Conclusions and
Future Work

By exploring various technologies and various
product form factors, it became clear that
home networking is nearing fruition, but not
quite ready yet. Various standards-making
efforts, including those supporting systematic
support of home networking (CableHome)
and those adding quality of service to
Ethernet-based protocols (IEEE 802.11¢) can
close the gap. Practical home networking will
soon be in a position to be a valuable addition
to MSO product offerings.
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ABSTRACT

Next generation Synchronous Optical
Networking equipment is paired with data
centric interfaces and packet switching
engines to provide reliable Metropolitan
networking for Headend interconnects. This
integration has lead to new developments in
multiplexing  structures and  bandwidth
allocations. By creating more granular packet
containers, and dynamic allocation, services
are more efficiently packaged onto the
transport network.  Implementing priority
based queuing allows for services to be
expedited onto the network. Services bound
by Quality of Service constraints in delay and

delay variance can be individually managed
across the transport network. Differentiated
Services, Open Access and Carrier Class
transmission will merge into one consolidated
backbone serving entire metropolitan regions.

WHAT SEEMS TO BE THE PROBLEM?

With the increased deployments in cable
modem services, and the looming explosion
of Voice over Internet Protocol (VOIP)
telephony services, getting all of the packets
to their destinations on time will play a critical
role in the Metropolitan Network. Multiple
System  Operators (MSO) have many
interconnected Headends serving geographical
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regions that make up the metropolitan
network. One or more of these Headends
may provide access to the Internet and one or
more of these may have access to a voice
switch for telephony. These Headends act as
gateways to their respective services. These
will be called the Master Headends. The
remaining Headends will be called Secondary
Headends. The Secondary Headends
terminate the upstream and downstream traffic
to/from the Hybrid Fiber COAX (HFC) plant
via the Cable Modem Termination Shelf
(CMTS) devices. The input and output from
the CMTS to the Metropolitan Network is
Internet Protocol (IP) packets. These packets
need to be separated based on the type of
service they are carrying and by destination
Internet Service Provider (ISP).

The traffic that flows in this type of
arrangement can be categorized as “Hub and
Spoke” traffic (Figure 1). This implies that
there is a large amount of traffic flow into and
out of the Master Headends, and less in each
of the Secondary Headends. This is a logical
star. If there are two Master Headends, then it
will look like two overlapping stars. Each
Secondary Headend will be generating traffic
that is different for each type of service it is
providing. Internet traffic is bursty when
looked at over short periods of time and when
aggregated, can have sustained flows that
change dramatically over the period of a
single day. VOIP traffic is not necessarily
bursty, but changes deterministically with
each phone call that is placed.  These
aggregated traffic patterns will also change
dramatically throughout the period of a single
day.

Clearly there needs to be a solution that
can efficiently aggregate the traffic from the
Secondary Headends and reliably connect the
Master Headends for access to the necessary
gateways.

NEXT GENERATION SONET/SDH

Next generation Synchronous Optical
NETworking (SONET)/ Synchronous Digital
Hierarchy (SDH) platforms incorporate the
latest technologies in data networking with the
reliable transport from the
telecommunications arena. SONET/SDH has
been the benchmark for reliability for the
Regional and Long Haul telecommunication
networks. It is based on self healing rings and
highly available equipment shelves with sub
50 ms recovery times from catastrophic
failures such as a fiber cut. It is standardized
world wide and has been deployed since the
1980’s.

Traditional SONET/SDH was developed
with the transport of multiplexed voice signals
in mind. The basic building block is a
Synchronous Transport Signal 1 (STS-1), or
55 Mbps, or Synchronous Transport Multiplex
1 (STM-1) for SDH, or 155 Mbps containers.
SONET/SDH Networks are very scalable, and
are available with different line rate interfaces
and different trunk rate outputs (Table 1).
Many of today’s SONET networks are OC-48,
(Optical Carrier 48 or 48 STS-1’s) with a line
rate of 2.455 Gbps. These large statically
assigned containers make it difficult to
implement today’s packet services efficiently.

SONET Hierarchy

Signal Bit Rate Capacity
STS-1, OC-1 51.840 Mb/s 1 DS3 or 28 DS1s
STS-3, OC-3 155.520 Mb/s 3 DS3s or 84 DS1s
STS-12, OC-12 622.080 Mb/s 12 DS3s or 336 DS1s
STS-48, OC-48 2488.320 Mb/s 48 DS3s or 1344 DS1s
STS-192, OC-192 9953.280 Mb/s 192 DS3s or 5376 DS1s
STS-768, OC-768 39,813.12 Mb/s| 768 DS3s or 21,504 DS1s

Table 1

Next Generation SONET/SDH networks
are implementing significantly more granular
transport containers. These containers are
allocated and de-allocated at the physical layer
and the allocation process is managed by
hardware based controllers that operate in near



real-time.  This near real-time allocation
allows for packet based data to be statistically
multiplexed onto the transport network. That
is to say, that as one service has traffic bursts,
that more of the transport network can be
allocated to it, over another service that may
be temporarily idle. With many packet
services connecting to the transport network,
the hardware can provide a more statistically
packed service, thus minimizing the amount
of wasted bandwidth.

This process does not operate unmanaged.
The bandwidth is managed on a per service
basis, and is allocated wusing traffic
descriptors. This allows differentiated
services, such as VOIP, to have a significantly
higher priority, thus preserving the Quality of
Service (QoS) that is required for voice
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traffic. The traffic descriptors can be
allocated to provide a three tiered approach to
the bandwidth allotment on a service by
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sustain the lowest amount of traffic estimated,
or just enough to maintain a circuit. The next
tier is the guaranteed maximum rate. This is
the amount of the transport network that will
be made available to the service with no
statistical degradation. The last tier is the
maximum best effort. This is the maximum
amount of bandwidth that any service attain
from the transport network, if it is available.
This is also the bandwidth that must be
relinquished if other services are requesting
guaranteed bandwidth. This could return the
service to is maximum guaranteed amount.
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As an example, a 100 BaseT data service
may be allocated a minimum of 10 Mbps, a
guaranteed rate of 50 Mbps and a best effort
rate of 100 Mbps. For a 100 BaseT VOIP
service, the minimum rate may be set at 30
Mbps, a guaranteed rate of 100 Mbps, and no
best effort. This would be necessary in order
to never “drop” a phone call. By building
these traffic descriptors on a service by service
basis, the operator is able to tailor the
statistical nature of the multiplexing on the
transport network, and still preserve QoS.

RING SOLUTION

Using SONET/SDH rings to connect each
of the Headends, the overlapping logical star
becomes a single physical ring connection
(Figure 2). With the Hub and Spoke service
solution, the Headends become node sites on
the ring. The Master Headends act as Service
Nodes, and the Secondary Headends act as
Access Nodes. The Access Nodes provide
multi-protocol, multi-service I/O interfaces for
connection with the traffic generating HFC
equipment such as the CMTSs ,or Host
Digital Terminals (HDTs). The traffic from
the Access Nodes is Classified, then policed
and shaped prior to being multiplexed onto
the transport network. The individual services
are sent to the appropriate Service Node. The
Service Node provides the necessary Layer 2
switching, or Layer 3 routing of the incoming
services to the appropriate destination.

Since the Access Nodes can greatly
outnumber the Services Nodes, and there is no
initial need to provide L2/L3 capability at the
Access Node (because most of traffic is
destined for service node), the management of
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this network can be significantly reduced.
Furthermore, since the multiplexing is
managed at the hardware level, and there is a
system wide manager of such, the allocation
of the bandwidth to services is performed in
an unbiased nature. This also greatly
simplifies the management which is already a
benefactor of the existing SONET/SDH
configuration policies.

The Service Nodes essentially become the
brains of the Metropolitan network. They are
the interface to the critical services, and
provide the demarcation for multiple ISPs. If
necessary, any Access Node is capable of
becoming a Service Node. Also, Service
Nodes can either provide unique functionality
at each site, or provide replication of services
from another Service Node, or simply be a hot
standby.

Since the statistical multiplexing takes
place at the physical layer, transmission
through intermediate nodes around the ring
does not compromise QoS. With input
classification, prioritization, and traffic
descriptors building the transport network
rules and regulations, it is possible to provide
effective and efficient utilization of the
Metropolitan Network bandwidth. In doing
so, minimizing the amount of necessary
equipment and increasing the ease of
management of the network, operators can
capitalize on this emerging technology today,
and scale it to future needs as they arise.

John Brenneman

Director of Systems Engineering
Geyser Networks
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Abstract

This paper describes a next-generation
broadband network architecture for providing
100 Mbps/1 Gbps Ethernet services over an
existing HFC infrastructure. By deploying
Ethernet switching elements with integrated
high speed modems at critical junction points,
today’s  tree-and-branch  cable network
topology can be augmented with a symmetric,
full duplex, data channel that provides orders
of magnitude higher bandwidth than is
currently available. With built in multi-service
QoS  capabilities, this  next-generation
broadband network becomes fully capable of

addressing the large, highly lucrative
commercial market segment.
Coupled  with  advanced  network

management and service delivery back-office
systems, the entire process of deploying and
managing broadband services can be fully
automated. High levels of network reliability
can be maintained by making the network
elements remotely manageable and self-

configurable. By radically compressing
service  deployment and  provisioning

intervals, cable companies can accelerate the
process  of new  revenue  generation.
Customers get the benefit of being able to
order services on demand from a broadband
services portal without waiting for long
service turn-up intervals and  without
worrying about bandwidth constraints. Flow-
through provisioning and activation of back-
office billing and customer care systems are
accomplished through a robust Directory
Enabled Networking (DEN) based service
delivery platform.

INTRODUCTION

Recent years have seen the cable industry
deploy a number of advanced services in the
consumer marketplace. Driven by the need to
generate new sources of revenue, the industry
is adopting new technology and is rapidly
transforming itself into one that provides
multiple integrated services. This has resulted
in increased cable modem penetration,
expanding deployment of video-on-demand
and digital TV, and cable telephony services.
To accommodate these services, the
bandwidth used by cable systems has steadily
increased from 270 Mhz to 860 Mhz HFC
over the last twenty years and the networks
have been upgraded to support two-way
traffic.

To continue on the revenue growth curve,
the next major challenge for the cable industry
is to address the needs of the commercial
market. The small and medium business
(SMB) segment of the commercial market in
particular represents a lucrative growth
opportunity for the cable companies and is a
natural progression from the consumer
markets addressed by the cable companies
today. However, the existing cable
infrastructure with its broadcast characteristics
and asymmetric bandwidth capabilities is
largely incapable of fully supporting the needs
of the SMB market. This is supported by a
recent Morgan Stanley study that reveals that
the cable modem penetration in the
commercial markets is insignificant when
compared to DSL and other access
technologies, and is not expected to increase
in the foreseeable future. Recognizing these



limitations, some cable companies have
deployed separate physical networks based on
ATM, SONET and other proprietary access
technologies to address the commercial
market. However, the high cost of deploying
and operating a separate physical network has
limited the addressable market to a few
concentrated areas that are largely beyond the
reach of the majority of SMB customers both
in terms of availability and costs.

This paper proposes a new broadband
network architecture that leverages a cable
company’s largest deployed asset - the HFC
network - to reach a significant portion of
SMB customers and serve them in a highly
efficient and cost-effective manner. The
proposed solution adapts switched Ethernet
technology commonly deployed in today’s
enterprise networks to broadband HFC
networks and enables a rich suite of IP
services — high speed Internet access, virtual
private networking (VPN), business grade
telephony, web hosting, content distribution,
and storage area networking. The technology
foundation, based on high speed Ethernet
switching, provides fiber-like reliability and
performance characteristics over existing HFC
networks at a fraction of the cost of alternative
fiber-based solutions. This paper also
introduces a service delivery platform that
enables the rapid creation and provisioning of
services in near real-time using a Directory
Enabled Networking (DEN) architecture.

This next generation business solution
gives the cable operators a true commercial-
grade broadband network and service delivery
platform that transparently coexists on their
ubiquitously deployed HFC network. This
new architecture provides a competitive
advantage against the incumbent carriers who
offer conventional narrowband services in a
relatively expensive and inflexible fashion due
to tariff restrictions and culture.

THE SMB OPPORTUNITY

Market Size

There are approximately 8 million small
and medium businesses in the US that
typically employ 5 to 100 employees.
Approximately 60% of these businesses are
within a few hundred feet of the local HFC
network and can be cost-effectively reached
by the cable operator. On average an SMB
pays about $6000 in annual revenues to its
service provider, which in most cases is the
incumbent local exchange -carrier (ILEC).
Therefore, the addressable market opportunity
for the cable industry is an annual $28.8
billion. Compared to the consumer market
opportunity of $35 billion, the SMB market
represents a significant growth opportunity for
cable companies. Cable operators can
significantly ~grow their revenues and
EBITDA margins with modest penetration
rates, given the higher margins associated
with the SMB revenues.

SMB Requirements

The core set of services demanded by SMB
customers includes high speed Internet access
and telephony. In many cases, SMBs also
require additional value-added services such
as Centrex, virtual private networking, web
hosting, and firewall services. Most of these
services require symmetric bandwidth. A
common service configuration includes an
integrated access device (IAD) on the
customer premises that aggregates voice and
data traffic over a symmetric, full-duplex
access line such as T1 or fractional T1 to the
ILEC’s central office (CO). At the CO, traffic
is demultiplexed; voice traffic is sent to a
Class 5 switch that connects to the PSTN and
data traffic is sent to an IP network that
provides Internet and data services.



While the 1.5 Mbps bandwidth provided
by a T1 line is generally adequate for basic
voice and data services, bandwidth
requirements increase when customers begin
demanding additional value-added services.
Although NxT1 services are available from
the ILECs in a few areas, by and large the next
step up in access bandwidth is DS3 (45
Mbps). However, DS3 costs are prohibitively
expensive and beyond the range of
affordability of most SMB customers.
Therefore, in many cases, as traffic demand
increases customers are forced to wuse
techniques such as voice compression to
squeeze more traffic into the same TI1 line.
This not only leads to degradation in voice
quality but also causes higher delays and
packet loss for data traffic. In this scenario,
lack of affordable bandwidth from the ILECs
becomes a barrier to the growth and
proliferation of broadband services.

It has become a common practice for the
commercial customer to enter into service
level agreements (SLAs) with its service
provider that binds the service provider to
contractual commitments related to service
performance  metrics such as delay,
throughput, packet loss, and availability. In
order to effectively deliver on these SLAs, the
service provider needs a QoS-enabled, multi-
service network infrastructure that is highly
reliable and scalable. In addition, the service
provider also requires a highly sophisticated
back-office operations and management
infrastructure that is fully automated to reduce
provisioning cycle times and mean time to
repair activities.

The incumbent service providers are at a
competitive disadvantage because of their
high cost legacy networks and outdated back-
office operations systems that create unduly
long provisioning intervals leading to
customer dissatisfaction. This  scenario
presents a significant opportunity for the cable
companies to leverage their HFC network to

offer broadband services to commercial
customers at the lowest cost per bit. By
adopting state-of-the-art back-office support
systems, cable companies can deliver on the
promise of customer SLAs in a fashion far
superior to the incumbents.

CURRENT HFC PLANT
CHARACTERISTICS

In current HFC networks, the coaxial
portion of the plant is a tree-and-branch
topology with a shared LAN-like structure. In
the downstream direction, RF signals are
broadcast over the 54-860 Mhz spectrum.
These signals often traverse several miles of
the coaxial plant while crossing multiple
amplification and splitting stages before
reaching the customer endpoint. To maintain
acceptable signal-to-noise ratio up to the very
last subscriber on the cable plant, bandwidth
beyond 860 Mhz cannot be effectively utilized
in the current design.

The broadcast nature of the downstream
plant also raises privacy concerns, especially
in commercial applications, because a given
customer’s data is visible at every endpoint on
the cable plant. To mitigate privacy concerns,
HFC encryption techniques such as BPI have
been added. These techniques introduce
additional overhead and complexity.

In the upstream direction, bandwidth
between 5 and 42 Mhz is shared across all
subscribers. Due to ingress noise issues and
interference with other signals, the actual
usable portion of the upstream spectrum is
further limited to a fraction of this spectrum.
One of the methods to access this shared
media channel is through a media access
protocol defined in the DOCSIS standard.
Endpoint cable modems send requests for
transmission to a CMTS at the headend which
grants permission for accessing unused time-
slots in the upstream frame. If a request is



denied, as might happen during periods of
heavy load, the cable modem continues to
retry until a request is granted. Such a
centrally controlled reservation based access
scheme leads to large and unpredictable
delays making SLA commitments very
difficult to meet. While DOCSIS 1.1 allows
for prioritized access to time-sensitive traffic
such as voice, the delays could still be on the
order of tens of milliseconds.

The nature of the initial DOCSIS
technology (1.0 and 1.1) is that symmetrical
services are nearly impossible and are not
possible at all as demand increases. Data flow
asymmetry makes it very difficult for
DOCSIS-based access systems to penetrate
the commercial market.

In summary, the current cable plant
architecture has bandwidth and performance
limitations that make it difficult for use in
commercial applications resulting in low cable
modem penetration.

NEXT-GENERATION ARCHITECTURE

The architecture of broadcast cable
networks is very similar to that of Ethernet
local area networks (LANSs) that have been
successfully deployed in the enterprise
environment for many years. Ethernet LANs
have evolved over time to meet the growing
needs of the enterprise in terms of increasing
bandwidth and applications requirements. The
next-generation cable network architecture
proposed here for cable networks draws
heavily from the lessons learned from the
evolution of Ethernet.

Evolution of Enterprise Ethernet LANs

First-generation Ethernet LANs are based
on a shared bus architecture where all stations
contend for access to the bus using the
CSMA/CD access protocol. As the number of

stations and traffic increased, excessive packet
collisions cause significant retransmissions
that lead to severe delays and throughput
degradation.

To alleviate this situation, second-
generation architectures segment the shared
bus using Ethernet hubs to reduce the serving
group size on each segment. However, as
bandwidth intensive, multi-service
applications continued to emerge, even this
architecture can be inadequate. While the hub
based architectures allowed some degree of
control on managing the overall utilization of
a shared Ethernet segment, enforcing Quality-
of-Service (QoS) for multi-service
applications such as voice, data, and video is
extremely difficult as packet collisions cannot
be completely eliminated.

The only way to enforce true QoS is to
eliminate the shared nature of the network and
transition to a point-to-point switched network
where every end-user gets a dedicated
network link. This recognition leads to the
creation  of  third-generation  Ethernet
technology - Switched Ethernet - that uses a
store-and-forward switching paradigm for
forwarding packets.

Switched Ethernet enables several
capabilities besides allowing dedicated
bandwidth per user. Switching allows packets
to be directed only to those endpoints to
which they are addressed rather than broadcast
to everyone on the network. This eliminates
privacy concerns of shared media networks.
Through the 802.1q virtual LAN (VLAN)
header extension, virtual private network
services can be enabled at Layer 2 and the
network can be logically segregated into
multiple VLAN domains. Enterprises are
using this capability effectively to create
VLAN:S for each administrative domain within
the corporation on a common switched
Ethernet network. The VLAN header also has
a priority field that can be used to classify



packets and to service them at different
priority levels. Modern Ethernet switches
offer priority queuing at each port so that end-
to-end delays for critical traffic can be
managed more effectively. With adequate
buffering at each switching point, the store-
and-forward paradigm also allows the network
to absorb traffic bursts much more efficiently
without losing packets and degrading
throughput. Thus switching enables QoS and
multi-service capabilities in the network.

Ethernet Switching over Cable Networks

Current cable networks are analogous to
first-generation Ethernet LANs — both use a
shared bus architecture. Node splitting and the
mini fiber-node concept for segmenting the
cable network to support smaller serving
group sizes is analogous to second-generation
hub-based Ethernet LANS.

Due to the inherent deficiencies of the
shared nature of existing HFC architectures,
the existing network designs cannot scale to
meet the needs of the commercial market
segment. In order to enable QoS, true multi-
service capabilities, and to ensure privacy for
commercial customers, a new architecture is
needed. Similar to the latest Ethernet
technology, the new architecture must have a
switching element that is capable of providing
secure data to the end user. This new
architecture must also deliver all of the
services that the commercial customers
demand. Clearly, unless the cable operator is
willing to give up existing spectrum for the
commercial customer, new bandwidth must be
activated on the HFC network. The next
natural evolution in HFC is to go beyond the
existing 860 Mhz spectrum limit. Since
continuing to grow a shared network is not
feasible, a new data channel along with a
switched network overlay must be created on
the cable plant. The coaxial cable medium has
usable spectrum beyond the 860 Mhz
spectrum used by existing systems. The

proposed design makes this previously unused
spectrum usable by breaking the tree-and-
branch coaxial network into a number of
point-to-point coaxial segments interlinked by
switching elements. Since each point-to-point
coaxial segment is only a few hundred feet
long, additional bandwidth beyond 860 Mhz
can be effectively utilized for transmitting and
receiving high data rate signals while
maintaining acceptable signal characteristics.
Each coaxial segment can be viewed as a
point-to-point link over which the new data
channel operates. Data is recovered and
relayed at each endpoint. Synchronization is
required only link-to-link, eliminating the
need to synchronize with a central headend
control device and the corresponding end-to-
end ranging operations typical of DOCSIS
systems. The existing services below 860 Mhz
coexist on the same physical cable plant and
continue to operate as before.

The best choice for the switching
technology to be used in this new HFC
architecture is Ethernet. Using Ethernet
switching in the access network allows for a
seamless interconnection of enterprise LANs
to metro-optical networks, both of which use
Ethernet switching. Additionally, with the use
of Ethernet, the headend interconnection
architecture is greatly simplified. Since routers
support standard Ethernet interfaces, the fiber
facilities carrying Ethernet signals from the
HFC optical node can be directly terminated
on headend routers without requiring any
specialized equipment. Although specifically
tailored for HFC, the Ethernet segment
between the headend and the customer
premises functions like a standard Ethernet
LAN segment to the headend access router.
Since IP over Ethernet services and
applications are ubiquitously deployed, this
architecture allows the cable companies to
readily deliver a rich suite of IP services to
their business customers using proven
techniques.



the next-generation
Ethernet

Figure 1 shows
broadband architecture that uses
switching over the HFC network.

The Broadband Interface Unit (BIU) is
the customer premises device that functions as
an intelligent TAD. It supports 10/100BaseT
interfaces to connect Ethernet attached
switches or routers, a coaxial interface for TV
and cable modem services operating below
the 860 Mhz spectrum and a Tl or POTS
interfaces for telephony applications.

available from Frame Relay and ATM
networks. Outgoing Ethernet packets are
modulated and transmitted over a 100 Mbps
upstream channel on the coaxial drop.
Ethernet packets are received at the BIU from
the coaxial drop over a separate 100 Mbps
downstream channel.

The Subscriber Access Switch (SAS) on
the cable network combines the operation of a
conventional Tap for existing services below
860 Mhz, and HFC Ethernet switching
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Traffic 1s classified and prioritized
according to the services provisioned at the
BIU. For example, voice over IP (VolP)
traffic is given the highest priority to
minimize queuing delays. Mission-critical
VPN traffic can be given the next level of
priority while Internet bound traffic can be
treated at an even lower priority level. The
priority fields are appropriately set on an HFC
header as well as in the IP header Type-of-
Service (TOS) field so that the priority
treatment can be extended through the access,
metro, and wide-area networks. Traffic
policing and shaping can also be enabled at
the BIU to support Committed Information
Rate style data services similar to those

functions for the high-speed data channels. It
supports 100 Mbps full duplex subscriber data
channels from customer premises and 1 Gbps
full duplex trunk channels that connect to
other upstream and downstream SASs over
coaxial trunk cables. The Ethernet switching
function supports priority queuing and
weighted round-robin queuing so that multi-
service traffic can be treated appropriately and
all subscribers get a fair delay treatment
independent of their distance from the
headend. The SAS also supports a flow
control scheme to avoid packet loss in periods
of traffic congestion. The SAS also supports a
bypass capability so that when local failures
happen, all signals from the upstream trunk



cable are directly coupled to the downstream
trunk cable thereby maintaining service to
downstream subscribers.

The Network Distribution Switch (NDS)
provides the functions of a distribution
amplifier for signals below 860 Mhz as well
as trunk-to-trunk switching function between
the 1 Gbps trunk channels. The optical NDS
replaces a conventional optical node and
combines the signals below 860 Mhz from the
headend with the Gigabit Ethernet signals
from the headend router. Switching functions,
QoS, and flow control capabilities available at
the NDS and the optical NDS are similar to
those at the SAS.

By augmenting the existing HFC
infrastructure with 100 Mbps and 1 Gbps
Ethernet switching functions, and multi-
service QoS capabilities, the proposed
architecture provides all the benefits of an all
fiber solution at a significantly lower cost. By
adopting this architecture cable companies can
leverage the ubiquitous nature of the HFC
plant effectively.

NETWORK MANAGEMENT

Network management plays a key role in
maintaining smooth operation of the network
and in ensuring that the network is able to
achieve the high standards of reliability
demanded by commercial customers. The goal
is to be able to remotely manage the network
from a local or regional Network Operations
Center (NOC) and to fully automate the
functions of fault, configuration, and
performance management so that truck rolls
and other manual operations can be eliminated
to the extent possible.

Each element in the new switched
Ethernet HFC network is an IP addressable
entity supporting an SNMP management
agent and protocol. The SNMP management
information base (MIB) supports all the
operations necessary to manage the network
element.

Figure 2 shows the architecture of the
Network Management System (NMS). It
includes an NMS applications server that
hosts management applications and services, a
topology server that discovers and maintains
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the network topology, and a database server
that serves as the repository of network
management  information. The  system
supports a number of client interfaces
including XML, SNMP, command line, and a
Corba IDL for ease of OSS integration. This
architecture provides maximum flexibility in
distributing and scaling the management
functions across multiple hardware platforms
and work centers. The goal of the NMS is to
integrate as many traditional back office
processes as possible. It is only with full
integration that the new HFC network will be
able to serve the commercial market with
timely and reliable services with availabilities
at par with alternative fiber based delivery
systems. The key management applications
supported by the NMS platform are described
below.

Configuration Management

When a new element is inserted into the
network, it announces its presence and is
acknowledged. The appropriate configuration
files are then downloaded to the new element.
The path taken by the announcement is
captured by the topology server which allows
it to discover the exact location of the network
element. The information about a new element
discovery and its location on the network
topology is made available to wvarious
management applications. At this point, the
network element becomes an actively
managed element and is subject to all
management operations. Thus the initial
discovery and configuration of network
elements is a fully automated process
requiring no manual steps other than physical
installation.

Fault Management

The network elements support a broad
range of SNMP traps that communicate status
changes of various types. The network
administrator has the ability to turn these traps

on or off and to direct them to specific
operators. Alarms can be classified as minor,
warning, or critical and can be used to
generate and assign trouble tickets to various
technicians. The fault management application
also allows the network administrators to run
a full suite of diagnostics and to perform
various trouble isolation tests remotely to
quickly diagnose fault conditions. The
network elements themselves support a built-
in self-test (BIST) capability for carrying out
successful initialization tests. The network
administrator can initiate BIST capability for
fault diagnosis when required. The network
administrator has the ability to remotely reset
devices to clear fault conditions. These
operations ensure that truck rolls are
minimized and the mean time to detect and
repair faults is as short as possible thereby
improving network availability.

Performance Management

The NMS is capable of collecting a
number of statistics related to the physical
layer and data link layer. At the physical layer
the operator can remotely collect and display
power levels of the RF signals. In this system,
gain and slope characteristics of the amplifiers
can be adjusted either automatically or under
operator control based on RF measurements.
At the data link level, statistics on frame and
byte counts and dropped packets can be
collected by service classes. In addition to
validating SLA performance, the various
statistics can be used for accounting purposes
and fed to the billing systems after appropriate
processing. The network administrator has the
ability to set what statistics are to be collected
and at what intervals. As with other state of
the art management platforms, the NMS
system described is able to filter and present
custom views of the network and its
performance to individual users responsible
for specific deliverables.



ENABLING COMMERICAL SERVICES

Enabling services for SMB customers on
the proposed broadband network
infrastructure is key to new revenue
generation. The BIU platform becomes an
intelligent service edge capable of delivering
value-added functionality to the end user.
Some of these services are described below.

IP Telephony

Telephony service is part of the core set
of services demanded by commercial
customers. While some cable companies have
been offering residential telephony services
using  circuit-switched  technology, this
technology is expensive and difficult to scale
due to its inefficient use of the frequency
spectrum. SMB customers require upwards of
four telephone lines on average and therefore
the aggregate number of lines could easily
become large with sufficient penetration rates.
Cable modem technology using DOCSIS 1.1
standards would allow more telephone lines to
be supported on the cable network by
packetizing and compressing voice traffic.
However, while adequate for residential
customers, voice compression degrades
performance and may not be acceptable to
business customers.

The QoS enabled switched Ethernet
architecture described in this paper presents
an ideal platform for supporting IP telephony.
The 100 Mbps / 1 Gbps link bandwidth is
adequate to support a large number of
telephone lines without requiring voice
compression.  Furthermore, the priority
treatment at each hop ensures that end-to-end
delays experienced by voice packets over the
cable access network are in the sub-
millisecond range from the premises to
headend. Therefore, next-generation
broadband technology has the potential to
accelerate the deployment of toll-quality IP
telephony.

From a telephony perspective, the
intelligent BIU may function as an IAD by
providing T1 or POTS interfaces to support
on site PBX or analog phones. Voice traffic is
packetized into VoIP format and transmitted
over the FEthernet interface. Signaling
information is transmitted using standard
signaling protocols such a H.323, MGCP or
SIP. On the network side, the BIU
communicates with a VolP gateway and a
softswitch which shunts traffic to and from
the PSTN. Value-added services such as
Centrex can be offered by a feature server
connected to the softswitch. Recent advances
in the softswitch architecture are making it
possible to support key business services
without requiring an expensive Class 5
switch.

Internet Access

Many SMBs require a high speed Internet
access service. This service can also be readily
enabled by the intelligent BIU. Most cable
companies have shown a preference for using
policy based routing (PBR) as the mechanism
to support multiple ISP access. The BIU can
be provisioned with the appropriate routing
and QoS policies for different source IP
subnet and MAC address combinations based
on the levels of service offered by different
ISPs.

In addition to PBR, the BIU can support
other options for enabling multiple ISP access.
For example Layer 2 VLAN technology can
also be used for this purpose. Each ISP subnet
can be represented by its own VLAN domain
and the BIU can be provisioned to map
specific source MAC addresses to VLAN
domains based on the ISP selected by the
subscriber. Different QoS policies can be
applied within each VLAN domain if the ISP
wishes to offer different grades of service to
its subscribers.



The BIU’s ability to uniquely classify
packet flows using any combination of IP
address, TCP/UDP port, and MAC address,
can be exploited to support fine-grained QoS
features linked to the various applications and
services offered by the ISP.

Virtual Private Networking

Small and medium size businesses require
VPN services to link branch offices and to
support remote access for telecommuters and
work-at-home employees. VPN services can
be enabled at the BIU by supporting various
forms of tunneling mechanisms. Site-to-site
VPN connectivity can be provided either by
Layer 2 VLANs or by Layer 3 tunneling
mechanisms such as [PSec. BGP/MPLS VPNs
can also be enabled at the BIU. For
telecommuter access, L2TP tunneling can be
supported from the BIU without requiring any
specialized client software. All forms of
tunnels can be provisioned with QoS
attributes to support multiple grades of
service.

Storage Area Networking

The high bandwidth and low latency
characteristics of a Gigabit Ethernet
infrastructure can be exploited by the cable
companies to offer new services such as
storage area networking (SAN) to small and
medium businesses. The incumbent service
providers cannot offer such a service today
because they lack a true broadband
infrastructure.

SAN technology has emerged as a
mechanism to provide servers with shared
access to storage resources over a high-speed
network. Currently businesses spend a lot of
money to build dedicated SANs using highly
specialized  fiber  channel  networking
protocols. By outsourcing this function,
businesses can save significant amounts of
money in both SAN hardware and software as

well as in the IT staff that would manage the
SAN infrastructure.

With the emergence of Gigabit Ethernet,
there is a move to consolidate SAN
applications over an IP network so that
specialized networks can be avoided. The
recent progress in SCSl-over-IP standards,
and the development of iSCSI host adapters
for servers and routers promises to bring SAN
and IP networking together. With a ubiquitous
broadband network, cable companies can
exploit this opportunity and position
themselves as the SAN service provider of
choice to small and medium businesses in
major metropolitan areas.

SERVICE DELIVERY PLATFORM

With the creation of a high-speed,
symmetrical broadband access network,
broadband services can be delivered from a
metro service delivery center that attaches to
the cable company’s metro-optical network.
This architecture is shown in Figure 3.

The metro service delivery center hosts a
number of servers and gateways that support
the kinds of services discussed earlier. For IP
telephony, media gateways, softswitches, and
feature servers provide value-added services
and connectivity to the PSTN. Gateway
routers provide connections to multiple ISPs.
Content and storage servers are used to
provide hosting and storage services.

In addition to servers and gateways, the
metro service delivery center also hosts a
service delivery platform (SDP) that supports
provisioning, billing, customer care, and other
back-office functions necessary to ensure
smooth delivery of services. The SDP
interfaces with a broadband services portal
that is used by customers to order and
provision services online and provides the
interfaces to provision and control the



gateways and servers that provide service
functionality.

The main challenges
services to end-users are:

in delivering

Ensuring that services can be ordered
and provisioned in near real-time,
Ensuring that new services can be
rapidly created and deployed without
requiring major software upgrades on
network elements,

Providing customers with a level of

and the workflow, thereby allowing existing
databases to be wused and preventing
unnecessary duplication of databases. By
adopting a Java based framework similar to
the NMS, the DEN applications and databases
can be fully distributed leading to operational
flexibility and scalability. Figure 4 shows the
proposed DEN-based SDP architecture.

The main platform components of the
SDP architecture are described below.

control in ordering and self-

provisioning  services and in

monitoring their service status.
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A Directory Enabled Networking (DEN)
architecture for the SDP can properly address
these challenges. DEN has been wused
successfully in enterprise networks to manage
networks, service agents, and the client
interaction with services in a policy-driven
framework. = By  properly  associating
subscribers with network elements and
services, the DEN model allows services to be
rapidly created and provisioned. DEN
decouples service data from the service logic

Service Creation Platform

The service creation platform (SCP) allows
service providers to define the service logic
associated with offering new services. The
definition of service logic includes the
description of a service template and a
description of the provisioning workflow
associated with the service. A service template
describes all the characteristics of the service
such as the service elements used by the



service and a list of service parameters that
need to be configured on each service
element. The provisioning workflow describes
all the tasks and the sequence in which they
need to be executed to fully enable the service
for the subscriber. Service creation can be a
complex task requiring highly skilled
personnel. A well-developed SCP is able to
hide this complexity by providing the cable
operator with a GUI and service creation
object classes that makes service creation a
simple and easy exercise.

LDAP Directory

The directory is simply a description of
an information model and a data model that
captures

based LDAP interface. Applications can
retrieve any information related to subscribers,
their services and their attached network
elements through a unified LDAP query to the
directory without knowing where the data is
physically stored. This capability eliminates
significant complexity in application design.

A key application of the directory is to
interface to other existing back-office systems
used for customer care and billing. This is
done through the use of appropriate “adapter”
technologies that allow data to flow between
the systems. Through these adapters, existing
customer databases can be accessed for
customer account information, and the
appropriate billing data can be passed to
existing billing systems.
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the relationship between subscribers, the
network elements they are attached to, and the
services to which they subscribe. The service
templates and the provisioning workflows are
also captured in the directory. The data model
captures the data associated with a
subscriber’s service. The actual data can
reside anywhere on the network in physical
databases. The information model is exposed
to external applications through a standards

Service Provisioning Platform

The service provisioning platform (SPP)
is the major workhorse for executing all flow-
through provisioning tasks. It includes a
powerful workflow engine that can execute
the tasks defined in the provisioning
workflow, undo tasks when some of the
provisioning steps fail, and wupdate the
appropriate back-office systems that support
other service management functions when the



provisioning steps are successfully executed.
The SPP is a high performance platform
capable of executing several provisioning
requests simultaneously.

The SPP gathers subscriber provisioning
data from the broadband services portal and
builds the association with network and
service elements by accessing the directory
information model. It parses out the
provisioning data according to the impacted
service elements and then proceeds to carry
out the provisioning tasks.

Service Mediation Platform

The service mediation platform (SMP) is
used to manage the network elements during
service provisioning. It hosts the service MIB
that captures the management semantics of the
particular service being provisioned. It takes
provisioning commands from the SPP and
translates them into the appropriate SNMP set
requests to provision the device MIB on the
BIU. By separating the service MIB from the
device MIB, this architecture allows multiple
services to coexist on the device without hard-
wiring service level semantics into the device.
By supporting a Java Virtual Machine (JVM)
based service execution environment on the
BIU, service logic can be downloaded at
provisioning time and executed on the fly.
This architecture embodies a truly dynamic
service delivery environment.

A major function of the SMP is to
perform admission control on both real-time
services such as IP telephony and provisioned
services such as VPNs. This ensures that
adequate capacity is available in the network
to support the service at the requested QoS
levels so that customer SLA commitments can
be honored.

SUMMARY

The next-generation broadband HFC
architecture described in this paper unlocks
the full potential of the most widely deployed
asset of a cable company — the HFC network.
By adopting a point-to-point switched
Ethernet architecture using spectrum beyond
860 Mhz, previously unused bandwidth can be
effectively utilized to create a high capacity
two-way packet data channel. This multi-
service QoS enabled channel can be used to
deliver a wide range of IP based broadband
services that were not possible before. In this
new broadband network, services can be
created on the fly and made available to the
subscribers in near real-time through a
sophisticated ~ service delivery platform.
Armed with such a state-of-the-art broadband
infrastructure, cable companies can position
themselves strongly in the marketplace, giving
end-users affordable access to true broadband
services, for the first time.



HUB, BRIDGE, SWITCH, ROUTER: DEFINING THE FUNCTIONS OF THESE
DIFFERENT DEVICES
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Abstract
Hubs, Bridges, Switches and Routers all
play rolesin creating LANs and IP networks.
This paper discusses the networking
characteristics these different devices.

Thirty years ago it was antenna design.
Twenty years ago it was amplifier design.
Ten years ago it was fiber optics. Now, it's
the Internet. The basic building blocks of
intranets and the Internet include the hub,
bridge, switch, and router. These devices all
have specific functions and roles to play
when piecing together an IP network. The
intent of this paper is to introduce each piece
of equipment, describe what it does, and how
it doesiit.

The first three devices; hub, bridge, and
switch, are very closely related. They all
operate on Ethernet frames. The fourth
device, arouter, operates on |P packets. The
difference between a frame and a packet is
semantic, having to do with which layer in
the OSI protocol model a particular protocol
operates. Regardless, both a frame and a
packet are standardized sets of bits used to
represent data.

This paper will begin with a brief
description of the basics of Ethernet and how
it works. This introduction is necessary to
draw the distinctions between a hub, bridge,
and switch. Next, the paper will briefly
describe the Internetworking Protocol (IP)
and how a router works.

Ethernet Background
Ethernet was invented by Bob Metcalfein
1972 a the Xerox PARC (Palo Alto

Research Center). This first Ethernet
operated at about 3 Megabits per second
(Mbps). In 1980, the first 10 Mbps Ethernet
standard was published by DEC, Intel, and
Xerox and is known as DIX Ethernet. At this
point, the IEEE 802 committee, responsible
for LAN/MAN standards development, took
up the original DIX specification and used it
as the basis for an |EEE standard. This work
was completed in 1985 by the IEEE 802.3
subcommittee and is titled the IEEE 802.3
Carrier Sense Multiple Access with Collision
Detection (CSMA/CD) Access Method and
Physical Layer Specifications. Note that the
word Ethernet does not appear in this title,
however, both the IEEE 802.3 protocol and
DIX are smply referred to as Ethernet.

The |IEEE 802.3 gandard is the officia
Ethernet standard, and it differs dightly from
the DIX Ethernet standard, though the two
are backward compatible. An Ethernet frame
is shown in Figure 1. The difference lies in
the Type/Length field. In DIX Ethernet, this
field is used to identify the type of protocol
carried in the payload. In IEEE 802.3, this
field indicates the length of the payload.
Though this one field is used for two
purposes, it is possible to determine how a
particular frame is encoded. When originally
developed, Xerox made sure that none of the
protocol identifiers had a value of less than
1500; hence, if the value is greater than 1500
it is a DIX frame. If the value is 1500 or
less, then it is an |IEEE 802.3 frame. In the
case of an IEEE 802.3 frame, there are
additional fields (LLC fields) in the payload
that identify the type of protocol being
carried in the payload.
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(CRC)

Figure 1

The source and destination addresses are
both 48 bits in length, and are commonly
referred to as “MAC addresses.” The term
MAC stands for Media Access Control,
which is a generic term for a data link layer
protocol, which Ethernet is.  Note the
payload is up to 1500 bytes. While an
Ethernet frame can carry many types of
payload, later on this paper will address the
case when thet payload is an | P packet.

The Ethernet Collison Domain

Ethernet networks originaly operated
over coaxia cable and multiple devices were
connected to the same cable segment.
Because multiple devices connected to this
cable, there was the possibility of two
devices transmitting at the same time. When
two (or more) devices transmitted at the same
time, those transmissions would collide and
the data would be lost.

The IEEE 802.3 name for Ethernet,
CSMA/CD, gives a hint a how Ethernet
attempts to minimize collisons. Before
transmitting on the cable, a device first
“listens’ on that cable (carrier sense) for
existing transmissions. If the device senses
the cable is busy, it does not transmit. If the
device senses the cable is idle, it will
transmit. The worse case scenario is when
devices on opposite ends of a cable segment
sense the cable is idle and begin transmitting
a the same time. Due to propogation delay,
this collision takes the longest time to detect.

Ethernet was designed to guarantee that a
transmitting station could tell whether its
transmission had failed due to a collision. In
order to meet this guarantee, the length of
cable had to be limited and the minimum

frame size had to be specified. Given that
the maximum cable length was 25
kilometers, given the speed of electricity on
the cable, and given a transmission speed of
10 Mbps, it might take as long as 512 bit
times to detect a collison, hence the
minimum frame size of 64 bytes (64 bytes x
8 bits/byte = 512 hits).

As the number of devices on a cable
segment increases, so does the traffic and the
probability of a collison occurring.
Collisons mean that data needs to be
retransmitted and hence is an inefficient
usage of the available bandwidth. One way
to keep the number of collisions low was to
keep the length of cable short.

What's an Ethernet Hub

An Ethernet hub is best described as an
Ethernet repeater. That is, when a bit is
received on a hub port, that bit is repeated
onto every other port on the hub. On the one
hand, this is a dumb, low cost device. On the
other hand, a hub increases the size of the
collison domain.

Each cable plugging into a hub is
considered a “LAN segment.” Each LAN
segment is a collison domain. A hub, since
it just repeats bits onto every segment,
increases the size of the collison domain
seen by al packets.

Consider the case of a4-port hub. (There
is nothing magical about 4 ports, thisisjust a
standard configuration for commercialy
available hubs) There are LAN segments
connected to three of the 4 ports, call them
segments 1, 2, and 3. A device connected to
LAN segment 1 has data to transmit. This



device follows the CSMA/CD MAC protocol
by “listening” on its cable segment and,
determining it is idle, begins transmitting.
The hub receives these bits and relays them
onto LAN segments 2 and 3 without
bothering to determining if those segments
are idle.  Hence, if other devices are
transmitting on those segments, there are
collisions.

Hubs are low cost devices intended for the
quick interconnection of low traffic LAN
segments. When used to connect high traffic
LAN segments, hubs increase the probability
of collisions, lost data, and retransmission on
all of those segments. Cascading hubs
should be discouraged as this just compounds
the problem.

What's an Ethernet Bridge

A bridge is a lot like a hub, except this
device respects the collision domain of the
individual LAN segments connected to it.

Consider again the 4 port device, but this
time a bridge. When a bridge receives a
transmission, it buffers (stores in memory)
the entire frame. Here is a first key
differentiation from a hub. A bridge can
determine what bits make up a frame, as
opposed to simply repeating bits. Before the
fame is sent onto other segments, the bridge
“listens” on each of those segments for idle.
A second key differentiator is that a bridge
implements the CSMA/CD protocol on each
of its ports, while a hub does not.

Therefore a bridge is a higher cost device.
It has to contain both extra memory and the
logic to perform the MAC protocol.
However, a bridge does not increase the size
of acollision domain like a hub does.

What's an Ethernet Switch

A switch is a lot like a bridge, in fact,
another name for a switch is a “learning”
bridge. As frames pass through the various
ports of a switch, the switch learns which

devices are connected to the LAN segments
and stores their Ethernet MAC addresses in
memory.

To learn how the switch operates,
continue with the above example but place
two devices on each LAN segment. As
Figure 2 shows, segment 1 has devices A and
B, segment 2 has devices C and D, and
segment 3 has devices E and F.

D
Figure 2

In this case, if device A sends a frame
destined for device B, even though that frame
is received at the switch, the switch will not
forward the frame onto the other LAN
segments because the switch knows that A
and B are on the same LAN segment.

Likewise, if E sends a frame to B, the
switch will only transmit that frame on
segment 1 and will not transmit that frame on
segment 2. Like a bridge, a switch aso
implements the CSMA/CD protocaol.

If the switch receives a frame and does
not recognize the destination MAC address
(i.e., broadcast frames, the first time a device
transmits, frames destined to other places,
etc.), that frame will be forwarded onto all
other LAN segments.



More sophisticated switches alow the
creation of Virtual LANs (VLANS) where a
subset of ports can be grouped together into a
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logical “switch. For instance, a common
commercial-grade switch configuration is to
have 96 ports. A subset of these ports can be
logically grouped together to create smaller
switch domains.

|P Background

Up to now, this paper has discussed
Ethernet frames and the role of hubs, bridges,
and switches in maintaining the most
efficient collison domain on LAN segments.
IP routers are an entirely different type of
device. True, routers have Ethernet
interfaces (10Base-T, 100Base-T, etc.), but
IP has a different function than Ethernet.

Ethernet is a point-to-point protocol, and
IPis an end-to-end protocol. While both use
addresses, an Ethernet address only has
meaning on a LAN segment whereas an IP
address has global meaning.

As shown in Figure 3, routers can be
connected with many different types of
LANSs. Ethernet, FDDI, and ATM are shown
but there are many others. On each of these
LANS, specific frame formats are used for
carrying data. Just as the Ethernet frame in
Figure 1 has a specific format, FDDI and
ATM frames have their own formats and
rules. All of these frames can carry IP
packets. While on each LAN segment the

frame format will differ, the IP packet carried
in those frames will remain the same.
On each LAN segment, the router port
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will have a MAC address that is specific for
the individual LAN type. As the IP packet
goes from router to router (and traverses the
LANS), the frames carrying that packet will
change depending on the technology of the
underlying LAN; however, the IP packet
carried in the frame will not be changed.
What's an IP Router

A router has two man functions, IP
routing and packet forwarding.

IP routing is the process whereby routers
exchange route information so they know
where to forward IP packets. Route
information is exchanged by using a variety
of protocols, including:

RIP (Routing Information Protocol)
OSPF (Open Shortest Path First)
BGP (Border Gateway Protocol)
Many others

Routing protocols are a study in and of
themselves. Suffice it to say routers are
continually exchanging route information
because routes across the Internet are
continually changing for a number of factors.
For example, different paths through the
Internet can be congested or out-of-service at
any giventime. Routing protocols identify
these bottlenecks and provide routers with
“up to the second” information to keep the
traffic moving.
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Consider the case of a single large email
message traversing the Internet. This
message is too big to fit into one IP packet
and therefore must be fragmented into many
IP packets. In going from one email account
to another, the individual packets of this
email message may take different paths
across the Internet. As these packets are
received at the other end, even out of order,
higher layer protocols are responsible for
reassembling them into the original email (in
this specific case, that protocol is TCP, or the
Transmission Control Protocol).

These self-heding and  redundant
properties make the Internet very robust. The
original Internet was created under the
guidance of the U.S. Military in the 1960s
and one of the design criteria was to remain
operationa even in the event of massive
destruction of parts of the network (i.e,
nuclear attack).

The routing protocols exchange route
tables, essentially lists of information that
identify paths through the Internet to
particular destinations. When an |P packet
arrives a a router, the IP address in that
packet is used to index into the route table
and the route information is used to decide
how to forward that packet. While Figure 3
was an example of a simple connection
between routers, a more realistic network
designisgiven in Figure 4.
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In Figure 4, there are over a dozen
possible paths to get dceta between the two
workstations. The routing protocol
calculates the most efficient path between the
two workstations and the routers in between
forward packets along that path. These
decisons are made on a hop-by-hop basis.
Based on its route table, each router along the
path makes an autonomous decision about
the best path to forward the packet. In the
case of one router (or LAN segment) going
out of service, the routing protocol quickly
(on the order of seconds) recalculates the
new most efficient mth for packets to take
and propogates this information among the
affected routers. While some packets may be
dropped during the reconfiguration, the
network is self-healing and communications
continue.



The difference between a MAC address and
an |P address

As written earlier, Ethernet is a point-to-
point protocol and IP is an end-to-end
protocol. This means that as a frame
traverses LAN segments, its source and
destination addresses will be changed,
however, the IP addresses in the IP packet
carried by that frame will remain the same.

frame, and sets the source MAC address
equal to that of the workstation and the
destination MAC aldress to that of the first
router. The workstation then puts this frame
on the Ethernet link according to the
CSMA/CD protocol rules. The router “sees’
the frame on the LAN segment with
destination MAC address set to its own,
hence this frame is destined for that router.

64 bits 48 bits 48 bits 16 bits 46 to 1500 bytes 32 bits
frame
bl destination| source type/ check
preamble | ddress address | length sequence
(CRC)

\‘/

IP Header fields
- version (4 bits)
- IHL (4 bits)

- type of service

- total length (16 bits)

- identification (
- flags (4 bits)

- fragment offset (12 bits)
- time to live (8 bits)
- protocol (8 bits)

- header checks

- source IP address (32 bits)

- destination IP address (32 bits)
- options (24 bits)

- packing (8 bits)

(24 bytes): \ IP packet payload

(8 bits)

16 bits)

um (16 bits)

Figure 5

Figure 5 shows a redrawing of Figure 1,
except the payload of the Ethernet frame
contains an IP packet. Consider the case
when this Ethernet frame (carrying the IP
packet) is forwarded from one workstation to
another (as diagramed in Figure 4).

The scenario is as follows. An
application running on the workstation
creates the IP packet and sends it to its
Ethernet LAN interface for transmission.
The IP packet has the source IP address set to
this workstation and the destination [P
address set to the other workstation. The
Ethernet LAN interface on the workstation
encapsulates the IP packet in an Ethernet

Although other devices on the LAN
segment see the frame, they would discard
this frame because the destination MAC
address is for the router. (Note, while
Ethernet MAC addresses only have
significance on a particular Ethernet
segment, each Ethernet MAC address is
unigue in that it should never be duplicated
in another device.)

Now that the router has the Ethernet
frame, that router strips off the Ethernet bits
and uses just the IP packet (mainly the
destination I1P address) to make the next-hop
packet forwarding decison. When that
packet exits the router, the router re-



encapsulates the |P packet in a new Ethernet
frame (or whatever protocol is appropriate
for that LAN segment, as proposed in Figure
3) with a source MAC address of the router
port and the destination MAC address of the
next hop router. Note that the IP addresses in
the IP packet have not been changed. In this
manner, the IP packet makes its way, router-
to-router, LAN segment-to-LAN segment,
between the two workstations. When finally
delivered to the destination workstation, the
Ethernet frame will contain the MAC address
of the last-hop router in the source address
field and the MAC address of the
workstation in the destination address field.

Summary
Ethernet and | P are separate protocols that

do different things. However, |IP packets are
routinely encapsulated in Ethernet frames for
transmission on LAN segments.

Hubs, bridges, and switches operate in the
Ethernet domain and Routers operate in the
IP domain. Hubs, bridges, and switches
connect Ethernet segments. Hubs are low
cost, but increase the collison doman a
particular frame is exposed to. Switches
have additional cost for memory and logic,
but they create more efficient LAN segments.

Routers perform routing and forwarding.
Routing  involves  exchanging  route
information with neighboring routers on the
network. The route information is used to
forward individua IP packets. Routing is
very dynamic and is a main reason why the
Internet is such a robust network.
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Abstract

Cable head-end systems supporting on-
demand content delivery applications and other
key services operate 24 hours a day, seven days a
week. Service networks need the ability to scale
performance to handle large volumes of
subscriber requests during high demand periods
without creating unwanted delays or incurring
prohibitive costs. Additionally, cable system
operators need solutions that are scalable while
maintaining efficient bandwidth utilization as
workloads increase.

For these reasons, the addition of local client
storage in the set-top box presents tremendous
benefits to the system operator. One of the many
key features of local storage will be the ability to
offer customers true video-on-demand: a value-
added service already familiar to the customer.
This paper will explore the benefits of managing
the delivery of content traffic to several client
devices with local storage. The result is a video-
on-demand service with higher availability, easier
manageability, and greater scalability than
previous solutions.

The Content on Demand Service

The cable industry has the unique capability of
delivering high quality on-demand and targeted
content to its customers, thereby delivering a
premium service superior to other media delivery
systems. The cable customer desires and now can
receive true video-on-demand (VOD) services;

this includes the ability to start a conditional
access program of his or her choice at any time, to
pause/rewind/fast-forward the program just like a
VCR, and in some cases to view the content
multiple times within a given time period. The
content on demand concept is already familiar to
the consumer because it is similar to the activity
of renting programs from videotape rental outlets.
Cable-based VOD offers the same service but
with an increased level of convenience. The
frustration associated with going to a rental outlet
only to find that the program you want has been
sold out, or is otherwise unavailable ceases to be
an issue with client-side enabled VOD. Cable
VOD also eliminates the specter of late fees that
are incurred when returning media to a rental
outlet outside of a given timeframe. Therefore the

VOD services provided by cable network
operators will offer consumers a familiar
premium service where the benefits are

immediately obvious to subscribers.

This paper will review some of the technical
issues addressed by Keen Personal Media’s
TV4me™ software and hardware solutions to
providing VOD and demonstrate that local
storage at the client set-top allows the true VOD
experience without using excessive amounts of
network  bandwidth, implementing  major
infrastructure changes, or creating excessive
deployment costs. Note that we will examine
only those technical solutions that provide the
consumer with the true VOD experience. Since
they do not meet the authors’ requirements for



true VOD, solutions like certain pay-per-view
(PPV) services involving a carousel of staggered
start-times and conditional access programs that
require the customer to wait for the next start time
are not included in this paper. By limiting our
examination to the full VOD experience, which
removes the delay in start time and enhances the
viewing experience with the ability to fast-
forward and rewind, we make the assumption that
the consumer would be more willing to pay for
the premium services that only the full VOD
experience can provide.

Technical Solutions for VOD

Clients without local storage

Early trial systems for providing VOD to
consumers included two-way, digital set-top
boxes capable of decoding MPEG-2 Transport
Streams and a network infrastructure to provide
direct connections between media servers and set-
top boxes. However, the set-top boxes did not
include a local storage device sufficient for
storing streaming data for any significant length
of time. Examples of these early trial systems
include the Time Warner Full Service Network
(FSN) and the Time Warner Pegasus Phase 2
deployments described by Michael Adams in his
book, Open Cable Architecture'. In these
examples, a direct communication link is
established between a media server and the
consumer’s particular set-top box. This link
requires at least one dedicated forward digital
channel assigned to that customer that is capable
of carrying 4 to 6 Mbps of bandwidth without
interruption. A secure and persistent back-
channel connection was also needed for purchase
and control of the stream. In order to provide the
consumer the ability to fast-forward and rewind
the stream, additional dedicated forward digital
channels were sometimes used.

Since dedicated channels must be created in real-
time to serve each customer, as they demand
content, sophisticated switching and server
systems need to be added to the system. For each
collection of subscribers, there are several
requirements: media servers are required to store

and stream the content; for