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"WHAT YOU SEE IS WHAT YOU GET"

HOW TO MAKE A PROPER F-CONNECTOR

Donald Dworkin

United Artists Cablesystems Corp.
Technology Center

ABSTRACT

The most widely used part of a
CATV system undoubtedly is the
F-connector; yet consistent, accurate
information on the correct preparation
of its <center conductor 1length is
usually lacking.

Here, we take a careful 1look at
the connector--jack assembly and note
the changes over the years. We
propose a standard for the <center
conductor length which will eliminate
a significant number of field failures,

THE F-CONNECTOR PROBLEM

One of the things we all absorb
from the first day we get involved
with CATV is that we are dealing with
a SYSTEM. In practical terms this
means that EVERY PART must work,
without exception, no matter how small
for the whole system to work. Every
tech can tell us horror stories about
the loose screw or the cracked washer
which caused an entire system outage.
Let us, then, examine one aspect of
the reliability of what 1is probably
the single most commonly used
component in the CATV system -
namely, the F-connector.

After all, tens of millions are used
each year. A generic fault would have
major consequences in CATV. Our
suspicions are aroused when we 1look
through the log books of the systems'
repair crews, If we count the
percentage of trouble <calls due to
F-connectors, we find anywhere from 25
to 90 percent of all repairs are to
tighten "loose" connectors or to
re-make an intermittent or open one or
wrench-tighten a termination.

When we found the same problem on
our laboratory bench, we ,took the
opportunity to look into it
carefully. After all, it is the lowly
F-connector which brings the RF signal
from our carefully constructed system
from the tap, through the ground block
to the subscriber's TV set. Every
single one of these connections must
make secure and reliable electrical
contact, regardless of temperature,
wind or rain, or, as far as the
subscriber is concerned, the system is
down.

Adding to the problem is the fact that
widely varying instructions as to what
length to cut the center conductor
exist among technicians. These range
all the way from slightly below flush
to 1/16" above flush and no idea of
what the tolerance should be.

Let's start by examining precisely
how the F-connector center contact is
supposed to work by looking at Fig. 1,
which shows a cross-sectional view of
the female or port connector. In the
center 1is shown the two contacting
springs which, at their closure point,
are supposed to make the connection
with the center conductor of the male
F-connector. As the male connector,
shown in Fig. 2, is threaded onto the
port, the center conductor is carried
to meet the spring contacts' closure
point.
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Obviously, only if the center
conductor 1is long enough will it
penetrate the spring contacts' closure
and establish a reliable ©pressure
contact.

To see exactly how well and how
reliably this works, we set up a
simple test, as shown in TABLE 1. We

counted how many half-turns
(approximately 180 degrees hand/wrist
rotation) it took to have a
termination make contact. We cut the

center conductors of the terminators
to four lengths, 0 or flush, 1 mm. or
0.04", 2.5 mm. or 0.10", and 4 mm. or
0.16". We used 5 well-known tap
brands and found that all of them took
between 6 1/2 to 7 turns to "bottom"
the male connector. This is
graphically shown in Fig. 1 by the
bracket labeled "6 1/2 turns."

The first column of the test, 0 or
flush, shows that the distance which
the male connector travels axially 1is
about equal to the distance from the
contact closure to the outside of the
port. This is shown by the fact that
three of the 9 sample did not make
contact at all, (N/C); three Jjust
barely did (7 turns which is
bottomed); while four did make contact
in 5 turns. Out tests confirm that if
the <center conductor in the male
F-connector is cut off flush with the
outer shell face, it will have only
just about reached the contact closure!

ONLY THE LENGTH OF CENTER
CONDUCTOR PROTRUDING ABOVE THE SHELL
FACE MAKES CONTACT WITH THE CLOSURE
POINT. In other words, "what you see
is what you get.,"

Depending upon tolerances, the
center conductor, if <cut flush with
the shell face, may not contact the
closure point at all, or might Jjust
touch without penetrating the closure
point fully, thereby causing a lack of
spring pressure on the contact. This
is a condition which would cause an
open or intermittent contact
especially in cold weather when the
cable would pull back.

Even if the center conductor were
cut 1/16" above the shell face, as
advised by most people, we found that
the average penetration of the contact
closure was only about 0.06". That
much "grip" does not provide for a
reliable connection given the
mechanical and temperature stresses
which the connection 1is subject to.
F-connectors are notorious for
loosening up which causes pull-back on
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the center conductor. Even corrosion
might turn such a marginal connection
into an intermittent one on a freezing
night. No wonder that the repair logs
show so many connectors being
tightened or re-made!

A good rule to follow in setting
the proper length of center conductor
to cut is contained in "what you see
is what you get." Once this 1is
explained to the technicians as the
length protruding beyond the shell,
their judgement will pick a reasonable
length.

Our recommendation is that the
center conductor should be cut between
1/8" to 1/4" beyond the shell. There
is no danger from a conductor cut to
these lengths; to the contrary, the
extra length guarantees additional
contact with the springs, as can be
seen from Fig. 1. Every technician
should understand that what is to be

avoided are the barely-made
connections which cause the system so
much unnecessary cost and the

techniciansso much unnecessary trouble.

HISTORICAL NOTE

For more than curiosity's sake, we
traced the probable history of the
connector and its drift to its present
unsatisfactory state.

About 1980, a leading CATV
manufacturer introduced the internal
sea}ing boot which sealed the jack
against moisture penetration on their
taps. They carefully positioned the
spring and collet assembly back from
Fhe internal boot so that they did not
interfere. Otherwise the spring would
have been prevented from closing
f;eely on the center conductor; note
Fig. 1 - "planned clearance of
tolerance extremes." But, through the
Years, other companies adopted the
same type of internal boot with
slightly different designs, clearances
and tolerances, This explains the

yide variety of contact-turns listed
in Table 1.

The standard we have proposed will
provide a satisfactory contact with
gll the different types of F-type
jacks.
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A POINT-TO~-MULTIPOINT
FIBER OPTIC CATV TRANSPORT SYSTEM
FOR THE CITY OF CLEVELAND, OHIO

William C. Brinkerhuff, Ohio Bell Telephone Company
Israel M. Levi, Catel Telecommunications, Inc.

ABSTRACT

The use of fiber optic analog FM trans-
mission in point-to-point CATV trunking
applications is now well established
and widespread. Owing to advances in
single-mode fiber and device techn-
ologies, and the maturing of single-
mode optical coupler manufacturing, it
is now technically sound and econom-
ically attractive to implement point-
to-multipoint CATV trunking on fiber in
multiheadend/hub systems.

In this paper, we describe the Cleve-
land, Ohio, multiheadend/hub topology,
the pros and cons of analog FM versus
digital systems, fiber plant and
headend/hub design considerations, and
end—-to-end performance of the installed
system.

This system was manufactured and in-
stalled by Catel Telecommunications,
Inc., of Fremont, California, for Ohio
Bell Telephone (OBT), an AMERITECH
company.

INTRODUCTION

The Ohio Bell Telephone Company is
constructing a CATV system for +the
North Coast Cable Company, Ltd., the
City of Cleveland CATV franchise
operator.

The multichannel fiber optic trunking
system and the headend/hubs will be
owned, operated, and maintained by OBT.
When complete, +the CATV system will
serve approximately 220,000 dwelling
units. The ultimate objective for any
CATV system design is to deliver and
maintain high quality signals to all
subscribers. Today’s wide deviation
FM-FDM fiber optic transport systems
offer wvirtually transparent transmis-
sion of video, audio, and data for
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distances of more than 20 miles without
repeaters.

Point-to-multipoint fiber systems can
be configured in "star" or "tree"
topologies such that high quality
signals are carried deep into popula-
tion centers, thus avoiding the need
for 1long amplifier cascades in the
distribution trunks. This design
approach minimizes signal degradation,
and enhances network reliability and
availability.

The Cleveland system, believed to be
the largest multiheadend fiber optic
CATV point-to-multipoint system of its
kind, was designed with those objec-
tives in mind. It consists of one main
headend and six regional headend/hubs
(See Figure 1).

The initial design capacity (including
future expansion) is for eighty-eight
NTISC video channels and BTSC stereo TV
or monaural program audio channels,
together with thirty-five off-air
broadcast FM radio signals, nine RS232C
data channels, and an emergency alert
control signal to be multiplexed and
transmitted downstream on six optical
fibers from the main headend to the six
regional headend/hubs. In addition,
there is sufficient bandwidth left for
future new services.

In the upstream direction, up to twelve
NTSC video channels and BTSC stereo TV
or monaural program audio channels,
together with nine RS-232-C data chan-
nels, are multiplexed and transmitted
on one fiber from the regional head-
end/hubs to the main headend. In
addition, +two spare fibers (one for
each direction) are available for
maintenance purposes. Utilizing wide
deviation FM-FDM techniques, similar to
satellite +video transmission, the
Cleveland system offers integrated
multiple services with capacity,
flexibility, performance, and costs
that are beyond the reach of today’s
digital systems.
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Modern CATV  trunking systems have
evolved into fully developed, in-
tegrated, multiple-service networks of
high capacity, and great versatility
and flexibility. We find <that as
technology advances and new services
are introduced, it becomes necessary to
accommodate a wide variety of signals,
ranging from complex analog to simple
data, on the same network. This must
be done economically and without
impacting the existing ongoing ser-
vices. The viability of a given
system, be it analog or digital, must
therefore be examined with those
considerations in mind.

In July 1986, OBT issued a Request for
Proposal (RFP) detailing the require-
ments for the fiber optic system that
will ©be discussed in this ©paper.
Suppliers were requested +to submit
their proposals on an ‘“engineer,
furnish, and install" basis, utilizing
their system features to the fullest
advantage. All proposed systems,

analog and digital alike, were eval-
uated from both technical and economic
standpoints.

The basis for OBT's evaluation, which
took place in the latter part of 1088,
was the ten-point requirements sum-
marized in Table 1.

Economically, the systems were Jjudged
using the "lifecost"™ analysis, which
considers such economic factors as (a)

system cost, (b) spare parts, (c)
engineering charges, (d) installation
charges, (e) software charges, (f)

power requirements, (g) test equipment
requirements, (h) failure rates, (i)
shipping costs, (J) repair costs in and

out of warranty, and (k) training
costs.
Technical ranking was done on (a)

specifications and features per items 1
through 9 of Table 1; and (b) hands-on
verification tests that simulate
operating conditions similar to the
"real-life" system. The results of
OBT’s evaluation (see Table 1) indicate
that on eight counts out of ten, analog

1988 NCTA Technical Papers—59



FM 1is +the preferred choice over
digital.

Undoubtedly, the future of telecom-
munications is with digital, and it
will eventually prevail. However,
digital CATV +transport systems will
only become viable when a total system
design approach is undertaken, agreed
standards are adopted, and cost becomes
competitive.

Table 1 ~- OHIO BELL EVALUATION, DIGITAL VERSUS ANALOG

Item Requirenments Choloe Comments

1. Maximum ohannel Analog
oapacity 8 video ch/fiber digital
with 565 MB/S bit rate

16 video oh/fiber analog:

2. RS-260-B Analog Video SNR better than 66 dB
medium-haui ansiog and 60 dB digital
or better with 8-bit enooding and DPCN
3. Aocommodate Analog Digital could not handle
BTSC format signal format
stereo or
monaural
audio
4. Accommodate Analog Digital oould not handie
broadoast signal format
FN radio
ohanneis
6. Aococommodate Analog Digital requires elther

bidirectional individual fibers from
RS-232-C each hub to beadend for
upstream data or "drop
and insert" repeaters

6. Controis, Digital Digital is inherently
monitors, easier to troubleshoot

and alarms and maintain, ocompared
for main- to analog
tenance
7. Upgrading Analog Digital is rigid and
flexibility inflexible to upgrades;
analog FDM is inherently
flexible to upgrades
8. Distanoces Either Analog can gpan ~26 miles
per Fig. 1 without repeaters; the
advantage of digital is
in long-hauls of over 50
niles, where signals can
be regenerated without
loss of quality
0. Acoommodate Analog Sams as 5
upstream
transmission
10. Minimum Anaiog Digital systems are

"lifecost” for
complets systen

currently more costly

MULTIHEAD/HUB TOPOLOG

As a provider of 1local telephone
service to the City of Cleveland, Ohio
Bell has had a unique advantage in
selecting the optimum locations for the
CATV headend and hubs. Naturally, they
were placed in the +telephone central
offices, which are strategically
located 1iIn the population centers
throughout the city. Figure 1 depicts
the city map, and the location of the
satellite earth station and main
headend facility (at Lakeside), as well
as the six hubs 1in the telephone
central offices (at Clearwater,
Melrose, Shadyside, Michigan, Garfield,
and Glenville).
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The satellite earth station and the
equipment associated with the signal
feeds are owned, operated, and main-
tained by North Coast Cable Company.
The signals that feed the entire CAIV
system (except upstream transmission)
come from the North Coast Lakeside
facility in the same building as the
main headend.

At the time of activation in December
1987, there were thirty-seven C-band
satellite TV receive signals, ten off-
air TV channels, thirteen locally
generated TV signals, thirty-five
processed broadcast FM radio channels,
and an emergency alert control signal.
Nine additional ©bidirectional data
channels were provided for monitoring
and control of modulators, encoders,
and trunk amplifiers. There were also
four video and audio channels for
transmission from each hub to the main
headend.

In any system of this size and complex-
ity, there are numerous feasible
configurations of both fiber routing
and channel loading. The following
criteria were considered to determine
those parameters:

¢ Maximize reliability and system
availability.

e Provide an all-passive fiber plant.

e Minimize the number of fibers per
cable, the number of cables, and
the total system fiber kilometers.

e Minimize the number of fiber
splices.

e Provide equal optical signal power
at all hubs.

e Maximize expansion capabilities for
both channel capacity and addi-
tional new services.

e Provide a virtually transparent
point-to-multipoint transport
systemn.

¢ Maximize system loss margin.
® Minimize "lifecost."

Figure 2 shows the chosen 1link top-
ology, which is didentical for both
downstream and upstream transmission.
The network consists of two FM trunks,
east and west of Lakeside. The west
trunk services the Clearwater, Melrose,
and Shadyside hubs; the east trunk
services the Glenville, Garfield, and
Michigan hubs. Optical couplers are
installed at the main facility to



< D4PC CONNECTORIZED FIBER
—%— FUSION SPLICE
& OPTICAL COUPLER

£/~ CABLE WITH 6 ACTIVE FIBERS

CLEARWATER

GARFIELD

MICHIGAN

SHADYSIDE

/)

FIGURE 2 + CITY OF CLEVELAND CATV FIBER OPTIC PLANT

MAIN
—g—?—iﬂ— CATV
HEADEND

—Bﬁ—?—&- REGIONAL
‘g‘f—ﬁi)—‘ CATYV *—B?‘iy
HEADEND

VIDED/AUDID
SATELLITE
DISTR. T0/FROM
OFF-AIR == aups. CENTRAL CUMPUTER
LOCAL T—— C:
EAST TRUNK D
<:&:>FIEEF&’S
FIBER
EROADCAST FM TRUNK
RADID CHANNELS ———1 HEAFD"END FIFBMER (Q) FIBER CABLE
WEST TRUNK HUB
FIBERS
FIGURE 3 + MAIN HEADEND SYSTEM CONFIGURATION FIGURE 4 : REGIONAL HEADEND/HUB SYSTEM CONFIGURATION

1988 NCTA Technical Papers—61



split/combine the signals for transmis-
sion to and from the east and west
hubs. Additional optical couplers are
used at Garfield and Melrose to provide
further signal splitting/combining to
and from the remaining hubs.

Initially, there are six active fibers
for each of the east and west trunks.
Five are for downstream transmission,
and one is for upstream transmission.
Each fiber can carry a minimum of
fourteen video and audio channels, as
well as other services such as broad-
band (Ethernet) LAN, T1, T2, order-
wire, telemetry, and so forth.

Figures 3 and 4 depict the main headend
and regional headend/hub system
configurations, respectively.

FIBER PLANT DESIGN

In general, the fiber plant design must
meet both bandwidth and loss require-
ments of the system. The electrical
bandwidth BW of +the laser/fiber
combination for a single-mode fiber is
given by (1).

0.187
BW = ——————— ®)
Dx AA x L
where
D is the total (chromatic plus
waveguide) fiber dispersion

in ps/nm and km

A is the RMS (root mean square)
value of the laser diode
spectrum in nm and

L is the length of the fiber in
lm.

An InGaAsP Fabry-Perot laser has a
typical A\ of 3 nm, and the fiber
dispersion in a *10 nm window around
1300 nm is from O to 3 ps/nm x km. A
worst-case design must account for
spread in laser center wavelength from
unit to wunit, as well as long-term
wavelength drift due to aging.
Conservatively, we will assume a
wavelength shift of 10 nm, resulting in
a maximum dispersion of 3 ps/nm x km
and a calculated bandwidth distance
product of 21 GHz x km. The longest
link in our system is approximately 15
km; the minimum available bandwidth is
therefore 1.5 GHz. Since the required
system bandwidth is 550 MHz, the fiber
link bandwidth is clearly not a
limiting factor.
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Next, we will address fiber plant loss
and the system loss budget. Total
fiber plant loss Ar in dB is given by
(2).

Ap = AF + As + ACR + Agy + Ac (2)
where
AF is total fiber loss

AS is loss due to splices

ACR is loss of optical couplers
due to coupling ratios

is excess loss of the optical
coupler and

AEL

Ac is loss due to optical
connectors.
The fiber plant parameters and loss
data in Table 2 are based on the
following assumptions:
(1) Maximum fiber attenuation at
1300 nm is 0.5 dB/km.
(2) Maximum splice (fusion) loss
is 0.2 dB.
Table 2 -- FIBER PLANT DATA
LAKESIDE TO
Parameter MCHGN | GRFLD | GLNVL | SHDSD MIRS | CLWTR
Dlstance (lm) 9.94 9.70 | 16.67 [ 11.28 8.90 | 14.38
Fiber Loss 4.97 4.85 7.85 5.64 4.45 7.19
Ap (dB)
Main Couplers 24.00 | 76.00 | 76,00 | 28.00 [ 72.00 | 72.00
CR (%)
Maln Couplers 6.20 1.20 1.20 5.53 1.43 1.43
Acr
Melrose Coupler - - - -~ 35.00 65.00
CR (%)
Melrose Coupler - - - —- 4.56 1.87
Acg (dB)
Garfield Coupler - 33.00 87.00 —-= - -
CR (%)
Garfleld Coupler -- 4.81 1.74 - - -
Acg (dB)
Couplers EL (dB) 0.10 0.20 0.20 0.10 0.20 0.20
Spllce lLosses 0.80 1.20 1.20 0.80 1.20 1.20
A (dB)
Connector lLossas 1.00 1.00 1.00 1.00 1.00 1.00
Aq (dB)
Total Loss 13.07 | 13.268 | 13.19 | 13.27 | 13.04 | 13.09
Ay (aB)
Measured Average 10.60 | 10.60 | 10.40 | 10.90 | 10.40 | 10.50
LoSs Ay (dB)
Measured Maximum 11,00 { 10.90 | 10.80 | 11.10 | 10.80 | 10.90
Loss Ay,x (dB)
Measured Minimum 10.20 10.00 10.00 10.40 9.90 10.10
Loss Ayyy (dB)




(3) Couplers are fusion spliced the 60-dB SNRw as a minimum require-

directly to the fiber cable. ment. The resulting system gain is 20
dB with 2 dB of allocated margin, and a
(4) Excess loss of couplers is remaining unallocated system margin of
0.1 dB. 6.7 dB minimum for a total of 8.7 dB
calculated system margin. The actual
(5) Connector loss allowance |is installed system margin is 10.7 dB
0.5 dB. minimum, and the operating region is on
the flat part of the SNRw curve.
To equalize the path losses, the
coupling ration CR is calculated from The flat SNRw section of Figure 5 is
Equation (3). characterized by the relative intensity
noise (RIN) of the link, which includes
the laser, the fiber plant, and the
AA detector. In this region, the per-
10 10 formance of the system is maximized,
CR = — =737 (3) and typically meets RS-250-B short-~haul
1 + 10 10 requirements. To realize this very
oB
1 BEST CHANNEL
where AA is the dB difference in the T /—ACTUAL DPERATING
REGION
path losses. 69
. wl S
From Table 2 we observe that, indeed, §
total loss A, from headend to each hub T § ALLOCATED MARGIN
is equalized with less than 0.5 dB. 66 REGIIN
Also, measured average loss A of the 1
link is consistently 1lower +than W
calculated loss by approximately 2.5 S8 6s 1 VIRSE CHARNEL
dB, which is typical for worst-case Py
designs. These lower losses are at-
tributed mainly to lower fiber loss and 2T
lower splice and connector losses &+
achieved by careful selection of
components and high quality installa- € MNP K LIAIT
tion. To avoid losses due to dissimilar BT L ! .
fibers, the pigtails, patchcords, and L LS J
couplers werepmg.de of the same type of - B e = T FECEIVED POvER
fiber as the cable. The cable was +— y t ¥ } > Kn
pulled in 1long sections without ’ . 2 * ol e e
intermediate splices, except for one at FIGURE S + VIDED SNRw VERSUS RECEIVED POWER
the Gehring facility. The optical
connectors used are a physical contact
(PC) type, which were chosen +to Table 3 -- SYSTEM LOSS BUDGET
minimize back reflections. For the
same reason, fusion splicing was used A. Transmitter output power (min) -2.0 dBm
rather than mechanical splices. B. Receiver input power {(min) _
C. System gain (A-B) 22.0 dBm
SYSTm LOSS BUDGET D. Allocated Kargin for Equipment 1.0 4B
(temperature, aging, eto.)
The system loss budget can now be E. Allocated margin for fiber plant _1.048
determined from Figure 5, which depicts (spiices, connectors, etc.)
the weighted video signal—to-noise F. Total allocated margin (D+E) 2.0 dB
ratio (SNRw) as a function of received
optical pg‘:lr/‘irmsmisfsii‘:n dlis:da?ce fog G. System gain with allocated margin (C-F) 20.0 dB
sixteen c nels per er lo ng an
4-MHz deviation, with sync tip togpeak Total Loss Ap from Table 2 -13.3 48
white (STPW) preemphasized video. The I. Unallocated system margin (G-H) 6.7 4B
data in Figure 5 was obtained experi-
mentallg, bg measuring several trans- J. Measured maximum loss Ay, from Table 2 11.1 4B
mitter-receiver pairs. Typically, K. Unallocated aotual system margin (G-I) 8.9 dB
there is a 2- to 3-dB difference 1in
SNRw between the best and the worst L. Total calculated system margin (F+I) 8.7 dB
channel. For the purpose of the loss M. Total actual system margin (F+K) 10.7 dB
budget calculation (see Table 3), we
have used the worst-channel data and
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high system performance, one must
choose a laser +that 1is relatively
insensitive to back reflections, and
has low RIN and mode partitioning noise
characteristics. Furthermore, the back
reflection from splices, connectors,
and the fiber-to-detector interface
should be minmized.

HEADEND/HUB DESIGN

The fiber/FM headend and hub diagrams
are shown in Figures 6 and 7, respect-
ively. The system was initially
equipped with five groups of twelve
video/audio channels per fiber, for a
total of sixty channels. The thirty-
five broadcast FM radio channels are
processed (frequency translated and RF
level equalized) and transmitted on
fiber number one, together with their
video/audio channels. The frequency
plan for downstream transmission 1is
shown in Figure 8A. Spacing between
the video/audio channels is 34 MHz, and
400 kHz between the FM channels. All
video input and output signals are NISC
baseband nonscrambled. The audio
interfaces are at 4.5 MHz with either
BISC stereo TV or monaural formats. In
order to preserve the high quality
(SNR, separation, etc.) of both the
video and the audio, the 4.5 MHz audio
is frequency doubled before it |is
combined with +the video baseband
signal. This results in twice the
deviation and a 6-dB SNR improvement,
negligable crosstalk between video and
audio (and vice versa), and the means
to easily separate the video and audio
at the receive sites.

The composite video/9-MHz audio signal
feeds a low phase-noise 1linear FM
modulator. The deviation (adjustable)
was set to 4 MHz STPW, which is the
best compromise between channel spacing
and SNR. Frequency agile converters
(ad justable in 1-MHz increments) and
passive RF combiners provide frequency
division multiplexing (FDM) to the RF
carriers. The combined FM-FDM signal
is split into two identical signals,
which feed the east and west trunk
optical transmitters.

Frequency shift keying (FSK) data
modems are used to transmit the nine
RS-232~C data channels and the emer-
gency alert control signal on fiber
number two, together, with the second
group of twelve video/audio channels.
Currently, fibers three, four, and five
carry twelve video/audio channels each.
In the upstream direction, the signals
from three transmitters are optically
combined on one fiber for each east and
west trunk. The frequency plan for the
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upstream transmission is depicted in in its immunity +to broadband and
Figure 8B. All six hub sites are intermodulation noise. The video SNRw
identical in design; each receives all is given by (4).

the channels from the headend and
transmits four video/audio channels and
three RS-232-C data channels

SNRw=K+CNR+10log—or-42010g-+&AF  (4)
The 5 to 40 MHz band is reserved for "
future new services such as orderwire,
Ti1 or T2, broadband LAN, and alarm where

remoting. The optical transmitters/re-
ceivers and the FM modulators/demodu- = mad
lators provide the alarm outputs that K :i. consian;tj(.n23.7n23t)'orke
can be transmitted to the main headend we-l.g g ’

via the upstream fiber link. deemphasis, and rms to p-p
conversion factors

NOTES: CNR is carrier-to-noise radio in
1, FM IS TRANSMITTED ON FIBER No. 1 ONLY. the IF bandwidth
2. DATA IS TRANSMITTED ON FIBER No. 2 (DOWNSTREAM) AND

No. 6 C(UPSTREAM). Bir is IF bandwidth

3. AUDIO IS TRANSMITTED ON 9 MHz SUBCARRIER ABOVE VIDED.

Br is baseband filter bandwidth

PROVISION FOR and

/_‘;—FUTURE EXPANSIDN————-ﬁ\

10 1 12 AF is sync tip to peak white

1 2 3 456 7 8 9
A A A (STPW) deviation.
| !
Ml 1 o |
11778 |n/5.m . With AF = 4 MHz, Br = 30 MHz and Br =
5 ggg éé é é g 2 g g 2 g g 2 g 3 MHz 5 MHz, the SNRw is improved by ap-
st s 18§32 434%332¢0 3 proximately 34 dB above CNR.

FIGURE 8A : FREQUENCY PLAN DOWNSTREAM The end-to-end performance of a typical
video/audio channel is shown in Table
4. The short-haul specifications are
PROVISION FOR included for comparison purposes. The

—————————FUTURE EXPANSION histograms of the video SNRw are
GLENVILLE GARFIELD MICHIGAN included in Figure 9.
A I:LEIAR\IATER AND nt‘unsc AND sulnmsnz

7

1 2 3 4 56 7 8 9 1011 12
A A A
Table 4 -- CLEVELAND F/0 TRANSPORT SYSTEM
| I | TYPICAL END-TO-END PERFORMANCE
Mo | [ —
]T?/\TJ'E] ! A}Tr‘ ! N Parameter Requirement V:ﬁ:ra Shor t-Haul
> . .2 . $0.10 dB
S 4384L L Lz 324 dsy oML MENNN | BRE | 338 | mis
1tivbu . . dB -0. <10,
86 0 4 8 26 0 482 6 0 4 Noltiburet 3.0 $ioo80 3 -0.1 aB <40.20 4B
Multiburst 3.58 £10.35 4B 0.1 4B <$0.10 4B
FIGURE 8B : FREQUENCY PLAN UPSTREAM Multiburst 4.2 30.60 4B 0.4 4B «+0.20 dB
. .01I t 1.0 IRE
g;i g:i:u §:3;8 n:g 1(152 nl:Ec itzég nsec
SYSTEM PERFORMANCE DIFF Gain < 6.0% 0.57% $2.0%
DIFF Phase $1.3° 0.46° £0.5°
The Cleveland system was designed +to Field Time £3.0 IRE 1.0 IRE £3.0 IRE
provide near short-haul EIA RS-250-B Sipe, I PRI o8 I $0.0 The
performance, and a guaranteed medium- Long Time £8.0 IRE 1.0 IRE 8.0 IRE
haul performance. Back-to-back C/L Intermod $2.0% -0.4% <1.0°
(without the fiber optics), the video R ox ox ox
SNRw is in excess of 73 dB.  The G Nomlinear Fmase | <z.00 o.00 ao
video/audio parameters (except SNR) are 5/N Veighted 180.0 dB 67.7 aB »67.0 dB
not affected by the broadband fiber
link which is virtually transparent to
frequency modulated signals. The only Audio | THD s 1.0% 0.2% <1.0%
degradation mechanisms are additive s/N »65.0 dB 67.0 dB »86.0 4B
broadband and intermodulation noise.
The advantage of wide deviation FM is
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In conclusion, the Cleveland system
fully meets, and in most cases exceeds,
the design requirements and performance
expectations.
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A PRACTICAL APPROACH TO AIRBORNE SIGNAL LEAKRAGE TESTING (CLI)

Bill Park & Collin McIntyre

Cablesystems Engineering

ABSTRACT

Over the past three years, a
development program has been undertaken
to design, construct and calibrate an
equipment package suitable for airborne
signal leakage measurement. The Final
Report of the Federal Communications
Commission, Advisory Committee on Cable
Leakage, issued November 1, 1979,
outlined the basic parameters in testing
cable television systems for cumulative
leakage. The conclusions and
recommendations of this report were based
on airborne test results primarily from
small cable systems. This paper will
focus on a practical approach to airborne
testing.

At the time of writing, systems
ranging in size from 2,000 subscribers in
6 square miles of plant, to 250,000
subscribers in 400 square miles have
been tested. In the final development
stage, more than 100 hours of flight time
was logged in verifying equipment
performance, calibration and methodology

of airborne testing. A specific
calibration method and testing procedure
has been documented, to ensure

standardization of airborne measurements.

These airborne signal 1leakage
measurement packages are now being used
on a regular basis to test cable plant.
Test results from selected flyovers will
be presented with this paper.

INTRODUCTION

Cumulative signal leakage 1is a

field of radio freguency energy,
exhibiting no distinct plane of
polarization, existing in the airspace

above an active cable television systemn.
The airborne signal leakage
specification, as defined by the FCC,
requires a maximum leakage criteria of 10
uv/m at 1,500 ft. altitude (450 m) above
a cable system. To better understand

this test method, visualize thousands of
very small leaks from the system, without
any specific relationship to each other,
and all interacting on the input of an
airborne receiver. The requirements for
receiving and measuring this type of
signal are significantly different than
for conventional communications receiving
apparatus. While most receiving
applications are intended to preselect
one specific communication, this syster
must recognize and collectively measure a
multiplicity of signals. The equipment
to measure such a group of signal sources
must have very precise specifications.
While the allowable 1level of signal
leakage at 1,500 ft. above the cable
systems is 10 uV/m, one should not
assume that this is the threshpld level
for measurement. The equipment must have
a dynamic range substantially above and
below this level. Furthermore, any
measurement taken within these parameters
must be linear. The receiver must also
be capable of withstanding severe
overload, as may occur should a pilot
accidentally transmit on the monitored
frequency. The desired signal may, at
times, be almost buried in the noise
floor of the receiver, so stability and
selectively are extremely important
design considerations. The ultimate
capability of the collection package must
accommodate precise calibration
repeatability to guarantee the accuracy
of testing.

AIRCRAFT CHOICE

After experimenting with different
aircraft, it was found necessary to set
down selection criteria for the type of
aircraft, receiving equipment and
antennas. To avoid any compromise on the
selection of the aircraft type, the
following criteria were established.

1. The aircraft should be a high

wing aircraft with good downward
visibility.
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2. The aircraft must be reliable,

readily available and capable of
instrument flight as well as visual
flight.

3. It should be relatively simple
to fly, have a reputation as a well
behaved aircraft at low altitude and have
excellent gliding characteristics,

4, Operating cost 1is a
consideration.
5. Executive type aircraft should

not be used. A ”work horse” such as the
type of aircraft normally found in flying
schools is preferable.

The aircraft which was found to be
the most suitable in meeting these
criteria is the <Cessna 172, a four
passenger, high wing, single engine
configuration, which is readily available
throughout North America. 1In fact, there
are 9,000 such aircraft currently in use.
It is easy to fly, performs well in the
90 to 100 knot air speed range, and has
six hours of flying time with normal fuel
reserves. Similar type aircraft meeting
the above criteria could also be used.

AIRCRAFT ANTENNA

The initial approach to airborne
leakage measurements was to attempt to
use existing navigational or
communications mounted antennas which are
part of the aircraft electronics package.
Early in the development program the
existing VOR antenna installation on our
test aircraft was used for receiving
signal 1eakage. However, extensive
testing using a calibrated discrete leak
showed that test results were unreliable
and inconsistent. The conventional
communications and navigational antennas
on aircraft are primarily designed to
receive signals from communication points
on the horizon. These antennas do not
have directivity 1in the downward
direction, partially due to their
placement and orientation. Because these
antennas also have very poor directional
capabilities, they typically are not
satisfactory for dlfferentlatlng signal
sources. One of the main problems
experienced with the conventional
aircraft communication or navigation
antenna is the hull effect (or reflective
surface effect) of the aircraft, in this
special appllcatlon. This is normally
not a problem in airborne communications,
but severely curtails the probability of
repeatability and calibration accuracy
for airborne leakage measurements.
Referring to my earlier comments on the
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literally thousands of leaks which will
be within the horizon of the antenna, all
being received from different directions,
different field strengths, phase
relationships, etc., it 1is inevitable
that incorrect readings will be generated
as a result of the reflective surfaces of
the aircraft bouncing signal into the
antenna. In calibration testing, using a
discrete leak in accordance with the FCC
prescribed test methods, it was found
that the hull effect would create nulls
and peaks in the signal as the aircraft
passed over the signal source. For
accurate testing, the received signal
should not be influenced by the aircraft

itself. Antenna placement and
orientation should be such that the
aircraft is 1in a null point of the
antenna.

One of the original concepts of the
airborne signal leakage tests was to
have ”a universal mounting” which would
allow the test package to be installed on
any Cessna 172 aircraft in a matter of
minutes, without any structural changes
to the aircraft itself. The intent was
to be able to easily source an aircraft,
mount the antenna and equipment in
minutes, with no requirements for
recertification or modification of the
aircraft. However, since antenna
performance 1is so critical to both
sensitivity and geographic definition, it
was necessary to develop a special
antenna with the proper characteristics.
This antenna pattern also must not be
disturbed in any way by the aircraft
itself. A balanced antenna 1is also
necessary for increased noise rejection.
In our search for the best antenna, a
spar-mounted, co-axial dipole situated
behind the aircraft’s tail assembly was
chosen. In this configuration the
aircraft is on the antenna’s insensitive
axis and distortion of the antenna’s
dipole pattern 1is negligable. At an
altitude of 450 m, an area spanning 900 m
laterally by 500 m fore and aft is within
the -3 dB contour of this antenna.

COLLECTION PACKAGE

The collection package is
specifically designed for ease of
shipping from point to point in a
specialized shipping container, and for
ease of mounting in the aircraft. In
fact, once the antenna brackets have been
permanently installed on the aircraft,
the antenna and equipment package can be
installed and removed in a matter of
minutes. The testing process is designed
for operation by the aircraft pilot,
without the need for any other personnel
in the aircraft, with a few exceptions.



The package consists of two parts: a
ground based RF carrier source installed

in the headend, and the airborne
equipment package. Within the airborne
equipment package there are several

separate component blocks. It contains a
sophisticated LORAN-C navigational unit,
a computer and CRT display, a specially
designed receiver, disk drive, power
supply, etc. To facilitate ease of
operation, the right front seat of the
aircraft is removed and this ”black box”
mounts directly in its place. Equipment
layout allows the pilot easy access to
all equipment controls and CRT screen. A
special keypad for function control is
mounted on a saddle which is strapped to
the pilot’s right leg. The LORAN-C
receiver is capable of storing a complete
grid pattern in its memory, which is
sequentially accessed during the audit
process. Where LORAN-C navigation can be
used, signal leakage testing can be
accommodated using only the pilot of the
aircraft. In certain areas west of the
Mississippi and east of the Rockies,
LORAN-C coverage is unreliable or
unavailable. 1In these areas, an observer
supplements the LORAN-C information and
the aircraft is flown on a ground
recognition grid as opposed to an
electronic grid.

During airborne testing the aircraft
equipped with our test package is flown
in a sequence of parallel paths over the
cable system being tested. The flight
legs are spaced a distance of 900 m apart
so that the receive antenna’s -3 dB
contour Jjust overlaps on each pass.
Flight passes are flown in a north-
south direction then repeated in an
east-west directionn. Cable systen
coverage 1is complete with this grid
pattern.

A cross track error indication from
the Loran receiver allows for a very
accurate flight path to be flown. At the
end of each pass over the cable system,
the collected data, along with flight
path start-stop co-ordinates, are
transferred to floppy disk while the
aircraft is being turned around to begin
the next sampling run (see Figure 1).

CALIBRATION

As previously mentioned, calibration
is a critical factor in airborne signal
leakage tests. Part 76.611 of the FCC
rules suggests that calibration should be
made in the community being tested or
within a reasonable time frame to
performing the measurements. While this
may be quite satisfactory for ground CLI

testing, airborne calibration should not
be undertaken in close proximity to a

cgble system, a major airport or
aircraft communication facility. our
primary calibration standard uses the

recommended methods outlined in
associated FCC documentation.
Calibration is performed at a significant
distance from any major communication
facility, cable system or an interfering
source. To maintain calibration accuracy
we employ a secondary standard of test

procedures and equipment, which is
cargleq with the aircraft, and which
verifies performance accuracy and

calibration before and after the testing
process.

COMPUTER AIDED DRAFTING AND PROCESSING

While a preliminary analysis of
cable system leakage is available from
the collection equipment even before the
aircraft has landed, collected data is
transferred to a more powerful computer
to undergo further processing. Word
processing capability is also ,integrated
into the systen, to prepare an
accompanying written report.

Data files from the collection
unit’s floppy disk are down loaded to the
computer aided drafting system. A map

outline of the active plant area is
digitized and stored in the computer
memory as a map drawing file. A map

creation program calculates paths flown
by the aircraft from 1latitude and
longitude co-ordinates stored during the
airborne data collection process. Signal
level information is then processed as
follows:

first - accurate positions of
measurements along the data collection
flight path are established;

second - signal levels are sorted
into windows for signal level vs. color
identification as well as signal level
vs. width of line presentation; and,

third - signal level data collected
from outside of the active plant boundary
is discarded and signal 1level files
contain only information collected from
the cable system’s active plant.

The 90th percentile is accurately
calculated from these files. A map
displaying the cable system plant
boundary with received cumulative signal
levels, plotted along the calculated
aircraft flight path, is generated for a
visual presentation of the extent of
cable system signal leakage (see Figure

2).
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TEST RESULTS

If a <cable system has been
reasonably well maintained, and regular
signal 1leakage control procedures have
been followed, the mapping will give good
geographic identification of problem
areas. If little or no signal leakage
efforts have been undertaken by the
system management, then the overall map
presentation will show levels of signal
leakage totally blf@inketing the cable
area. Level differences can also
reflect the integrity of the components
used during the various phases of the
original construction, and the specific
demographics (e.g. multi-units, older
building wiring, areas of improperly
installed plant etcetera).

In summary, airborne testing
provides a cable system operator with a
global prospective of cable leakage. In
a well maintained plant, specific ”hot
spots” can be identified readily for
increased maintenance attention. In a
poorly maintained plant, the magnitude of
the problem facing the cable operator in
correcting signal leakage will be very
apparent. As an example, a three hour
long flyover of a 50,000 - 75,000
subscriber system will provide a full
understanding and recognition of the
depth of the signal leakage problem in
the systen. A similar analysis of
thousands of ground based readings will
not provide the concepticnal 1level of
understanding that can be achieved during
a review of an airborne signal leakage
map. The airborne signal leakage map is
most valuable in defining signal leakage
problems to senior management and
corporate executives. It provides an
instant recognition of the dimension of
the signal leakage, and the relationship
to maintenance requirements <can be
identified though this interpretation. A
multiple system operator has the ability,
at the Corporate level, to Dbetter
understand the condition of each cable
plant, and the implications for each
system of the Cumulative Leakage Index
requirements commencing in July, 1990.
This allows informed decisions in
allocation of resources to meet these
reguirements.

A_GLOBAL PROSPECTIVE

Let us now examine the implications
that we face in the next two years in
order to meet the 1990 requirements.
Many cable system operators are activgly
performing ground checks to verify
whether the ground based measurements of

I infinity and I 3,000 can be met with
the existing cable plant. In large cable
systens, particularly those in
metropolitan areas with high rise
apartments, multi-units, and very large
geographic areas, it is extremely
difficult to meet the I infinity method
of calculating CLI. The I infinity
formula 1s a theoretical formula,
correlated from airborne tests done by
the FcCC. These tests were performed on
relatively small cable systems where the
I infinity method may be quite
appropriate. However, since the
accumulation of leakage measurements in
the I infinity formula does not recognize
free space attenuation, all signals are
deemed to be at the same geographic
location, when <collected within the
formula. From a practical interference
point of view, failure to recognize the
free space attenuation factors and the
slant range implications makes it
extremely difficult to meet this CLI test
in large dgeographic areas. In cities
more than 10 miles (16 km) in diameter,
the inadequacy of the formula becomes
quite obvious. Nevertheless, systems
have a choice of three methods of meeting
CLI. The I infinity method for large
systems 1is, in our point-of-view,
inappropriate. The I 3,000 formula,
which is better in that it recognizes the
implications of free space attenuation,
is more applicable, but does not
consider all factors and involves many
calculations. The airborne method of
signal leakage described here records an
accurate interference factor in a matter
of hours.

We have discussed earlier the
implications of airborne signal leakage
in terms of ability to measure signal
leakage involving large amounts of cable
plant in short periods of time. To give
this a bit more perspective, based on
testing to date and average flying times
for systems, a few rules of thumb can be
developed. For each hour of actual
system flying time (ignoring ferrying
time for the aircraft to and from the
system) approximately 200 miles of cable
plant, 10,000 - 20,000 subscribers, or
25 square miles of geographic area can be
tested. Obviously the 1length of the
test is a function of the size of the
geographic area, since this determines
the number of passes over the systen.
One Ontario system with 28,000
subscribers and 240 miles of plant was

flown in approximately 1 hour and 20
minutes. Another 65,000 subscriber
system was flown in 2 hours and 30
minutes.

'Let us now look at what might be
required to perform airborne signal
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leakage testing throughout the United
States. As mentioned earlier, our
approach was to concentrate on the type
of aircraft which would be most suitable
for the actual measurements, and to give
less priority to flight speed during
aircraft ferrying time between
franchises. A reasonable zone for an
aircraft to perform airborne signal
leakage testing from one operations base
would be approximately a 500 mile radius.
This represents a 785,000 square mile
area. Given that the United States is
approximately 3.6 million square miles,
the practical number of aircraft required
to do airborne signal leakage tests
throughout the U.S. should not be more
than 15-20 aircraft. Since the aircraft
need only be used on an as-required
basis once modified, airborne signal
leakage equipment need not be dedicated
to an individual aircraft. By examining
a total number of cabled households in
the United States, the total plant miles,
and some extrapolation from the sample of
signal leakage tests already conducted by
our company, we can draw the rough
assumption that there are 8-10 route
miles of cable plant per square mile of
cabled community. This will vary
significantly from community to
community; however, on balance it is a
safe assumption. Similarly since there
is approximately 700,000 miles of cable
plant in the U.S., and we can fly 200
cable miles per hour, approximately 3,500
hours of flying would be required to
perform airborne signal leakage in all
cable systems in the continental United
States. If we assume that ferrying time
is approximately equal to airborne
testing time, then 7000 hours per year
of flying time would be required.
However, since smaller systems can be
grouped and flown sequentially, and some
small systems in remote locations may
prefer ground-based testing, the
estimated total flying time could be
approximately 5,000 hours per year. With
strategically placed aircraft, this
equates to 300-500 hours per aircraft per
year.

The equipment 1is essentially

automated, with minimal operational
training required. A professional pilot
could perform airborne signal leakage

testing, and could simply download the
data at the end of each day of flying, to
a central processing point via telephone
line into the CAD system to produce the
necessary mapping. Using overnight
courier the information could be returned
to the system within two to three days.
A support person would be required to
assist 1in interfacing with system
personnel and headend equipment set up,
if it is anticipated that a large number
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of flyovers would be occurring in an
immediate geographic area. Pilots for
this type of aircraft are readily

available, and can be easily trained to
perform airborne leakage testing, due to
the highly automated nature of the
collection package.

CONCI.USION

The use of airborne signal leakage

testing methods 1is a practical and
efficient approach to system
certification for signal 1leakage

purposes. While ground patrol, coupled
with system maintenance, will always be
required to meet system 1leakage
requirements, airborne tests will provide
efficient and conclusive annual audit
testing for compliance with Fcc CLI
regulations. It will also assist in
identifying signal leakage missed by the
ground patrols. The advantages of being
able to quickly obtain a signal leakage
profile of an operating system and
identify geographically ”hot spots” is a
significant management tool in the
operation of cable plant. Irrespective
of the regulatory requirements, the
signal leakage audit also provides a
profile of maintenance effectiveness and
system component integrity, which is also
valuable to the cable operator.
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A TECHNICAL ANALYSIS OF A HYBRID
FIBER/COAXIAL CABLE TELEVISION SYSTEM

Perry Rogan, Raleigh B. Stelle Ill, Louis Williamson

American Television and Communications

Abstract - Improvements in the quality of the delivered
NTSC signal in CATV systems may be obtained by the
application of fiber backbone technology.

These signal improvements will be the result of
decreased cascades of traditional cable television
amplitiers following the fiber node. These
improvements are measurable in terms of carrier-to-
noise ratio, and Intermodulation products.

The resulting Improvement In system overhead
may be exchanged for additional bandwidth, for
Increased system reach, or for improved quality of the
delivered signal.

This paper presents the evaluation we
performed for one of our existing systems. We show
the improvements In performance which are obtained
with flber backbone. We also show how the same
system can be upgraded from 270 MHz to 550 MHz,
without changing trunk cable, trunk locatlons, or using
microwave hubs. The 270-550 MHz upgrade example
focuses on the exchange of performance for additional
bandwidth.

SCOPE

American Television and Communications
(ATC) management directed the engineering staff to
undertake the analyses described herein because of
its belief that our future depends on six primary
operational considerations.

1. Delivery of signal quality directly comparable to
present and perceived future sources, while
providing economics comparable to, or better
than, alternatives now available to our systems.

2. The ability to transport to the home, any
enhancement which may be forthcoming in the
art of television systems.

3. The ability of our systems to offer ancillary
services which may become desirable to our
subscribers.

4. The ability of our systems to meet competitive
situations in a cost effective manner.

5. The ability of our systems to operate in a more
reliable fashion.

6. The ability of our systems to take advantage of a
more flexible evolutionary architecture.

This paper will deal only with the technical
performance aspects of the application of the fiber
backbone concept. Financial modeling which is an
inherent part of any decision making process will be
presented by other members of the ATC Engineering
staff in a separate paper.

FIBER BACKBONE

The fiber backbone concept requires that
conventional amplifier cascades be reduced to a smali
number, such as 2, 3, 4, or 5. In order to create such
short cascades, a number ot "fiber nodes™ must be
created. Each node is connected to the headend by
single mode optical fiber which transmits the optical
signal from the headend to the node.

In the headend, the radio frequency (RF) signais
are converted to optical frequencies, and coupled onto
the fiber.

The multi-fiber cable follows traditional trunk
routings and is likely to be overlashed to existing
cable. As the fiber proceeds toward the furthest node
point, it is split, and spliced many times. Examples of
these routes are included in the appendix.

At the fiber node location, we believe the
equipment required will be housed in an enclosure
similar to existing trunk amplifiers. The purpose of the
node is to terminate the optical fiber cable, and convert
the optical signal on that fiber to RF for transmission to
the home via traditional cable television trunk and line
extender amplifiers.

How good must the node RF performance be?
We believe the signals recovered from the fiber
must have at least 55 dB carrier-to-noise, -65 dB
composite triple beat and -65 dB composite second
order performance.
OPTICAL LINK PERFORMANCE
ATC staff engineers began active

experimentation in fiber optic transmission systems in
the spring of 1987. While our focus is directed
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primarily at broadband amplitude modulated, vestigial
sideband (AM-VSB) transmission, we aiso closely
monitor the progress being made in the area of FM
transmission on fiber. Either modulation technique
(AM, or FM) may be applied to the fiber backbone
approach.

Several vendors of lasers, fiber, and detectors
were contacted with requests for product information
and sample items. The initial results were
disappointing, yielding carrier-to-noise ratios of 47 dB,
and composite triple beat ratios of 50 dB. With these
devices, the second order performance was
unacceptable. The composite second order beat
products were eliminated from the band of interest by
choosing an octave of bandwidth from 200-400 MHz
for the initial experiments. In practical application, it
may be necessary to convert the 55-550 spectrum to
605-1155 MHz prior to modulating the laser. Two
advantages are expected from this process. One
advantage is that all second order products will fall
outside the band of interest, and may be removed by
fitering. The second advantage is that this frequency
range allows the laser to function in a more favorable
region of its operating characteristics.

This performance was initially perceived as
disappointing because it was so far from the
performance required to make the fiber backbone
concept a reality. The disappointments did not last
very long, however.

The following graph, Fig. 1, indicates the
performance improvements we have been able to
observe from the various components of fiber systems
to date.

42 CHANNEL PERFORMANCE
-40
-36 1
< C/N
- CTB
- -50
.41 -
o
Q
-46 A - -60
-51 T T T T T T T -70
JUN 87 SEPT 87 NOV 88 MAR 88
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Figure 1. Link Performance over 15 KM

The best performance observed so far produces
48 dB carrier-to-noise ratios and -65 dB composite
triple beat dB with 42 channe! loading, through 15 Km
of fiber.
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A future element of the fiber experiment is to
block convert the 42 channel spectrum (55-330 MH2z)
to 605-935 MHz. At these frequencies the signals
occupy less than an octave of bandwidth and we will
be better able to determine the second order
performance. Experniments are presently in progress
on this phase of the project, and will be reported as
they produce meaningful data.

The progress made in laser technology over the
past year makes us very optimistic that the required
node performance goals of 55 dB carrier-to-noise, -65
dB composite triple beat, and -65 dB composite
second order over 15 Km of single mode fiber are
goals which will be achieved in the near future, at
acceptable prices.

An especially significant item of note is that in
our discussions with various manufacturers of lasers
and detectors, we have learned that there are no
known physical limits preventing the laser and detector
manufacturers from creating devices with the
parameters required to deliver the performance we
expect.

Assuming that the required node performance is
obtainable, we analyzed the performance
improvements which can be expected in the sample
270 MHz system. We then performed an analysis on
this same system to determine the performance
achievable if the system were to be upgraded to 550
MHz.

in the 550 MHz upgrade, we decided to attempt
to use the same trunk cable and amplifier locations,
and to "drop-in" appropriate 550 MHz amplifiers, if
possible.

COMPUTER ANALYSIS

All of the analyses presented are performed
with various computer programs which permit the entry
of all necessary variables, and calculate performance
accordingly. Several of the exhibits are the printouts
from these programs. The programs require the entry
of the equipment operating parameters in the area
designated "Manufacturer's Specifications". The
operating parameters, as the equipment is applied in
the system, are entered in the "System's
Specifications” area. Included in this area is the data
for the number of each type of amplifier in cascade. In
the area labeled "Calculated Equipment
Specifications”, the program calculates the
performance which is expected from the contribution of
each of the elements cascaded (i.e., trunk, bridger, line
extender, and converter), derating appropriately for the
operational parameters chosen. The "Calculated
System Specifications" area indicates the expected
performance of the elements in cascade, indicating
"end of the line" performance. Using a program
simplifies the repetitive process necessary to arrive at
optimum solutions to diverse system applications.



The following material represents our progress
to date in the process of arriving at an optimum
solution to the problem of implementing the fiber
backbone concepts.

SIGNAL QUALITY IMPROVEMENTS

As stated in the abstract, one of the goals of our
project was to improve the performance of an existing
270 MHz system. The following section describes the
processes we used, and the resuits obtained from
applying the fiber backbone to this system.

The system chosen for analysis is one of ATC's
older 270 MHz systems which has been in operation
for more than 15 years, and which requires improved
operational performance to meet compaetitive
pressures, and market demands. The system segment
analyzed consists of 375 miles of plant, serving
approximately 10,000 subscribers. The longest
cascade consists of 28 trunk amplifiers, one bridger,
and two line extenders. The trunk spacing is 21 dB,
and the cable is .750" P-3. The distribution levels are
48/41 dBmV for the bridger, and 43/37 for the line
extenders. The end of the line performance of this
system is: 46.7 dB carrier-to-noise, -56.2 dB
composite triple beat, and -60.3 dB composite second
order.

The system performance is shown in the
cascade analysis, Exhibit 1 of the appendix.

Implementation of a fiber backbone in this
system will yield an improvement in carrier-to-noise of
4.8 to 5.7 dB, depending on the number of amplifiers
cascaded after the fiber node. In this example, the
intermodulation products were slightly worse after
implementing the fiber backbone. These
intermodulation products are the result of the high tap
levels required in the distribution portion of the system,
to meet end of the line tap levels. See Fig. 2, below,
and Exhibits 1, 2, 3, and 4 of the appendix.

SYSTEM END PERFORMANCE DATA
C/N CTB CSO NODES

BEFORE FIBER BACKBONE | 46.7 |-56.1 | -60.3 0

AFTER FIBER BACKBONE
2 TRUNK IN CASCADE

52.4 |-55.2|.61.3| 61

AFTER FIBER BACKBONE

551 |- 41
3 TRUNK IN CASCADE 51.9 |-56.1-61.2

AFTER FIBER BACKBONE 515

4 TRUNK IN CASCADE 55 |-61 29

Figure 2. end of the line performance calculations
based on trunk cascade and "quad power" line
extenders.

Fig. 2 shows the end of line comparisons for
different cascades after the fiber node. Exhibit 1

shows the present system performance. Exhibit 2
shows the performance with the fiber backbone with
four trunk amplifiers cascaded after the node. Exhibit 3
shows the performance with two trunk amplifiers
cascaded after the node.

This range of improvements is made possible
by the flexibility of system architecture produced by
implementing the fiber backbone concept.

In this example, our goals were:

1. Reuse as much of the existing plant as possible
to minimize the complexity of any future
upgrade which might be undertaken. Existing
equipment was reused, and only direction
reversals on approximately half the trunk
locations were required.

2. Provide performance improvements which will
allow this system to meet present market
pressures, and permit future bandwidth
expansion as necessary. The goal of improved
carrier-to-noise was met. (4.8-5.7 dB).

As the system design for the quality
improvement example evolved, it was necessary to
consider the number of fiber node locétions to be
used. Several alternatives were evaluated with
emphasis on the system performance with various
cascades after the fiber node. An analysis of the
number of nodes required is contained in Figure 3
below. It can be seen that in each of the 209 existing
trunk amplifiers is a node location; the number on
nodes required is 209. Similarly, if the number of
amplifiers cascaded rises to 28 (the original cascade),
the number of nodes is one. Between these values,
we selected the numbers 2, 3, and 4 for cascade and
fiber route evaluation.

NUMBER OF NODES VS CASCADE

200 A

150 4

100 4

NODES REQUIRED

50

0 . r . T -
0 10 20 30

AMPLIFIERS IN CASCADE AFTER NODE

Figure 3. The relationship between cascade
selected, and fiber nodes required.
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Due to this system's architecture, and the curve
from Figure 3, it appears there is no apparent
advantage to continuing beyond the four in cascade
point. To do so would defeat our purpose because of
the buildup of noise and distortion in longer cascades.

As a preamble to the next section, two terms to
be used require definition. They are: route miles, and
fiber miles. A "route mile” is total linear distance which
will require lashing of the fiber bearing cable to the
existing plant. The "total fiber mileage” is the sum of
the distances from each node to the headend, with one
fiber run per node.

For each of the analyses presented we have
calculated the route mileage to provide an indication of
the magnitude of the overlashing required, and the
fiber mileage to indicate the possible fiber costs.

The node location data, and fiber mileages for
the system analyzed, are shown below.

For four in cascade after the node: (miles)

1. Route mileage = 43.7
2. Fiber mileage = 128.6
3. Nearest node = 1.13
4. Furthest node = 8.99

For three in cascade after the node:

1. Route mileage = 45.3
2. Fiber mileage = 174.6
3. Nearestnode = .9

4. Furthest node = 8.61

For two in cascade after the node:

1. Route mileage = 50.9
2. Fiber mileage = 248
3. Nearest node = .9

4. Furthest node = 8.99

The fiber routings for the three cascade
examples tested (2, 3, and 4 after the node) are shown
in Exhibits 6, 7, and 8 respectively. These exhibits are
located in the appendix.

FIBER ANALYSIS VS CASCADE

ROUTE| FIBER } NODES | NEAREST | FARTHEST
MILES | MILES | (FIBERS) | NODE, MI.| NODE, MI.

2 CASCADE 509 | 248 61 .9 8.99
3 CASCADE 453 |174.6 41 .9 8.61
4 CASCADE 43.7 | 128.6 29 1.13 8.99

Figure 4. Fiber requirements versus cascade chosen.
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Figure 4 is a tabulation of the number of nodes,
fiber miles, and route miles for each cascade
evaluated.

Design samples were performed to determine
the architecture of the system after application of the
fiber backbone. The typical trunk routings for each
cascade evaluated are shown in Exhibits 8, 9, and 10
of the appendix. While it was not necessary to
physically relocate any of the trunk stations, 50% of
them will require reversal.

The distribution portions of the original system
remain unchanged.

Another point of interest is that the same node
locations will be used regardless of whether the plan is
to simply upgrade the system performance, or to
increase the bandwidth. This condition occurs
because the same trunk locations and cascades will
be used in either situation.

The preceding information shows the
performance improvements which can be achieved
with existing plants. As can be seen, the performance
improvements in themselves are significant. Even
more significant is with this performance in place, the
stage is set at any time in the future to upgrade this
system to 550 MHz. Not only can this system be
upgraded, it can be upgraded for a relatively low cost
compared to the alternative of a total rebuild.

270-550 Upgrade

The performance improvements generated by
the fiber backbone approach and very short amplifier
cascades permits an exchange of end of the line
performance for expanded bandwidth. Adding
improved technologies permits the upgrading of this
270 MHz system to 550 MHz, while maintaining
adequate end of the line performance, with no change
in trunk cable, distribution cable, or trunk locations.

The test design for the upgrade of the system
was a sample of 15.8 miles of plant, with areas
selected to represent an average sample of the
densities in existence. Three areas of five miles each
were designed, with densities ranging from less than
75 homes per mile, to densities exceeding 130 homes
per mile.

DISTRIBUTION ANALYSIS

The analysis process of this upgrade began
with the end of the line performance criteria
established for our systems. It was determined that
these parameters would be met or exceeded in the
550 MHz upgrade.



The major performance specifications to be met
are:

46 dB carrier-to-noise

-53 dB composite triple beat
-53 composite second order
+15/10 dBmV at the tap
(drops are 150 ft. RG-6)

PN~

These specifications forced the levels required,
and the distribution distortion values.

Various line extender and bridger technologies
were evaluated to determine which would offer the
most economical upgrade while meeting the
performance required. It was possibie to meet end of
the line performance with either two "quad power" line
extenders in cascade, or three power doubling line
extenders. Three conventional line extenders in
cascade failed to meet the required performance
criteria. The use of three line extenders in cascade
requires the addition of up to 147% more line
extenders than the "quad power" choice, and in that
case, 46% of the distribution system required the use
of three line extenders in cascade.

END OF LINE QUAD P.D. CONV

PERFORMANCE LE (2) LE (3) LE (3)
CN 48.4 -47.9 -48.3
cTB -52.5 -52.3 -49.0
CsO --59.8 -59.8 -49.0

Figure 5. End of line performance versus line
extender technology..

Fig. 5 shows the distribution end of the line
performance ot the line extenders evaluated.
Complete 550 MHz cascade analysis is shown for
each of the line extender technologies evaluated.
These analyses appear as Exhibits 5, 12, and 13 of the
appendix.

TRUNK ANALYSIS

The next phase of the analysis was to examine
the trunk from the fiber node to the bridger input. The
P-3 cable in use on the example system has a 270
MHz loss of .85 dB/100. At 550 Mhgz, this same cable
has 1.21 dB loss/100 ft., or 29.97 dB per span at 550
MHz. Fig. 6 shows the attenuation versus frequency
for this cable.

C/N

CABLE ATTENUATION VS FREQUENCY
35

550 MHZ ATTENUATION

ATTENUATION, DB

INITIAL ATTENUATION

15 LA LA I AN R A B T
250 300 350 400 450 500 550 600
FREQUENCY, MHZ
Figure 6. Operational gain required when

upgrading from 270 - 550 MHz.

Since 30 dB gain trunk stations are available in
several technologies, it appeared possible to "drop-in"
the new amplifiers in the existing locations.

Utilizing feed forward technology, trunk
cascades of 2, 3, and 4 were analyzed for headroom.
The headroom graphs display the carrier-to-noise and
composite triple beat limits which are achieved with
the output levels chosen. The graphs of these
performances are shown in Fig's. 7, 8, and 9. Exhibits
5, 12, and 13 of the appendix provide full cascade
analysis.

HEADROOM GRAPH FOR 2 IN CASCADE, 550 MHZ

60 -
58 -
] - .70
56 - LEVEL = +41 dBMV
54 -
52 -. L 80
50 o
1 =
48 o
46 4 - -90
44  CN
] -
42 cTB
40 L E—— | I T T T T -100
0 1 2 3 4 5 6 7

TRUNK AMPLIFIERS IN CASCADE
Figure 7
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HEADROOM GRAPH FOR 3 IN CASCADE, 550 MHZ

1 LEVEL = +39.25

250 1

40 T LI 1 v T h ¥ v T M v
0 1 2 3 4 5 6 7 8 9 10
TRUNK AMPLIFIERS IN CASCADE
Floure 8

HEADROOM GRAPH FOR 4 IN CASCADE, 550 MHZ

56
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; - .74
49 I
] - -79
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47 - -84
;
46 T T T T YT -89

0 1 2 3 4 5 6 7 8 9 10

TRUNK AMPLIFIERS IN CASCADE
Figure 9

From the preceding graphs and exhibits, one
can see that the improvement to be expected from
shortening the cascade after the node is in the area of
carrier-to-noise. The example system required high
distribution levels and in this example, at least, it was
not possible to make the usual exchange of carrier-to-
noise for distortion. The distribution of this system is
the limiting distortion factor, and the trunk contribution
is relatively minor. Even so, it is possible to deliver a
signal with 51.9 dB carrier-to-noise, to the subscriber's
TV set. This performance may well be what is required
to make enhanced television systems a reality.

ALTERNATE SOLUTIONS
Analysis was performed to establish whether

the proposed upgrade could be accomplished without
the use of AML, or other hub techniques.
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CTB

Further headroom analysis graphs were
prepared to determine what performance could be
expected with "normal” 22 dB spacing after
replacement of the trunk cable. The results appear in
Fig's. 10 and 11.

TRUNK CASCADE EQUIVALENT TO FIBER NODE
22 DB SPACING, 1.125" QR CABLE

1 L .57
60
a
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Z 50 ~ =
o LEVEL = +33dBMV | .72 @
c 2
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< 451 L 77
(4]
40 +—fr——r — -82
0 5 10 15 20
AMPLIFIERS IN CASCADE
Figure 10
TRUNK CASCADE EQUIVALENT TO FIBER NODE
PLUS FOUR TRUNK AMPLIFIERS IN CASCADE
22 DB SPACING, 550, MHZ, QR 1.125 CABLE
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Fig. 10 shows that performance equal to that of
the fiber node was reached after a cascade of 10 feed
forward trunk amplifiers.

Fig. 11 shows that performance equal to the fiber node
plus four trunk amplifiers in cascade was reached after
a cascade of 20.

Since replacing the trunk cable permitted the
direct replacement of the amplifier locations, one can
see that the "reach" is inadequate to replace the
original 28 in cascade, and some sort of hub network
will be required to complete the upgrade from 270 to
550 MHz.

This section of the paper shows that an upgrade
from 270 MHz to 550 MHz can be accomplished using
the fiber backbone concept. It has further
demonstrated that this upgrade cannot be
accomplished otherwise without resort to hub
techniques.

SUMMARY
In this paper, we demonstrated the following:

1. The improvement in signal quality which may be
obtained by application of the fiber backbone
concept to an existing 270 MHz system.

2. The potential to upgrade our example system to
a greater bandwidth, by trading improved
performance for that bandwidth.

3. The upgrade of a 270 Mhz system to 550 MHz
while preserving trunk cable and trunk
locations, and without resorting to AML or other
hub techniques.

4. The application of the fiber backbone concept
will provide new opportunities for the cable
television community to take advantage of
performance technoiogies as they occur.

5. As will be seen in the financial models to be
presented later, the expense of the fiber
backbone is less than a total rebuild, and it
appears possible that this technology will permit
upgrades which are not possible with any
amplifier technology available today, or in the
foreseeable future.

It is the authors' opinion that the ideas and
concepts set forth in the abstract have been proven.
We have shown that quality improvements can be
attained; and that these improvements are not only
measurable, but substantial; and we have shown a
working upgrade example from 270 to 550 MHz which
in the worst case not only betters original system
performance, but a 550 MHz system which has the
performance to transport enhanced television systems
or other services.

Our peers, in a parallel effort, have shown that
the fiber backbone concept is economically viable as
we have proven its technical feasibility.

We must stress that while there is, today, no
equipment commercially available which supplies all
the desired performance at the price necessary to
transform the fiber backbone concept into reality, the
authors' are confident that the performance predicted
herein will be attainable in the foreseeable future.
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APPENDIX

CATV SYSTEM DISTORTIONS

SYSTEM NAME. FWD. BW 4.0 FWD.NOISE -59.2
DATE 1-Mar 1988 REV.BW __ 4.000 _REV.NOISE -59.2
MANUFACTURER
SPECIFICATIONS TRUNK  BRIDGER LE
NOISE FIGURE | 9.5 105 11.0
CTB OUTPUT CAP i 33.0 50.0 50.0
CTB RATING(-dBmv) | -93.0 59.0 -59.0
XMOD OUTPUT CAP | 33.0 50.0 50.0
XMOD RATING(-dBmv) | -92.0 59.0 -59.0
2nd OUTPUT CAP i 33.0 50.0 50.0
2nd RATING(-dBmv) | -85.0 -70.0 -70.0
CHANNEL CAPACITY | 42.0 35.0 350
MANUFACTURERTILT | 3.0 6.0 6.0
HUM SPECIFICATION | -70.0 -70.0-70.0
SYSTEM
SPECIFICATIONS TRUNK  BRIDGER LE
AMPLIFIER INPUT I 12.0 13.0  17.0
GANORBRDCLOSS | 21.0 -20.0  26.0
DESIRED TILT ] 6.0 6.0 6.0
AMPLIFIER OUTPUT i 33.0 48.0 43.0
CHANNEL LOADNG { 15.0 5.0  35.0
CASCADELENGTH ] 30.0 1.0 2.0
CALCULATED
EQUIPMENT
SPECIFICATIONS TRUNK  BRDGER LE
CMN......| 46.9 61.7 -62.2
cTB......| 67.6 63.0 -67.0
XMO..... | 66.2 63.0 -67.0
LOG..15.0 2ND..... | -62.8 .72.0 -72.5
HUM..... | 40.5 70.0  -64.0
CALCULATED | FWD.  FWD. FWD.
SYSTEM | TRUNK TRUNK  SYSTEM
SPECIFICATIONS | PLUS TR+BR
I BRIDGER _+LE(S)
CMN._..| -46.9 -46.8  -46.7 |.CIN
CTB....| -67.6 -59.0  -56.1 |..CTB
XMO...| -66.2 -58.4 -55.7 . XMO
2ND....| -62.8 -61.4  -60.3 |..2ND
HUM...| -40.5 -40.2 _ -39.6 |...HUM

NOTES:  CURRENT OPERATING PERFORMANCE.

EXHIBIT 1
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CATY SYSTEM DISTORTIONS CATV SYSTEM DISTORTIONS

SYSTEM NAME. FWD. BW 4.0 PWD.NOISE -59.2 SYSTEM NAME. FWD. BW 4.0 FWD.NOISE -59.2
DATE 1-Mar 1988 REV. BW 4.000 REV.NOISE -59.2 DATE 1-Mar 1988 FEV.BW 4.000  REV.NOISE -59.2
MANUFACTURER
MANUFACTURER SPECIFICATIONS FIBER TRUNK  BRDGER LE.
SPECIFICATIONS FIBER TRUNK  BRDGER LE.  eemeealaiae eeolieliio Ll el
..................................................... NOISE FIGURE f 9.5 10.5 11,0
NOISE FIGURE ] 9.5 10.56 11.0 CTBOUTPUT CAP | 23.0 50.0 50.0
CTBOUTPUT CAP | 33.0 50.0  50.0 CTB RATING(-dBmv) | -93.0 -59.0 -59.0
CTB RATING(-dBmv) | -83.0 -59.0 -59.0 XMOD OUTPUT CAP | 23.0 50.0 50.0
XMOD QUTPUT CAP | 33.0 50.0  50.0 XMOD RATING(-dBmv) | -92.0 -5§9.0 -59.0
XMOD RATING(-dBmv) | -92.0 -59.0 -59.0 2nd OUTPUT CAP | 33.0 50.0  50.0
2nd QUTPUT CAP | 33.0 50.0 50.0 2nd RATING(-dBmv) | -85.0 -70.0 -70.0
2nd RATING(-dBmv) | -85.0 -70.0 -70.0 CHANNEL CAPACITY | 42.0 350 35.0
CHANNEL CAPACITY | 42.0 35,0 35.0 MANUFACTURER TILT | 2.0 6.0 6.0
MANUFACTURERTILT | 3.0 6.0 6.0 HUM SPECIFICATION I -70.0 -70.0 -70.0
HUM SPECIFICATION | -70.0 -70.0 -70.0 SYSTEM
SYSTEM SPECIFICATIONS FIBER TRUNK  BRDGER LE.
SPECIFICATIONS FIBER TRUNK BRIDGER [ = AR R IR R R R R R R R i
----------------------------------------------------- AMPLIFIER INPUT | 12.0 13.0 17.0
AMPLIFIER INPUT | 12.0 13.0 17.0 GAINORBRDCLOSS | 21.0 -20.0 26.0
GAINORBR DCLOSS | 21.0 -20.0 26.0 DESIRED TRLT | 6.0 6.0 6.0
DESIRED TLT | 6.0 6.0 6.0 AMPLIFIER OUTPUT } 33.0 48.0 43.0
AMPLIFIER OUTPUT } 33.0 48.0 43.0 ) 35.0 35.0 35.0
| 35.0 35.0 35.0 I 2.0 1.0 2.0
1 4.0 1.0 2.0
TRUNK BRDGER LE
TRUNK  BRDGER LE. e il allio oo
........................ -58.7 -61.7 -62.2
-55.7 -61.7 -62.2 -91.1 -63.0 -67.0
-85.1 63.0 -67.0 -89.7 63.0 -67.0
-83.7 63.0 -67.0 . -80.5 -72.0 -72.5
-76.0 -72.0 -72.5 -70.0 -64.0 -70.0 -64.0
:58.0 -70.0 -64.0 | FWD.  FWD. FWD.
FWD. { TRUNK TRUNK SYSTEM
SYSTEM PLUS  PLUS TR+BR
TR+BR | FIBER _BRDGER _+LE(S)
FIBER__ BRIDGER _ +LE(S) -53.5 -52.9 -52.4 |.CIN
-52.3  -51.8 -51.5 }...C/IN 64.6 -57.7 -55.2 |..CTB
-64.2 -57.6 -55.0 1..CTB 64.5 -57.7 -55.1 |...XMO
-64.0 -57.5 -55.0 |..XMO 64.4 -62.7 -61.3 |...2ND
-63.9 -62.2 -61.0 |...2ND -_—___HUM..] _-605 -58.0 -54.4 J...HUM
HUM.... -56.0 -54.4 -51.9 |..HUM NOTES: PERFORMANCE MPROVEMENT ONLY.
NOTES: PERFORMANCE IMPROVEMENT ONLY. TWO TRUNK AMPLIFIERS IN CASCADE FROM FIBER NODE.
FOUR TRUNK AMPLIFIERS IN CASCADE FROM FIBER NODE.
EXHIBIT 4
EXHIBIT 2
CATV SYSTEM DISTORTIONS CATV SYSTEM DISTORTIONS
SYSTEM NAME. FWD. BW 4.0 FWD.NOISE -59.2 SYSTEMNAME:  FIBER TEST FWD. BW 4.0 FWD.NOISE -59.2
DATE 1-Mar 1988 REV. BW 4.000 FEV.NOISE -59.2 DATE 7-Mar 1887  REV.BW 4.000 REV.NOISE -59.2
MANUFACTURER MANUFACTURER FIBER TRUNK  BRDGER  LE
SPECIFICATIONS FIBER TRUNK  BRDGER LE. SPECIFICATIONS F [e XAE
NOISE FIGURE | 9.5 10.5 11.0 NOISE FIGURE | 11.5 9.5 12.0
CTB QUTPUT CAP | 23.0 50.0 50.0 CTB OUTPUT CAP | 28.0 48.0 47.0
CTB RATING(-dBmv) | -93.0 -59.0 -59.0 CTB RATING(-dBmv) | -85.0 -65.0 -69.0
XMOD QUTPUT CAP | 23.0 50.0  50.0 XMOD QUTPUT CAP | 38.0 48.0 47.0
XMOD RATING(-dBmv) | -92.0 -59.0 -58.0 XMOD RATING(-dBmv) | -85.0 -65.0 -69.0
2nd OUTPUT CAP | 33.0 50.0 . 50.0 2nd QUTPUT CAP | 28.0 48.0 47.0
2nd RATING(-dBmv) | -85.0 -70.0 -70.0 2nd RATING(-dBmv) | -87.0 -71.0 -73.0
CHANNEL CAPACITY | 42.0 35.0 35.0 CHANNEL CAPACITY | 77.0 77.0 770
MANUFACTURER TILT | 3.0 6.0 8.0 MANUFACTURER TILT | 6.0 10.0 10.0
HUM SPECIFICATION l -70.0 -70.0 -70.0 HUM SPECIFICATION ] -70.0 -70.0 -70.0
SYSTEM SYSTEM
SPECIFICATIONS FIBER TRUNK  BRDGER LE. SPECIFICATIONS FIBER TRUNK BRDGER LE.
AMPLIFIER INPUT | 12.0 13.0  17.0 AMPLIFIER INPUT | 8.0 18.0  19.0
GAINORBR DC LOSS | 21.0 -20.0 26.0 GAINORBRDC LOSS | 20.0 -20.0 29.0
DESIRED THLT | 6.0 6.0 6.0 DESIRED TILT | 6.0 9.0 9.0
AMPLIFIER OUTPUT | 23.0 48.0 43.0 AMPLIFIER OUTPUT | 38.0 48.0 48.0
CHANNEL LOADNG | 35.0 35.0  35.0 | 77.0 770 77.0
CASCADE LENGTH 1 3.0 1.0 2.0 1 4.0 1.0 2.0
CALCULATED
EQUIPMENT
SPECIFICATIONS TRUNK  BRDGER LE
-49.7 -67.7 -63.2
-73.0 -64.3  -60.3
-73.0 -64.3  -60.3
LOG..15.0 .78.0 -71.0 -87.5
-58.0 -70.0 -64.0
CALCULATED CALCULATED | FWD.  FWD. FWD.
SYSTEM SYSTEM | TRUNK TRUNK  SYSTEM
SPECIFICATIONS SPECIFICATIONS | PWUS PLUS TR+BR
FIBER _BRDGER +LE(S) | FIBER _BRDGER +LE(S)
-52.9 -52.3 -51.8 ]...CIN -48.6 -48.5 -46.4 |...C/N
-64.4 -57.6 -55.1 |..CTB -62.1 -57.1 -52.5 |...CTB
-64.3 -57.8 -55.1 |...XMO -62.1 -57.1 -52.5 |...XMO
-64.2 -62.4 -61.2 |...2ND -64.2 -62.2 -59.8 |..2ND
HUM.... -58.0 -56.0 -53.1 |..HUM -56.0 -54.4 -51.9 1.HUM
NOTES: PERFORMANCE MPROVEMENT ONLY. NOTES: 550 MHz UPGRADE/FIBER BACKBONE.
THREE TRUNK AMPLIFIERS IN CASCADE FROM FIBER NODE. FOUR TRUNK AMPUIFIERS IN CASCADE FROM FIBER NODE.
EXHIBIT 3 EXHIBIT 5
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DOHIBIT 8, MODE LOCATION AND FIBER ROUTING POR FOUR IN CASCAOE
EMNIBIT 6, NODE LOCATION AND FIBER ROUTING POR TWO IN CASCADE

EXHIBIT 8, TYPICAL TRUNK OIAGRAM FOR FIBER NODE PLUS TWO IN CASCADE

EXHIBIT 7, MODE LOCATION AND FIBER ROUTING FOR THREE IN CASCADE EXHIBIT 10, TYPICAL TRUNK DIAGRAM FOR FIBER NODE PLUS THREE IN CASCADE
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CATV SYSTEM DISTORTIONS

SYSTEMNAME: FIBER TEST FWD. BW 4.0 FWD.NOISE -59.2
DATE 7-Mar 1988 REV.BW 4.000 REV.NOISE -59.2
MANUFACTURER FIBER  TRUNK  BRIDGER LE.
SPECIFICATIONS FF [e XAE
NOISE FIGURE | 11.5 9.5 12.0
CTBOUTRUTCAP | 38.0 48.0 47.0
CTB RATING(-dBmv) | -85.0 -65.0 -68.0
XMOO QUTPUT CAP | 38.0 48.0  47.0
XMOD RATING(-dBmv) | -85.0 -85.0 -68.0
2nd QUTPUT CAP | 38.0 48.0  47.0
2nd RATING(-dBmv) | -87.0 -71.0 -73.0
CHANNEL CAPACITY | 77.0 77.0 770
MANUFACTURER TRLT | 6.0 10.0  10.0
HUM SPECIFICATION | -70.0 -70.0 -70.0
SYSTEM
SPECIFICATIONS FIBER  TRUNK  BRAIDGER LE.
AMPLIFIER INPUT | 11.0 21.0  19.0
GANORBRDCLOSS | 30.0 -20.0  29.0
DESIRED TILT | 6.0 9.0 9.0
AMPLIFIER OUTPUT I 41.0 48.0 48.0
CHANNEL LOADING | 77.0 77.0  77.0
CASCADE LENGTH i 2.0 1.0 2.0
CALCULATED
EQUIPMENT
SPECIFICATIONS FIBER TRUNK BRIDGER LE.
-70.7 -63.2
64.3 -60.3
-64.3 -60.3
-71.0 -67.5
-70.0 -64.0
CN | -52.3 -52.2 -51.9 ..CIN
EXMBIT 11, TYPICAL TRUNK DIAGRAM FOR FIBER NODE PLUS FOUR IN CASCADE | -62.1 -57.1 -52.5 |..CTB
| -62.1 -57.1 -52.5 |..XMO
| -64.3 -62.3 -59.9 |..2ND
HUM..... -60.5 -58.0 -54.4 L...HUM
NOTES: 550 MHz UPGRADE/FIBER BACKBONE.
TWO TRUNK AMPLIFIERS IN CASCADE FROM FIBER NODE.
EXHIBIT 13
CATV SYSTEM DISTORTIONS CATV SYSTEM DISTORTIONS
SYSTEMNAME: FIBER TEST FWD. BW 4.0 FWOD. NOISE -50.2 SYSTEMNAME: FIBERTEST FWD. BW 4.0 FWD.NOISE 59.2
DATE 7-Mar 1987 REV.BW 4.000 REV.NOISE -59.2 DATE 7-Mar 1988 REV. BW 4.000__ REV.NOISE -59.2
MANUFACTURER FIBER TRUNK BRDGER L.E. MANUFACTURER FIBER TRUNK BRDGER LE.
SPECIFICATIONS FF [e ] XALE SPECIFICATIONS FF (o] PO
NOISE FIGURE | 1.5 9.5 12.0 NOISE FIGURE | 11.5 9.5 13.0
CTBOUTPUT CAP | 38.0 48.0 47.0 CTB OUTPUT CAP | 38.0 48.0  45.0
CTB RATING(-dBmv) t -85.0 .65.0 -69.0 CTB RATING(-dBmv) | -85.0 -65.0 -67.0
XMOD QUTPUT CAP | 38.0 48.0 47.0 OUTPUT CAP | 38.0 48.0  45.0
XMOD RATING(-dBmv) | -85.0 -65.0 -69.0 XMOD RATING(-dBmv) | -85.0 -65.0 -67.0
2nd QUTPUT CAP | 38.0 48.0 47.0 2nd QUTPUT CAP | 38.0 48.0  45.0
2nd RATING(-dBmv) | -87.0 -71.0 -73.0 2nd RATING(-dBmv) | -87.0 -71.0 -73.0
CHANNEL CAPACITY | 77.0 77.0  77.0 CHANNEL CAPACITY I 77.0 77.0  77.0
MANUFACTURER TILT | 6.0 10.0  10.0 MANUFACTURER TILT | 6.0 10,0 10.0
HUM SPECIFICATION ] -70.0 -70.0 -70.0 HUM SPECIFICATION 1 -70.0 -70.0  -70.0
SYSTEM SYSTEM
SPECIFICATIONS FIBER TRUNK BRDGER LE. SPECIFICATIONS FIBER TRUNK BRDGER LE.
AMPLIFIER INPUT | 9.3 18.3  19.0 AMPLIFIER INPUT ! 8.0 18.0 15.0
GAINORBRDC LOSS | 30.0 -20.0  298.0 GAINORBRDCLOSS | 30.0 -20.0  29.0
DESIRED TLT | 6.0 9.0 9.0 DESIRED TLT | 6.0 9.0 9.0
AMPLIFIER OUTPUT | 30.3 48.0  48.0 AMPLIFIER OUTPUT | 38.0 47.0  44.0
CHANNEL LOADING | 77.0 77.0  77.0 CHANNEL LOADNG | 77.0 77.0  77.0
CASCADE | 3.0 1.0 2.0 CASCADE LENGTH 1 4.0 1.0 3.0
CALCULATED CALCULATED
EQUIPMENT EQUIPMENT
SPECIFICATIONS FIBER TRUNK BRIDGER L.E. SPECIFICATIONS FIBER TRUNK BRIDGER L.E.
-55.0 -49.7 67.7 56.4
-65.0 -73.0 66.3 58.8
-65.0 -73.0 66.3 -58.8
LOG..15.0 -65.0 -78.0 72.0 -66.8
-70.0 -58.0 -70.0 -60.5
CALCULATED FWD.  FWD. FWD.
SYSTEM TRUNK TRUNK  SYSTEM
SPECIFICATIONS AUS PLUS TR+BR
FIBER _BRDGER +LE(S)
-50.3 -50.3 -50.1 I..CIN -48.6 -48.5  -47.9 ].CIN
-62.1 -57.1 52.5 1..CTB -62.1 -57.9 -52.3 ..CTB
-62.1 -57.1 -52.5 1..XMO -62.1 -57.9 -52.3 . XMO
-64.2 -62.3 -59.8 |...2ND . -64.2 -62.5 -59.8 |..2ND
-58.0 -58.0 -53.1 |...HUM HUM..... | -56.0 -54.4 -50.9 ]...HUM

NOTES: 550 MHz UPGRADE/FIBER BACKBONE.
THREE TRUNK AMPLIFIERS IN CASCADE FROM FIBER NODE.

EXHIBIT 12
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NOTES: 550 MHz UPGRADE WITH THREE PD LINE EXTENDERS.
FOUR AMPLIFIERS IN CASCADE FROM FIBER NODE.

EXHIBIT 14



CATV SYSTEM DISTORTIONS

SYSTEMNAME:  FIBER TEST FWD. BW 4.0 FWD.NOISE -59.2
DATE 7-Mar 1988 REV.BW __ 4.000 REV.NOISE -59.2
MANUFAGTURER FIBER  TRUNK  BRADGER LE.
SPECIFICATIONS FF o3
NOISE FIGURE | 1.5 95 0.5
CTBOUTPUT CAP | 38.0 48.0  46.0
CTB RATING(-dBmv) | -85.0 -65.0 -59.0
XMOD OUTPUT CAP ) 38.0 48.0 46.0
XMOD RATING(-dBmv) | -85.0 -65.0 -59.0
2rd QUTPUT CAP | 38.0 48.0  46.0
2nd RATING(-dBmv) i -87.0 -71.0 -70.0
CHANNEL CAPACITY | 77.0 770  78.0
MANUFACTURERTLT | 6.0 10.0  10.0
HUM SPECIFICATION 1 -70.0 -70.0_-70.0
SYSTEM
SPECIFICATIONS FIBER  TRUNK BRDGER LE.
AMPLIFIER INPUT | 8.0 18.0 16.0
GANORBRDCLOSS i 30.0 -20.0 28.0
DESIRED TILT | 6.0 9.0 9.0
AMPLIFIER OUTPUT | 38.0 47.0  44.0
| 77.0 770 77.0
| 4.0 1.0 3.0
TRUNK  BRDGER LE.
-49.7 -67.7 -60.9
73.0 -66.3 -52.9
73.0 -66.3  -52.9
78.0 -72.0 -64.8
1 . -58.0 70.0 _-60.5
CALCILATED | FWD.  FWD. FWD.
SYSTEM | TRUNK TRUNK  SYSTEM
SPECIFICATIONS | PWS PWS TR+BR
| FIBER BRDGER +LE(S)
| -48.6 -48.5  -48.3 1..C/N
| -62.1 -57.9  -498.0 |..CTB
| -62.1 -57.9  -49.0 .XMO
2ND -64.2 -62.5  -50.0 |...2ND

-56.0 -54.4

NOTES: 550 MHz UPGRADE WITH THREE PD LINE EXTENDERS.
FOUR AMPLIFIERS IN CASCADE FROM FIBER NCDE.

EXHIBIT 15
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A UNIQUE CABLE ADVERTISING INTERCONNECT

Norman Weinhouse

Norman Welnhouse Assoclates
Woodland Hills, Californla

ABSTRACT

A partnership venture between several
cable companies is currently implementing
an interconnect for the Greater Los
Angeles Area of Dominant Influence (ADI
in advertising terminology). The system
1s unique, but could be cost effectively
applied to other markets.

The method employed combines existing
technologies in a unigue manner to achieve
the desired end result. QOperation of
the system 1s totally automatic and
requires no manpower from the cable
company affilijates. Available Iinventory
1s shared between the cable company and
the interconnect. This sharing of inven-
tory is flexible. Breaks can be alter-

nated or shared within an avallable time
slot.

INTRODUCTION

The Los Angeles ADI represents a
huge market for televislion advertising.
It 1s estimated that over a billlion
dollars is spent by advertlisers 1n this
market annually. Within this ADI there
are a large number of cable systems of
various size. In the City of Los Angeles
alone, there are 1lU4 separate franchises.
Regional advertisers have been reluctant
to use cable because of this fragmenta-
tion and, in general , cable advertising
has not been done in a professional
manner compared to broadcasters.

Furthermore, this ADI covers an
immense geographical area. Flgure 1
shows the five counties of Los Angeles,
Orange, San Bernardino, Rilverslde and
Ventura. The topography ranges from
extremely high urban population density
to remote desert and rugged mountain
areas. It is obvious that a terrestrilal
interconnect would be extremely expensive
to implement. A solution utillzing the

distance 1nsensitivity of satellites is
employed in this interconnect. The
satellite 1s used sparingly. Only the
spots to be aired are transmitted at off
hours for only a few hours a week, thereby
reducing the cost of transportation.

SYSTEM OVERVIEW

Figure 2 shows how various elements
of the system are connected to form the
interconnect.

A Central Hub station 1s established
as business and control center for the
interconnect. Each affiliated cable
system 1s equipped with a Commercilal
Insertion System (CIS) located at the
cable company head end. This CIS is in
addition to the CIS which may exist to
provide ad insertions by the cable company.
The Central Hub and remote CIS's are
connected by telephone land line. The
interconnect CIS's are equipped with
Record/Player VCR's rather than Play
Only VCR's.
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Figure 2 - Interconnect Overview

The Hub complles a master 1" tape
from spots which are supplied by ad
agencles or the advertisers. Periodically,
as schedule dictates, this master tape
is transmitted by satellite, and recorded
by the remote CIS's. This transmission
and recording session is done at off
hours that doesn't conflict with either
normal satellite programming on that
transponder or with the commerclal inser-
tion schedule. Insertion into the pro-
grams providing availabllities 1is done
automatically on cue 1n the usual manner.
The telephone line(s) are used to down-
load schedules, provide status and
verifications in the recording process,
provide verification of spot play, and a
host of other communications functions.

Initially, four programs for com-
mercial insertion (ESPN, CNN, USA, and
MTV) will be implemented. The system
software can accommodate up to 20 programs.
Additional programs wlll require additional
hardware. The 1initlial hardware is con-
tained in a single rack of equipment.
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SYSTEM DESCRIPTION

Central Hub Facility

The Central Hub contains two major
subsystems. They are: Tape Preparation
and Trafflc and Control. Figure 3 is a
sketch of the equipment layout. Profes-
sional equipment containing the neces-
sary editing, compiling, library, control
and business functions are included. A
high degree of automation 1is employed,
such that 1t 1s expected that only a
single operator will be required, although
multiuser software will allow expansion
1f required.

The Control and Trafficking Sub-
system contains two separate 386 class
computers for each of the functions.
Under normal conditlions, one computer
used for system control and the other
for trafficking function. In case of a
failure in elther computer, the other
one can perform both functions albeilt at
a slower rate. A measure of redundancy
1s thereby obtained.

is
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Figure 4 - Block Diagram, CIS
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The tape Preparation Subsystem will
accept 1" and/or 3/4" spots with either
mono or stereo audlo from advertisers or
agencles and compile a master 1" tape
for subsequent transmission by satellite.
At the present time, the uplink is sep-
arated from the Central Hub, and the
master tape 1s hand carrlied to the uplink
station. The master tape 1is coded with
a header (two minutes maximum) containing
a directory of spots with frame code
informatlion on the location of the spots.
This directory 1s FSK modulated with
error correcting codes on the tape. The
frame code data is a numerical designa-
tion placed in the video vertical interval
at the start and stop frames of each
spot. The frame codes are subsequently
used at the afflliate location for veri-
fication of recording and playback (ailr).

Commercial Insertion System (CIS)

Figure 4 is a functional block
diagram of the Interconnect CIS, and
Figure 5 1s a rack layout sketch. The
VCR's used are the Sony 9600 which have
a number of performance enhancements
over the previous U Matlc machines.

This machine has a faster roll/sync tlme
as well as a faster slew time than earlier
machines. In addition, there are the
following 1improvements:

e Improved video performance (SP)

330 Line horizontal resolution (4.2
MHz response)

46 db (min), S/N~-color

e Improved audlo performance
70 db S/N, using Dolby C encoding -
will be used
2% total harmonic distortion

balanced audio - 600 ohms, 1nput
and output

e Improved wow and flutter
.18% RMS
e Sync 1input
e Frame coding in vertlical interval

The interconnect CIS operates totally
independent of any other CIS which the
cable company may have for local commer-
cial insertion. A protocol 1s established
such that 1f a fallure occurs 1n either
interconnect or local CIS, signal will
revert to the other CIS or to program
video. Program video always has prilority.
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The main functions of the inter-
connect CIS 1s given in the following
description of the recording and playback
process.

Recording Process

The following . sequence of events
describes the recording session of the
interconnect:

e Log of schedule and an approxlimate
time of recording start 1is sent to
all CIS's by land line and entered
into the CIS database.

e CIS's confirm and acknowledge
Record Sequence Command over land
line.

e Cue from satellite feed orders all
machlnes to record mode, rewlnd and
prepare to record.

e Cue from satelllite feed orders
machines to roll.

e Time code or frame code 1n vertlcal
interval contalning log is stored
in CIS memory.

e At concluslion of recording session,
a comparison of the recorded tape
and the database 1s made.

e If a malfunction 1s denoted, a
discrepancy report 1s submitted to
the Hub via the land line.

e Hub has the optlon of re-recording

on a selective basls to those CIS
where a dlscrepancy is noted.

Playback Features

e Unattended playback - U4 channels
(initially), using normal cue from
program.

e Insertion instructions (log) from
Hub are stored 1n Non Volatile
Memory.

e Spot length flexlibility -~ 1 second
to 1 hour.

e No loss of sync.



Sharing of breaks and/or split
alternate breaks with affillate.

Insertion log maintalned as
completed and transmitted to Hub on
demand.

Positive (Frame Accurate) readers
for start/stop run of spots for
verification.

Space for growth
(2 additional channels)

Output Switches

Insertion Control Equipment

Quantity 4, Sony VO 9600

=
oo @‘1
M FE%No0 !

Figure 5 - CIS, Rack Layout

TELEPHONE LINE USE

Telephone llnes play a very lmportant
function 1n the Interconnect, as can be
seen from the description of the recording
sesslon and playback operatlon. After a
careful study, a declslon was made to
use dedicated tle lines between the Hub
and Afflliates rather than dial up lines.
The modems used are smart modems (up to
2,400 baud rate), and use a communica-
tions software package with error
correcting protocols.

SUMMARY

An advertising interconnect which
will inure to the beneflt of the cable
company partners and the cable company
affiliates has been described. Every
attempt has been made to use state-of-
the-art technologies 1in a thoroughly
professional manner 1n the implementation.
This interconnect should get the atten-
tion of advertlsers and agencles who are
accustomed to deallng with broadcasters.
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Agile Modulator Characteristics and Their Effects on CATV Systems

William Woodward

Scientific Atlanta

Over the past few years numerous
video modulators which allow the user to
select thelir output frequency have been
introduced to the CATV market.
Initially these frequency agille
modulators were only used for back up of
fixed channel modulators in CATV
Headends, because they were
significantly more expensive than fixed
channel modulators. With increased
interest in SMATV systems, numerous
inexpensive frequency agile modulators
have been introduced. Some of these
"SMATV"” modulators made thelr way into
CATV applications, which precipitated
the introduction of several cost
effective "CATV Quality" frequency aglle
modulators intended for general Headend
ugse, The CATV operator now has a large
field of modulators to choose from.
While frequency agile modulators offer
numerous advantages, it 1is important to
consider some additional performance
parameters that have not historically
been reflected in the specifications
used to characterize fixed channel
modulators. It is possible for two
modulators to appear to have the same
performance but actually have radically
different performance. To understand
the causes of these differences, it 1s
necessary to understand how the fixed
channel and frequency agile modulator
differ in construction.

Basic Modulator Description

Most fixed channel modulators have
a topology similar to that shown in Fig.
1. The baseband video signal 1is AM VSB
modulated onto a 45.75Mhz carrier in the
IF modulator block. This signal is
typically run through a variable
attenuator which ultimately provides the
output level control. The 45.75Mhz IF
signal 1s then processed in the output
converter where it is hetrodyned in a
mixer with a local oscillator which has
a frequency 45.75Mhz above the desired
output frequency. The output of the
mixer is filtered and amplified to

provide the final output signal.

The vast majority of frequency
aglile modulators have a topology similar
to that shown in Fig. 2, In this system
the IF modulator block is very similar
to the IF modulator block of the fixed
channel system, with the exception that
the level control has been moved to the
output converter block. The reason for
this will be discussed later., The
output from the IF modulator block 1is
then hetrodyned in a mixer with a high
frequency local oscillator (typically
600Mhz to 900Mhz). The mixer product
which 18 the sum of the two signals is
filtered and amplified. This produces a
high frequency second IF signal. From
the output of the upconverter the signal
goes to the downconverter block where it
is hetrodyned with a high frequency
local oscillator which has a tuning
range equal to the modulator output
tuning range. The difference product
produced in the output mixer is the
desired output frequency. Different
channel frequencies are obtained by
changing the downconverter local
oscillator frequency. The signal from
the mixer 1s lowpass filtered, sent
through a variable attenuator and
amplified to produce the modulator
output. Both of these block diagrams
are typical of their type of modulator
and may not exactly describe any
particular modulator on the market.

Since the IF modulator block of the
fixed channel modulator and the
frequency agile modulator are
essentially the same, specifications
which describe the functions of these
blocks for a fixed channel modulator are
generally quite adequate for both types
of modulators. These include
Differential Gain, Differential Phase
and Tilt to name a few, The
specifications which describe the
converter portion of the modulator must
be more detailed for frequency agile
modulators.
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The following output converter
performance parameters will be
considered:

l. Spurious Signals

2. Thermal Noise

3. Phase Noise

Spurious Signals

In the CATV industry it is
generally accepted that all spurious
signals at the output of a piece of
Headend equipment should be at least 60
db below the desired video signal. The
primary sources of spurious signals in
fixed channel modulators are output
converter local oscillator leakage and
2-tone intermodulation between the video
and audio carriers. The primary reason
that these are the only spurious signals
which cause a problem in a fixed channel
modulator is that the output converter
mixer is filtered with a narrowband
filter which removes all other spurious
signals. Filtering these two signals,
however, can be difficult because of the
intermodulation product”s close
proximity to the desired signal and the
high power level of the local oscillator
leakage coming out of the mixer. It
should be noted that these signals
change frequency when the channel
frequency changes and do not combine
with the same spurious signals from
other modulators.

In the case of the frequency agile
modulator the above mentioned spurious
signals are present (they are produced
in the upconverter block of the output
converter), however numerous others may
also be present. Since the
downconverter typically has an output
passband from S50MHz to 550Mhz, any
spurious signals produced in the
downconverter mixer or output amplifier
chain could be present at the output,
This includes harmonics of the desired
signal and numerous mixer products.
Since all of these spurious signals
change frequency as the output changes
frequency, they generally do not fall on
the same frequencies as the spurious
signals from other modulators aund should
not cause a problem if they are 60db
below the desired signal. It is
possible, however, to have spurious
signals in the output which don“t change
frequency as the output frequency
changes. These fixed frequency signals
might, for example, be produced by
microprocessor and frequency syanthesizer

clocks and their harmonics, which fall
into the 50Mhz to 550Mhz band. These
signals can get into the output portion
of the output converter if there is
inadequate signal isolation and
decoupling on the printed circuit boards
and modules which make up the modulator.
Since all of the modulators of a
particular design will have these
spurious signals (if they are present)
at the same frequencies, they will add
together at the headend combiner. These
signals will combine on a power basis so
the following equation will determine
the spurious signal level at the Headend
combiner output:

S=K+10Log(N)

where
N=Total number of Agile Modulators
K=Spurious rejection of one
modulator (dBc)
S=System spurious level (dBc)

As an example consider a modulator
with a fixed frequency spuribus signal
which is -60dBec. If 50 of these
modulators were used in the system the
spurious output at the system output
would be:

=60 +10 log 50 = -43db

This demonstrates that spurious
signals which do not change frequency
when the output frequency of a frequency
agile modulator changes, should be much
less than -60dbc 1f multiple modulators
are to be used., Furthermore, the
acceptable level of these spurious
signals depends on how many frequency
agile modulators are to be used in the
system.

Thermal Noise

The next area where the
specifications which have historically
been used to describe fixed channel
modulators are not adequate 1is the
carrier-to-noise specification. Before
dealing with the specifications
themselves let us first review the
sources of thermal noise in both
modulator types. All active devices add
to the theoretical noise power of a
resistive source which has equal noise
energy at all frequencies. Ideally,
passive filters limit the bandwidth of
these noise sources without adding any
noise of their own and thus reduce the
overall noise output power of the
system.
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In the case of a fixed channel
modulator the last circuit before the
output 1s almost always a narrow
bandpass filter. This filter will
usually limit the bandwidth over which
the modulator contributes nolse to the
system to between 12Mhz and 18Mhz,
Because of this, the single channel
modulator does not make a significant
contribution to system noise in any
channels other than its own output
channel and its adjacent channels,

Unlike the single channel modulator,
the frequency agile modulator has no
narrowband filter in the output
amplifier chain. All of the noise
produced in the amplifiers will be
present at the output. The only
bandwidth limiting occurs 1in the
upconverter., This causes the typical
aglle output converter to have a noise
output spectrum similar to that in Fig,.
3. There are some manufacturers who
have several filters in their down
converters, each of which is wide enough
to pass several channels., A particular
filter is automatically chosen for any
given output channel. This will reduce
the wideband noise output of the
modulator, however this modulator
topology will still have a wideband
nolse output which is greater than the
wideband noise output of a single
channel modulator.

To demonstrate this point consider
the following. The carrier to noise
(C/N) specification 1s defined as the
ratlo of carrier power to noise power in
a 4.2Mhz bandwidth occupied by the video
modulation. 1In reality, the noise
bandwidth of a typical modulator is more
on the order of 18Mhz. The total nolse
contribution from a fixed channel
modulator would be to the channel of
interest and to the two adjacent
channels. From this it can be seen that
the system nolse of a particular channel
would be 3 times the noilse of a single
channel (The noise from the channel
modulator plus the noilse from the
adjacent channel modulators). The
combined Headend output C/N for a system
made up of 50 single channel modulators
with a 60db C/N would be:

C/N(sys)=C/N-10Log(3)

C/N(sys)=60-101log(3)=56db

If a similar system were built with 50
frequency aglile modulators with the same
C/N specification, and 1f the broadband
noise level of these modulators were the
same as their in-band noise level, the
combined Headend output C/N would be:
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C/N(sys)=60-10Log(50)=43dB

However, this is not necessarily the
cagse, since a properly designed
frequency agile modulator will
contribute much less noise as the
frequency spacing from the carrier
increases, Note that such performance
would not be indicated by the C/N
specification which has historically
been used. A simple carrier-to-noise
specification 1s not adequate to
characterize the noise performance of a
frequency agile modulator. Frequency
agile modulators require an in-band C/N
specification and a wide-band
specification which characterizes the
out-of~ channel noise performance of the
modulator.

In addition to having a C/N
specification, which usually implies a
measurement with the output at 1its
maximum level, it 1s important for the
C/N specification not to decrease
significantly as the modulator output
level decreases. This 1s a function of
where the output attenuator 1is placed 1in
the modulator signal path, The closer
the attenuator is to the output ot the
modulator the less the C/N decreases as
the signal level decreases.,

Phase Noise

The third area where fixed channel
modulator specifications are not
adequate to describe frequency agile
modulators is in the phase noise
specification. A phase noise
specification has never been required in
fixed channel modulators because the
local oscillators are generally crystal
oscillators which have very low phase
noise. In the few cases where
synthesized local oscillators are used,
their tuning range 1s small enough and
their operating frequency low enough
that their phase noise 1s quite low.
This might not be the case with
frequency agile modulators.

Phase noise in frequency agile
modulators can be broken into three
categories, oscillator thermal noise,
powerline related noise and reference
sideband noise. Fortunately, the
designs of most televisions make them
tolerant to phase noise. Excessive
phase nolse can however decrease the
video signal-to-nolse ratio, create
audio demodulation and stereo decoding
problems, and make it impossible to use
a synchronous video demodulator to
demodulate the video signal. For these
reasous the phase noilse performance of a



frequency agile modulator should be
considered, with preference being given
to units with the lowest phase noise.

Conclusions

As has been shown here, frequency
agile modulators are a useful piece of
equipment for the CATV Headend, however
before choosing a modulator it is
important to consider the additional
characteristics discussed in this paper.
It has been shown that frequency agile
modulator performance with respect to
these characteristics is especially
important when multiple units are’
operating on the same system.
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ANI AS A PPV ORDERING TOOL

Jefferson Corbett and Glynda Caddell

Business Systems, Inc.

ABSTRACT

The Cable Television Manager searches
for ways to make Pay-Per-View profitable
in his cable system; higher penetration at
a lower cost per order is his dream.
Automatic Number Identification has
answered this call with a easy to use, low
cost, 24 hour a day method for subscriber
ordering. This can reduce the number of
CSR’s and business phone lines needed, and
provide cost effective "impulse"” ordering
without the need for thousands of dollars
of specialized equipment.

INTRODUCTION

I first heard of Automatic Number
Identification (ANI) and its applications
for ordering Pay-Per-View events three
years ago. I was representing Business
Systems, Inc. (BSI) at an Addressability
conference for billing system vendors.
After hours of discussion about ANI and
other PPV ordering methods, the drawbacks
of ANI were obvious to most of us:

v a demanding response time
requirement for the billing
system

¢+ no immediate positive or negative
feedback to the subscriber

¢+ no security from unauthorized use
by children in the home

¢+ no convenient method for
selecting a specific converter

I heard rumors of <cable systems
experimenting with ANI, but good things
rarely make their way into rumors, so what
I heard were the problems, the failures,
of these first tries. BSI held a steady
course in PPV ordering, offering manual
and Audio Response Unit (ARU) methods of
ordering events. Then, last Spring, BSI
agreed to participate in an ANI test with

one of its Cable Television Management
System (CTMS) customers., I was called in

to lead the software development
interfacing with the telephone company
turning phone calls into authorized

converters and line items on cable service
bills.

Remembering every (bad) thing I knew
about how ANI worked for ordering PPV
events, I was not initially excited about
the project. However, with the continuous
addition of newer, faster, cheaper
computers to the product line of Dbigital
Equipment Corporation and the addition of
a new, more efficient programming language
to our development arsenal, the” demanding
response time requirement became less of a
burden. The thing that really got me
excited about ANI as an ordering tool,
however, was that the phone company was
going to allow us to indicate which of two
recorded messages should be given to the
caller.

MULTIPLE MESSAGES

With this new ability, we could then
indicate to a caller who attempted to
order the 5:00 PM movie at 6:30 PM, that
his otder was not being accepted. He
would then be able to check his ordering
instructions, dial the phone number for
the 7:00 PM event which he really wished
to order in the first place, and get a
message indicating that his call was
accepted. The "reject" message would also
be given to those callers:

¢ whose phone number we didn’t
recognize as a valid subscriber,

¢+ who don’t have an addressable
converter in their home, or

¢ who are behind in their payments
(of course).
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By informing the subscriber with a
"reject" recorded message, the hostility
caused when the caller expects to receive
the event is alleviated. Then, when the
problem is corrected, the caller usually
is more likely to order.

ANI IN THE TELEPHONE SWITCHING SYSTEM

A brief description of ANI is probably
overdue at this point. An ANI ordering
system is much like the new enhanced 9-1-1
systems in use in cities and counties
across the country. In this test
configuration, which involves a part of
the city of Atlanta, special equipment is
needed only at one central office where
the Modular Services Node (MSN) is
located. When the number is dialed, the
tandem switch, which connects the
exchanges at the caller’s central office
with the other central offices throughout
Atlanta, "knows" from the three digit
prefix, or exchange number, both the
central office which handles calls with
that prefix and that the number of the
calling party should be sent with the
outgoing call for identification. This
function is not much different from what
happens when any phone call is made,
making special equipment unnecessary in
each central office. Also, since the
dialing of the phone number is the only
subscriber action needed to complete the
transaction, a rotary phone will work as
well as a "tone" phone.

When the call reaches the MSN’s
central office, the tandem switch sends
the call to the MSN, instead of to another
exchange’'s switching equipment as would
happen with a normal phone call. From
here the MSN makes a data packet
containing the caller’s phone number and
the phone number he called and sends it
via 2400 baud modems over a leased line to
the computer at the cable office. The
subscriber phone number database is then
searched for a match with the caller’s
number. If the caller can be identified
as a valid subscriber, the order is taken;
otherwise the reject is logged for later
reporting. The same modem link is used to
inform the MSN that the call may be
completed. The MSN then picks up the
phone (usually before the second ring) and
plays a recorded message and hangs up.
The entire process, from the time the last
digit of the phone number is dialed to
when the MSN hangs up the phone, takes
less than 16 seconds.

SYSTEM TESTING

Since both the telephone company and
BSI were developing new software to
process the calls, six weeks were allotted
for testing the communication between the
MSN and the BSI computer. The first three
weeks and the last were the busiest
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testing days. The first problem
identified was that the wrong type of
leased 1line had been installed. Our

modems both used two wire; four wire had
been set up. While we awaited resolution
of this problem, we tested over dial up
modems between BSI’s office at Greenville,
SC and the telephone company’s development
center. After several days of testing the
transport protocol . (ANSI X3.28-1976) we
had worked most of the obvious bugs out.
We then moved to checking the information
we were passing back and forth. This part
worked well almost immediately. The last
day before we were scheduled to "go live,"
one or two minor glitches were isolated
and corrected. The phone company also
tested our response times under peak
loads. After adjusting the priority of
the ANI handling software, we were easily
within acceptable limits.

The only major outage for the ANI
service came as a result of a late summer
thunderstorm, which blew an asynchronous
communications port which was connected to
the Scientific-Atlanta Addressable
Transmitter (ATX), the communications port
of that ATX, the phone company’s four-wire
to two-wire converter on the cable
company’s end and half the power in the
cable office. The ANI system was up
within a day, after the phone company
checked out and repaired their equipment
and a spare ATX was put in place until the
damaged one could be repaired.

ORDERING DETERMINATION

The ANI system determines what the
subscriber wishes to order by the dialed
phone number. In the numbering scheme
designed by the cable company, a block of
twenty phone numbers was reserved for each
of two pay-per-view channels. The
fourth and fifth digits matched the
channel number (i.e. 340-53xx for channel
53 and 340-54xx for channel 54). The
first three digits were determined by the
phone company to indicate the exchange
number . The final two digits indicated
the particular showing time. Using this
method it is possible to order an event
several hours 1in advance. It is also
possible to order the event after it has
started. The cable system defined limit
for ordering, after the event begins, is
thirty minutes.

THROUGHPUT

In this configuration, sixteen trunk
lines have been dedicated to the service,
allowing sixteen simultaneous calls. Each
call takes sixteen seconds allowing for an
average throughput of 1 call per second.
Using the number and length of messages
required to compl