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Abstract

Today's Hybrid Fiber Coax (HFC) cable
plants provide a cost effective infrastructure
for delivery of video, voice and Internet data
services to residential customers. Consumers
expect Multi-System Operators (MSOs) to
continue providing more content and
innovative services at competitive prices.
What types of service changes are likely to
occur over the next 10 years? What are the
implications of increased  bandwidth
consumption to the delivery network? Does
Hybrid Fiber Coax (HFC) meet the capacity
and future service needs and when do we need
Fiber-to-the-Home (FTTH)? What are the
value propositions for average consumers?
Wil there be a “killer app?” How many
broadcast channels do we really need, can
afford to deliver and can pay to produce?
Who wants High-Definition Television

(HDTV)?

The answer s to these related questions depend
not only on technological advances that
change economics, but also on consumer
expectations and adaptation to new
technology. This paper takes a macroscopic
approach to estimating demand changes in
the following categories:

Analog broadcast

Digital video broadcast
HDTV broadcast
Video-on-Demand (VOD)
|P data and services

IP Telephony

A team of Motorola product engineers,
applied researchers and marketing staff
developed a forecast to better understand

requirements and timing for next generation
products. As with all attempts to predict the
future, there are dimensions of uncertainty.
However, the alternative is to march ahead
without any vision of future needs. Industry
analyst predictions were useful, but none put
the pieces together from a bandwidth
per spective. MSOs in North America,
Europe and Latin America were consulted for
plans and expectations. The forecast was
updated and conclusions are presented here.

The bandwidth forecast categories are
aggregated to determine RF bandwidth
required on HFC nodes.  This leads to a
possible  scenario for HFC  node
segmentations over the next 10 years.

INTRODUCTION

This paper examines the current state of
CATV and broadband services to the home
and offers an opinion on changes considered
likely to occur over the next 10 years. The
primary focus is on the center of the mass
market in North America, with some
commentary on other regions of the world.

Consumer Adoption of Technology

Before jumping into the forecast, it is helpful
to consider, some historical perspectives. We
have had over 50 years to develop the TV
viewing habits which are engrained in our
society. Probe Research' analyzed the
household adoption of various consumer
devices and services. The VCR took about 6
years from introduction to early adopter
takeoff and then 10 years before adoption by
the late majority. Premium cable service
took 12 years from early adopter takeoff to



late majority. Some products and services
take a generation to become mainstream. The
bellwether group is younger consumers,
because they are aways first to accept new
technology. For example, the shortest
adoption cycles in the Probe Research' study
were for two generations of game machines
which were targeted at children and teenagers.
These each took 4 years from early adopter
takeoff to late majority adoption.

FORECASTSBY BANDWIDTH
CATEGORY

The bandwidth needs for the major services
delivered over cable were considered and a
most likely forecast scenario for the next 10
years was devel oped

Note that, this paper is deliberately colloquial
init's use of the term “bandwidth.” In some
cases it literally means usage of RF spectrum
in the CATV plant. In others, “digita
transport capacity” or “bit rate” might be more
precise.

Analoqg Broadcast

At the close of year 2001 76% of US cable
plants had a bandwidth of 750 MHz or greater
and typically provided 80 channels of analog
TV2. Analog broadcast service is projected to
remain largely unchanged over the next 10
years. This is largely because there are
approximately 267 million TV setsin the US,
most of which are cable ready and still will be
working in 10 years. Without a driving need
to reclaim bandwidth, MSOs are likely to add
new services in spectrum above 550 MHz.

Although not necessarily to reclaim spectrum,
some migration of analog programming to
digital is expected by year 2006. Analog
scrambled programs are good candidates,
since digital cable provides better security and
obviates the need for two access control

systems. In a typica network, 14 analog
channels are expected to migrate to digital,
reducing the analog spectrum required from
about 500 MHz to 400 MHz by year 2006.

Digital video broadcast

Digital video cable is currently in the mass
adoption phase. By the end of year 2001
approximately 18 million digital cable set-top
boxes were in use by US subscribers.
Systems offering digital video had between 3
and 12 digital Quadrature Amplitude
Modulation (QAM) carriers; typical systems
had 10. Each QAM carrier provides about 8
to 10 video programs, resulting in 80 to 100
digital channels on a typical system. With
VOD services emerging (discussed later) and
the cable modems competing for consumers
free time, it is hard to see a case for the
addition of many new broadcast channels. A
net gain of 36 additional programsis expected
over the next 10 years. Some may be unique
cable content and some will be digital cable
versons of local DTV broadcast that
operators opt to carry. Four additiona QAM
carriers will be added to cable plants, bringing
the total number carrying Standard Definition
(SD) content (including migration from
analog broadcast) to 16 by year 2011.

Interactive TV still coming?

With an installed base of 18 million digital
subscribers the business case for interactive
TV applications is becoming interesting,
despite past industry disappointments.
Complicated business relationships and
conflicting priorities may have been part of
the problem, but the size of the addressable
market was a likely factor. Consumer interest
in interactive TV exists as evidenced by a
growing number of consumers interacting
with TV programs using PCs. Beyond our 10-
year period, 2-way interactive broadcast
content could be the salvation of broadcast



services in a world that is otherwise evolving
to total content-on-demand.

From a bandwidth perspective, set-top boxes
share the 5 MHz — 40 MHz return spectrum
with Data Over Cable System Interface
Specification (DOCSIS) cable modems.
DOCSIS upstream channels typically avoid
the band below 20 MHz to avoid ingress noise
and to avoid conflicts with other uses (e.g. set-
tops and plant monitoring equipment). Most
first-generation set-tops are capable of
providing real time interactivity using a 256
kbps return modem in the 8 to 15 MHz band.
Currently, most set-top return modems are
used only for collecting monthly PPV
purchases, but they have the potentia to do
much more. For example using a simple
contention protocol with a conservative 10%
channel loading, each set-top return channel
supports 54 interactive packets per second
(payload = 53 bytes). With a channel spacing
of 192 kHz, 36 channels are available in the 8
MHz to 15 MHz band, yielding a system
capacity of 2,000 interactive packets per
second. Both subscriber equipment and
sufficient bandwidth are available for real
time TV-based interactivity. Successful
interactive based businesses are expected to
develop involving MSOs and third party
application providers.

HDTV broadcast

Broadcasters debuted HDTV in the US in
1998. Consumer adoption of HDTV sets has
been slow. Broadcasters offer relatively little
of their programming in HD format. HDTV
enthusiasts in the US have bought
approximately two million HDTVs. The take
off point for mass adoption of consumer
devices has historically occurred between
10% and 25% adoption'. Given there are
about 106 million US TV households, HDTV
penetration would have to reach at least 11
million units before adoption take off is

anticipated. The first barrier is the value
proposition. Is the picture quality worth the
price of an HDTV? How many consumers
viewing a 42 inch screen at normal distances
can discern the improvement in HDTV quality
relative to DVD or MPEG 2 SD quality? The
second issue is scarcity of HD content. DBS
and cable MSOs are beginning to address this
issue, but only a small fraction of programs
are in HD format. D-VHS digital videotape
players have recently been introduced at a
retail cost of $2000.

In March of 2001, the FCC clarified “Must
Carry” rules for digital TV and limited the
M SO liability to one “primary video” for each
local station. Liabilities aside, some operators
have begun to offer HDTV to the enthusiasts
on their systems. Rather than carry one HD
program using VSB in a6 MHz channel, most
operators are choosing to provide two
programs in a single 256 QAM carrier. Since
most HDTVs have separate tuners and
displays, the cable and broadcast modulation
formats can be accommodated by having a
decoder for each.

Although mass adoption is not expected in the
next few years, increasing amounts of HD
content are expected to appear on cable. With
two HDTV programs per carrier, systems will
begin carrying 4 to 6 HDTV video programs
thisyear. By year 2011, 16 HDTV channels
are forecast. The bulk of content will
continue to be delivered in SD resolution and
channels may even alternate between HD and
SD for different programs.

Video-on-Demand (VOD)

Every year for the last few years, VOD
seemed poised to put video rental shops out of
business. The economics have been proven
and deployments are growing, but
infrastructure upgrades have taken time and
are ongoing. At the start of Year 2002,



operators had launched or planned to launch
VOD (commercially or in trials) in almost 90
markets’.  The Time Warner trid of
“Subscription  HBO” demonstrated strong
consumer interest and willingness to pay
$9.95 a month for the feature®. Subscription
VOD provides the capability to pause, resume
and rewind broadcast programs. It offers a
selection of past programs that can be viewed
at the consumer’ s convenience.

VOD has much more potential than just
replacing the video store.  Extrapolating
subscription models further, MSOs could
offer server based Personal Video Recording
(PVR) capability. As VOD services gain
popularity, MSOs will experiment and
identify consumer interest and associated
usage patterns to determine which can cost
effectively be offered. HDTV VOD might be
an interesting proposition. Early HDTV
adopters are good candidates for higher priced
VOD content.

The estimate of cable plant bandwidth for
VOD begins with the take rate of digital
subscribers. At the end of year 2002 digital
penetrated approximately 17% of HP.
Kagan's 2001 annual growth forecast* shows
digital cable penetration growing to 63% by
year 2011. The estimate of simultaneous use
during peak hoursis 5 % today and forecast to
increase to 9 % by year 2011. Combining
take rate, simultaneous use and program
bandwidth (4 Mbps per program) the
bandwidth required per HP is calculated. The
assumption is that 100% of digital subscribers
are provided VOD service. This may not be
the case, but it yields sufficient bandwidth for
some likely scenarios. If, for instance, only
50% of digital subscribers take VOD, then the
simultaneous use could double to 18 % and
we end up with the same aggregate bandwidth
demand.

Internet Access

Internet Access is defined to cover “Best
Effort” transport of IP packets between a
subscriber and Internet Service Provider (1SP).
The ISP service could be provided by the
cable MSO or by a third party ISP with the
M SO providing only access transport services.
This is the broadest category and most
difficult to forecast because of endless
possibilities for new applications. Before
talking about growth in user demand, it is
necessary to define a starting point. A model
bandwidth profile is established that typifies
data link performance necessary to user to
“satisfy” current users.

Users key expectations of the broadband
Internet are low latency in delivery of web
pages and downloads, rapid updates in games
and seamless delivery of streaming content.
They aso expect “aways on” service. There
is no clear consensus as to the data rate that
defines broadband. US MSOs typically limit
downstream data rates at 2 Mbsp and
upstream at 384 kbps. Customers of those
MSOs who do not rate limit can experience 5
Mbps or more. In contrast a large MSO in
the United Kingdom offers two levels of
service, 128 kbps and 512 kbps. Some
believe aways-on is the key attraction for
English consumers and a data rate of 128 kbps
is satisfactory.

Consumer cable Internet access is offered as a
“Best Effort” service, usualy with rate limits.
Some MSOs service agreements prohibit
certain uses such as web server hosting and
Virtual Private Networks (VPNs). The vast
majority of DOCSIS packets are presently
attributable to web surfing. Audio sharingisa
significant component of the traffic mix on
some systems, with peer-to-peer applications
like Morpheus replacing Napster. Email and
chat are popular, but messages are too small to



significantly affect the overall bandwidth
consumption.

Capacity planning for Internet Access services
is more complex than that required for
broadcast services. Usage is driven by user
demand on an instantaneous basis, rather than
by a more-or-less constant rate stream of
content.  Usage demand is bursty, and
accurate traffic models of traffic are extremely
complex. Interactions between network
dynamics and the Transmission Control
Protocol’s (TCP's) congestion  control
algorithms affect both network utilization and
subscriber-perceived  performance. One
cannot even talk about “bits per second”
without asking “measured over how long a
period?” Fortunately, crude approximations
are good enough for our purposes.

Actual cable modem usage data was difficult
to come by. What information was available
varied considerably over time and by MSO.
The most common provisioning practice
seems to be a gross average. The total usable
system capacity is ssimply divided by a target
average capacity per provisioned modem to
determine the maximum number of modems
on asegment.  Operators seem to set target
capacity per modem by some combination of
rules-of-thumb, customer satisfaction
indicators and measurements.

It is estimated that YE 2001 a provisioned
gross average hit rate of 21 kbps per
subscriber was needed to achieve subscriber
satisfaction. For example, DOCSIS with 256
QAM modulation in the downstream provides
a data rate of approximately 38 Mbps
(ignoring  overhead). In typica traffic
engineering practice, links are provisioned so
as to be loaded to 50% of their raw capacity
(as averaged over the busiest 15 minute
interval of the day); this yields 19 Mbps
usable capacity on a DOCSIS downstream
carrier. This can be divided by 21 kbps per

modem to support approximately 900
modems. If take rate for cable modems is
10% of HP, a single downstream carrier could
support nodes totaling 9000 HP. Many
systems have been provisioned at
approximately this capacity.

For bursty traffic, gross averages are
somewhat misleading in provisioning and
measurement. From the consumer’s
perspective, the broadband experience is
defined by the approximate peak data rate
seen by a receiver during a burst (taking into
account TCP congestion control, buffering in
the network and packet loss). This makes
peak data rate at busy hour a good target
service objective.  Since service economics
depend upon large statistical gains, a smple
on-off traffic model is employed as an
approximation, and duty cycle (on/off ratio) is
used for a provisioning metric. Capacity is
provisioned as the usable system capacity
divided by product of number of modems,
estimated percentage of active users at busy
hour, target peak rate and duty cycle. For
purposes of this model, it is estimated that at
YE 2001, 50% of subscribers are active at
busy hour, with a 3.5% duty cycle, and that a
satisfactory broadband experience requires a
peak rate of about 1.2 Mbps. Fortunately, the
long term average model is convertible to the
peak burst model by dividing the average
provisioned capacity by the product of busy
hour percent active and duty cycle. Thus, in
terms of our YE 2001 estimates, 21 kbps/(0.5
activity ratio * 0.035 duty cycle) = 1.2 Mbps.

In trying to forecast per-subscriber usage
growth, trends in various applications were
considered. For example, increases have
been noted in streaming media objects in web
pages, “post-Napster” peer-to-peer file
exchange applications like Morpheus,
broadband multiplayer games on the X-Box
and (starting in the summer) Playstation 2,
consumer-to-consumer exchange of digital



video clips and snapshots. Distributed
computing programs such as Search for the
Extraterrestrial  (SETI) encourage users to
donate CPU power and bandwidth when they
are not using their computers. This blurs the
lines between active and in-active users. Chat
programs are moving to offer audio and video
clips that would boost the size of a message
by at least a couple of orders of magnitude.
Other trends suggest more web based
applications and web based persona data
storage.

That said, it was rapidly realized that by
looking for “killer apps’, one could not see
the forest for the trees. The real power of the
Internet is in providing a communications
substrate that enables innovation and rapid
deployment of new and previousy
unimagined applications that in themselves
become “killer apps’. None of us truly has
the prescience either to pick winners and
losers among the applications that are now
emerging, or to predict the emergence and
traffic characteristics of applications that have
yet to emerge.

Instead, our forecast extrapolates from
historical experience in the Internet® and from
Moore's law in allied technologies such as
microprocessor computing power and memory
density. This leads to an exponential growth
model (or, to be more accurate, a logistical
growth model which is indistinguishable from
exponential growth in the near term). The 10-
year forecast, therefore is for consumption to
grow at 50% per year. Specifically, peak rate
grows at 25% per year, and duty cycle at 20%
per year. In practice, actual growth is not
expected to be closdly fitted to these growth
curves, but it is expected to be a good fit over
time with appropriate smoothing. Thus, by
YE 2011, average active users will demand a
peak rate of 11 Mbps, and a duty cycle of
22%.

As for upstream from the home to the
network, the peak rate is expected to increase
from 200 kbps to about 3.2 Mbps in year
2011. Average upstream consumption
increases from 7 kbps to 700 kbps. Upstream
bandwidth increases more than downstream
due to the expectation that rate asymmetry
(the ratio of downstream to upstream rates)
will decrease from 6:1 to 3.5:1.

Technology savvy users will seek to push the
envelope of what can be done with their
broadband connections. Such subscribers can
create a “tragedy of the commons’ by taking
unfair shares of the system capacity and
ruining the broadband experience for others.
MSOs can treat this as a threat, and put
service agreement restrictions and
mechanisms in place to keep problematic
applications out of the  network.
Alternatively, they can treat it as an
opportunity and put tiered service agreements
and mechanisms in place to maximize total
subscriber satisfaction and revenue. DOCSIS
1.1 and PacketCable offer architectures and
protocols needed to coordinate QoS
mechanisms for dynamic and provisioned
service flows. However, the specific
mechanisms are, to the extent possible, left to
implementers. Even for “Best Effort” service,
stronger or weaker CMTS implementations
can greatly affect fairness and performance,
both as seen by individual users and as seen
by the MSO. Advanced CMTS features such
as per flow queuing, longest queue push-out,
hierarchical scheduling with rate guarantees,
and fine-grained flow classification can ensure
fairness and isolation of service flowswithin a
service class, performance to service level
agreements and performance of delay
sensitive applications.

Considering al the forces at work, consumers
will demand and broadband providers will
have to deliver more bandwidth per user each



year. With broadband service prices relatively
flat, technology and economics need to
continue to drive cost per bit down, thus
keeping the business healthy.

Streaming high quality |P audio and video

Leveraging the QoS capabilities of DOCSIS
1.1, MSOs are uniquely positioned to offer
high quality subscription audio and video
streaming services. Thereis a segment of the
population that is happy to listen to audio and
watch video on their PC, but mass-market
penetration of streaming will likely wait until
solutions are in place to move the content into
the entertainment center and other places
within the home. Lacking solid QoS
guarantees, entertainment quality video and
audio cannot be delivered reliably enough to
satisfy paying consumers.

Streaming audio bandwidth demands are
modest (see service example in the next
section) for DOCSIS downstream data rates
and devices exist to move the audio from a PC
to where consumers want to listen.  For
example, Motorola offers a wireless product
called SimpleFi that links the PC to home
stereo systems. A transmitter unit plugs into
the USB connector of a computer and
transmits streaming audio over a 2.4 GHz
link. A user-friendly device with a IR remote
control connects to RCA jacks on a stereo
amplifier. A menu alows user to select
between streamed Internet audio and stored
personal audio fileson their PC.

Hi QoS Audio Streaming

As an example bandwidth demand scenario,
assume that 128 kbps is sufficient for high
quality audio. Most people find that MP3
encoding at 128 kbps has acceptable sound
quality.  One could argue for a higher or
lower data rate, but audio codecs are till
improving, and it is unlikely that 128 kbps

will be too low a rate in the future®. For
provisioning estimates, assume the service is
rolled out in year 2002 with a take rate of 2%
HP. A successful service might grow to a
saturation penetration of 20% HP by 2005.
Assume the extreme case where each
subscriber stream is on 100% of the time,
hence maximum plant bandwidth requirement
is 128 kbps x 20% take = 25.6 kbps/HP.

VOD over IP

VOD can be streamed over the Internet using
IP and DOCSIS, but end-to-end QoS
mechanisms are required to support
continuous data rates in the range of 2 Mbps
to 4 Mbps. At these rates, audio and video
quality is competitive to that offered over
MPEG 2 multi-program transport streams to
set-top boxes.

The previous section on VOD forecasted
VOD bandwidth and accounts for both
delivery methods. The number of viewers in
the home is the same regardless of the video
delivery method. Some VOD service will
likely migrate to IP delivery, but there are too
many uncertain factors to predict how much
and when.

PC based multimedia decoders (Windows
Media Player, ReaPlayer, QuickTime, and
ultimately MPEG4) are widely used to deliver
low resolution, low rate VOD over “Best
Effort” Internet access service. The Internet
Access forecast accounts for this type of
VOD.

|P Telephony

Plans to rollout IP telephony in North
America stalled as the economy faltered mid
year 2000. PacketCable has had time to refine
standards and equipment manufactures have
had time to test and mature designs. Rollouts
of IP telephony are expected to begin



gradualy late this year. Where offered, IP
telephony is estimated to grow from a 2%
penetration in year 2002 to about a 30% HP
penetration by year 2011. Subscribers are
expected to purchase an average of 1.5 IP
telephony lines initially tending toward 2.0 in
the later years. Penetration estimates take into
account the likelihood that Voice-over-DSL
will emerge as a second line telephony
competitor to cable, and also take into account
substitution competition from cell phones.
The forecast for an eventual 30% penetration,
assumes that MSOs will offer price
competitive service.

For calculating bandwidth, a data rate of 100
kbps full duplex per call is assumed. The
short packet size required to minimize voice
latency adds considerable DOCSIS overhead.
This assumption may be dlightly low if only
G.711 (64 kbps PCM CODEC) is deployed,
but high if any other CODECs allowed by
PacketCable are used. Typica traffic
engineering practice allocates 0.1375 Erlangs
per residential subscriber line and allocates
enough trunks to ensure a call blocking
probability a less than 1%. In populations of
60 to 150 lines, the number of required trunks
can be approximated as 20% the number of
lines. The node segmentation model
(described later) tends to maintain the number
of lines within this range. These assumptions
allow comparison of telephony bandwidth
requirements to other data service components
on aHP basis.

SUMMING THE BANDWIDTH DEMANDS

In the next sections demands for IP delivered
data and VOD are totaled. The aggregate
amount determines node size. The average
user consumption is multiplied by projected
take rates to normalize data requirements to
bits per home passed (HP). A user demand
driven node segmentation example is
presented.

Downstream to the home

The four downstream components that are
destined for individual subscribers are:

* Internet Access

* Hi-QoS Audio Streaming
* [P Telephony

* VOD.

The graph in Figure 1 provides a sense of the
growth in bandwidth demand. Thisresultisa
combination of increased per-user
consumption and a growth in user population.
Note that VOD is a significant factor in the
near term, but levels out and eventually
Internet Access dominates. Hi-QoS Audio
and IP telephony are never relatively
significant components because by the time
subscriber take rates become significantly
large, VOD and Internet Access have grown
much larger. Figure 2 zooms in on the
forecast out to Year 2006 and highlights the
VOD growth in the near term. Figure 3 takes
out VOD to better show the relative growth in
data components delivered over IP. Note that
in figure 3 the starting point for Internet
Accessis 4.2 kbps per HP.

Upstream from the Home

Upstream demand from the home has two
components, IP Telephony and Internet
Access. The graph in figure 4 shows the
growth in demand. Note that upstream data
grows even faster than downstream due to the
trend toward more symmetrical applications
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HFC node segmentation example

HFC cable plants deliver optical signals to
“nodes’, where signals are converted to radio
frequencies (RF) and delivered to residences
over coax. A tree and branch structure of
two-way amplifies and splitters strives to
provide each customer with a consistent signal
quality. This tree structure also functions to
collect upstream data transmitted back from
each residence to the headend. The challenge
for upstream operation is to overcome the
ingress noise that gets funneled up the tree
structure from every extremity.  Noise is
reduced as node size is reduced. Asnode size
is reduced, DOCSIS cable modems can
operate at higher symbol rates and higher
order modulations. The chart below is a
guideline that can be used to determine the
upstream aggregate data rate capacity based
on node size.

Node Size Carrier BW | Modulation Number Throughput
Homes (MHz) Carriers (Mbps)
Passed

2000 1.6 QPSK 8 20
500 3.2 QPSK 8 40
125 3.2 16 QAM 8 80

Using this guideline with the forecast a
scenario was devel oped for node segmentation
driven by upstream traffic demand. The graph
in figure 5 shows a system beginning with a
2000 Home Passed (HP) node and the actual
number of HPs that could be supported based
on upstream traffic demand. Before the “max
node size” curve drops below the number of
HPs on the segment, the node is segmented
into 4 smaller nodes. The“DS carriers’ graph
in figure 5 shows the number of downstream
DOCSIS cariers that are needed to
complement the upstream traffic. In year
2003, the 2000 HP node is segmented to 500
HP in both forward and reverse directions. In
year 2007 only the reverse direction is
segmented from 500 HP to 125 HP. By

choosing to leave the downstream node size at
500 HP, more cariers are required but
equipment cost is saved. This configuration
supports  expected traffic  requirements
through year 2011.

THE TOTAL PLANT BANDWIDTH
PICTURE

Combining broadcast and non-broadcast
components an overall bandwidth loading
picture was developed. Based on node size
the aggregate requirements for non-broadcast
traffic is caculated and fit into an integer
number of 6 MHz QAM carriers. The cable
plant spectrum usage chart in Figure 6 shows
how the requirements stack up. It can be see
there is spare capacity in HFC plants built out
to at least 750 MHz. Although the primary
factor driving node size is upstream data, the
downstream is segmented simultaneously
from 2000 HP to 500 HP. Note figure 6
shows a reduction for DOCSIS and VOD, but
subscriber demand is actualy increasing.
Downstream carriers are added to satisfy
downstream demand through year 2011.

A likely scenario has been presented for the
typical advanced cable plant. It should be
noted that upscale neighborhoods could easily
demand much higher amounts of non-
broadcast components. Some North
American nodes are reported to have had
cable modem take rates in excess of 50% HP.
Also, there are systems that would like to
provide more broadcast channels. Needs
include serving multi-lingual and ethnic
populations with international programming
and lots of HDTV, eventuadly. 870 MHz
plants offer significantly more bandwidth
insurance for unplanned demand than 750
MHz. The top of the Figure 6 stops at 870
MHz to provide a relative picture of spare
capacity. Current prices for 870 MHz node
equipment are a small premium over 750
MHz, hence, asmall price for insurance.
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Everything-on-Demand — An  Extreme

Fiber to the Home (FTTH)

Bandwidth Demand Example

Suppose an MSO wanted to offer all content
“on-demand” plus maintain basic analog TV
services. A quick calculation will show how
this is till possible with a 750 MHz plant!
Assume a nominal 500 HP node for the
example and that 60% take everything-on-
demand service. This is 300 subscribers.
With an estimate 2.5 TV sets per home, at
most 300 x 2.5= 750 individua streams are
required for non-blocking service. The actual
number required would be lower due to
statistical gains. Dividing by 9 programs per
digital carrier we determine that 84 channels
are required. The band from 50 to 750 MHz
supports (112) 6 MHz channels. Allocating 2
channels for DOCSIS downstream carriers
still leaves 26 channels for basic analog
service.

In this scenario al digital video content is
delivered in 4 Mbps MPEG program streams
to each TV. The headend provides broadcast
programs either through digital switching or
through the VOD server. All digital users
have the option of watching live programs or
pausing and replaying with an arbitrary time
shift. They can choose from a library of
stored content that may be included in a
subscription or purchase on demand.

It has been shown HFC bandwidth is
sufficient for this service. The rea questions
are how much the remaining infrastructure to
support such services will cost and whether
consumers are ready and willing to pay
enough to justify those costs. The headend
equipment would be very different and more
complex than today’s broadcast equipment.
Emerging VOD offerings and PVRs will
should begin to whet consumers appetite for
this type of service.

Beyond year 2011 MSOs will have to decide
between pushing HFC capacity further or re-
trenching to bring fiber to the home. Capital
costs for FTTH are expected to become
competitive for green fields deployments well
with the 10 year forecast period. Fiber cable
costs are competitive with coax today. Tools
and techniqgues are improving that
dramatically reduce the time to make splices.
The biggest cost hurdle is the residential and
field opto-electronics and the headend
infrastructure. If analog TV is to be
delivered in addition to digital services, the
optics cost is higher for both plant and
residential equipment. If only digital
television is delivered, then set-tops are
required for all TVs and an infrastructure like
that described in the everything-on-demand
scenario is required. It is not clear which of
these options will be optimum, but it seems
that voice, video and data services are needed
to recover costs of building FTTH. FTTH is
considered the “end game” since it offers
enormous bandwidth to the home. The fiber
itself is expected to last over 40 years, and
more capacity requires only headend and
subscriber equipment upgrades. Fiber-to-the-
curb or fiber-to-the-building (FTTB) for
multi-dwelling housing units offers an
intermediate more cost effective step towards
FTTH. FTTB solutions are expected to be
cost competitive in the next few years.

International comparisons to North America

Penetration of Direct-to-Home (DTH) satellite
video services in Europe is much higher than
in North America but digital cable lags.
Europe is impossible to completely generalize
as dituations vary greatly from country to
country. From a recent, but limited sampling
of European operators it was noted most are
just beginning to upgrade plants beyond 550
MHz and deploying RF return capability.



Anaog offerings are often less than 40
channels (as compared with 80 in typical US
systems). Thereisinterest in moving toward
digital cable TV, but little interest in HDTV.
Some believe that because PAL & SECAM
offer superior resolution to NTSC, HDTV is
less necessary. Services using Euro-DOCSIS
are expected to expand, but deployments will
be paced by plant upgrades

South America tends to have limited analog
content and one-way plants of less than 550
MHz. Little change is expected in the near
term due to limited capital for upgrades.

Asia-Pacific with the exception of a few
countries tends to lag in al dimensions of
service offerings.  South Korea is one
exception where cable modems and DSL are
highly penetrated. Japan is planning
aggressive deployments of fiber, but the
economic model seems unclear.

Conclusion

The first 50 years of cable were about
providing more signals and better picture
quality. The next 50 will be about data
services. In 10 years the number of bits
pouring into the home will be over 50 times
the amount delivered today. Rich interactive
multimedia video will be commonplace.
HDTV will succeed as one of the many
services. Telephony will become a rounding
error in the traffic analysis. This growth has
been shown to be easly supported by
continuous upgrades to the HFC
infrastructure. Capacity estimates are
conservative based on current technology.
Much more can be squeezed out of HFC, if
and when needed.  The critical issue for
MSOs will be monitoring usage and keeping
ahead with provisioning. A good
understanding of what users are doing and
how the applications consume bandwidth is
essential to anticipating changes in demand.

Evolving to more sophisticated service
metering will ensure customer satisfaction and
QoS based services present a wedth of
revenue opportunities.

MSOs will continually be faced with capital
investment trade-offs between infrastructure
upgrade costs vs. how much excess capacity
to install. The node segmentation example
divides nodes by four in years 2003 and 2007.
Smaller divisions would result in more
frequent upgrades, higher labor cost and more
disruptions.  Larger divisions would incur
larger spending and excess capacity would
represent a waste of capital employed.
Legacy equipment will tend to make upgrade
trade-offs more complex and optimum timing
will vary. It is hoped that this forecast is
helpful to long term planners.

Fiber optic technology is expected to advance
at arapid rate. Breakthroughs in performance
and manufacturing cost are potentialy
disruptive to the scenario presented. If end-to-
end costs for delivering bits over the Internet
were to drop dramaticaly and Internet
backbone latency and packet loss were
considerably reduced an entirely new set of
bandwidth  intensive  applications and
businesses could emerge. With delivery costs
tending toward distance insensitivity,
independent businesses could cost effectively
serve a geography disperse customer base.
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ABSTRACT

CableLabs released the CableHome 1.0
specifications to home networking device
vendorsand to the general publicin April 2002.
The specification standardizes a suite of
residential gateway functions enabling cable
operators to deliver managed broadband
services to their high-speed data service
subscribers over the subscribers' home
networ ks. Thispaper introducesthe CableHome
initiative at CablelLabs and the Portal Services
(PS) Element as a foundation, and then
discusses component functions of the PS
Element in terms of setup and configuration,
and alternatives for operation. Each cable
operator will have the opportunity to configure
CableHome-compliant devices in a manner
consistent with itsbusiness obyjectives. Although
many of the options provided by the CableHome
1.0 specifications are described, specific
configuration details are beyond the scope of
this paper.

OVERVIEW

| ntroduction to CableHome

CableHome is an initiative undertaken by
Cablel abs at the direction of its member cable
television companies to develop an
infrastructure enabling cable operators to
extend high-quality, managed, value-added
broadband servicesto subscribersin their homes
in a fashion that is as convenient as possible
for the subscribers. The CableHome 1.0
specifications are a set of functional and

messaging interface requirements describing
cable-industry standard methods for
implementing address acquisition, device
configuration, device management, network
address translation, event reporting, remote
diagnostic procedures, secure software
download, firewall monitoring and policy file
download, as well as other functions in a
residential gateway device or element
connecting networked devices. These devices
are located in a subscriber's home and are
connected to the Internet through a DOCSIS
cable modem and a cable operator's hybrid-
fiber coaxial (HFC) network. Figure Lillustrates
anumber of key CableHome network elements
and concepts, which are described below.
CableHome 1.0 specificationsintroduce and use
concepts of Wide Area Network (WAN) (cable
network) and home Local AreaNetwork (LAN)
address realms, translated (LAN-Trans) and
non-translated (LAN-Pass) address realms
within the home LAN, IP addresses intended
to be used for management traffic (WAN-Man
IP) or for user/application data traffic (WAN-
DatalP), and Embedded (with a cable modem)
versus stand-alone residential gateway
functions. The specifications refer to LAN IP
Devices, which are the elements connected to a
subscriber's home network communicating
using the TCP/IP protocol suite. The
specifications a so define aPortal Services (PS)
Element, which is a collection of functions
providing the capabilitieslisted in the previous
paragraph between the WAN and LAN reams,
serving networked devices in the translated
address realm in the home, and providing
management capabilities for monitoring and
configuring the various functions of the PS.
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CableHome functions, in the form of the
PS, always operate in conjunction with
DOCSIS functionality. The PS functions may
reside within the same physical device as the
DOCSIS functionality (Embedded PS) or in a
separate device (Stand-alone PS). In al cases,
CableHome identifies the Home Access (HA)
Device as the collection of DOCSIS and
CableHome functionality that connects the
Cable Network to the Home Network.

The CableHome Domain is the extent of
the WAN and LAN networks which carry
CableHome messaging and includes devices
that implement CableHome functionality.
CableHome extends DOCSIS functionality
further to the edge of the cable network and
provides a set of tools the cable operator can
use to better support hisor her high-speed data
subscribers. In the following sections, the PS
Element is described to the next level of detail.

Portal Services Element

The CableHome 1.0 PS Element is a
collection of eight functions intended for
implementationin aresidential gateway device
with abroadband connection throughaDOCSIS

cable modem. The PS supports multiple 1P
clients in the home, and gives them controlled
accessto thenternet viathe cable modem's CPE
interface. Most of the PS functions are similar
to functions implemented in residential
gateway products in the market today, with
additional featuresto enable cable operatorsto
provide quality, managed, value-added service
to their high-speed data service subscribers.

Seven of the eight CableHome PSfunctions
arereferred to asportalssincethey link the cable
operator'sWAN to the subscriber'shome LAN.
The CableHome Portal functions are listed
below:

1) CableHome Dynamic Host Configuration
Protocol (DHCP) Portal (CDP):

Provides network addressinformation functions
including a server for the networked elements
in asubscriber's home.

2) CableHome Address Portal (CAP):
Interconnects the WAN and LAN address
realms for application data traffic via network
address translation and bridging.

3) CableHome Management Portal (CMP):
Provides an interface between the cable



operator and manageable parameters in the PS
through the CableHome-specified Management
Information Base (MIB).

4) CableHome Naming Portal (CNP):
Provides a simple DNS service for networked
home devices requiring naming services.

5) CableHome Test Portal (CTP):
Provides a means for the cable operator to
initiate remote ping and loopback tests.

6) CableHome Security Portal (CSP):
Participates in authentication, and exchanges
keying material with the Key Distribution
Center (KDC) server for CableHome security
functionsin the PS.

7) CableHome Quality of Service (QoS) Portal
(CQP):

Provides transparent bridging for QoS
messaging between PacketCable applications
and the PacketCable QoS infrastructure on the
cable network.

The eighth PS function is a firewall
function that provides protection of the home
network from malicious attack.

Relative to residential gateway products
currently availablethrough retail, aCableHome
1.0-compliant residential gateway with PS
functionswill allow the cable operator to better
manage subscribers broadband experiencesand
minimize subscribers home network downtime.
CableHome 1.0 also allows cable operators to
provide security and privacy to their high-speed
data subscribers.

Compatibility With Existing CablelL abs
Specifications

Animportant design goal of the CableHome
1.0 specifications was to be compatible with

existing Cablelabs and industry specifications
to the greatest extent possible. The CableHome
specifications were developed for networked
elements that will connect to cable operators
HFC network through a Cablelabs Certified
DOCSIS cable modem. The CableHome PS
Element is an extension of the DOCSIS
infrastructure, and employs procedures very
similar to those required in DOCSIS
specificationsfor management, event reporting,
configuration file download, and secure
software download.

CableHome 1.0 specifies features
compatible with a DOCSIS 1.0 infrastructure,
as well as additional features that support
advanced capabilities of DOCSIS 1.1 and
PacketCable™ infrastructures. CableHome-
specified features therefore provide cable
operators with a migration path as their
facilities evolve over time.

PROVISIONING

CableHome 1.0 specifications define
provisioning as the device initialization and
initial configuration required to enable the PS
Element and networked devicesin the hometo
exchange meaningful information with one
another and with elements connected to the
cable network and to the Internet. CableHome
specifications define aset of provisioning tools
to accomplish this so that the cable operator can
add value to the process. A goal of the
CableHome specification is to define
provisioning processes that enable all
CableHome functionality without the need for
subscriber interaction.

CableHome provisioning tools consist of a
DHCP client, a DHCP server, a bulk
configuration tool, and a time of day client.
These tools have been designed to work on
cable networks implementing DOCSIS 1.0 or



DOCSIS 1.1 cable modems (CM) and cable
modem termination systems (CMTS), as well
as on cable networks where advanced features
such as those defined in the PacketCable
specifications, are deployed.

Address Assignment

The first step in the device initialization
processisthe acquisition of anetwork address.
The PS plays a dual role with respect to
network address acquisition. The CableHome
DHCP Portal (CDP) functioniscomprised of a
CableHome DHCP Client (CDC) to acquireone

DHCP Options 43, 61, and 177

To fully support addressing capabilities
specified by CableHome 1.0, a cable operator’s
DHCP server must interpret DHCP Option 61
(client identifier), DHCP Option 43 with
sub-options, and DHCP Option 177 with
sub-options, plus 18 additional standard DHCP
options.

Option 61 alows the PS to uniquely identify
itself to the headend DHCP server when
requesting multiple WAN-Data IP addresses
using asingle unique hardware (MAC) address.
Support of Option 61 is required when
operating the PS in NAT Primary Packet
Handling Mode.

Option 43 with sub-options alows the PS to
provide more detailed information about its
capabilities. For example, CableHome 1.0
defines Option 43 sub-option 2 for the PS to
indicate whether it is embedded with a cable
modem or is a stand-alone device. Sub-option
11 indicates whether the address the PS is
attempting to acquire is for the WAN-Man
Interface or for the WAN-Data I nterface.

The PS uses Option 177 sub-option 3 to request
the location of the cable operator’'s SNMP
manager, and uses sub-option 11 to request the
KDC server’s |P address.

or more network address(es) from the cable
operator, and a CableHome DHCP Server
(CDYS) to assign private IP address leases to
networked elements in the home.

CDC Operation

CableHome 1.0 specifications require the
PS to implement two unique hardware (Media
Access Controller - MAC) addresses. The
WAN-Management (WAN-Man) MAC address
allows the PS to uniquely identify itself to the
address server (DHCP server) in the headend
for acquisition of an IP address to be used for
the exchange of management messages between
the cable operator's network management
system (NMS) and the management entity in
the PS. The CDC will awaysattempt to acquire
this WAN-Man IP address. Depending upon
which primary packet handling modethe PSis
configured to operate (described later in this
document), the WAN-Man |P address may be
the only IP address the PS acquires. The sec-
ond hardware address specified by CableHome
1.0 is the WAN-Data MAC address, intended
to be used in conjunction with DHCP Option
61 to uniquely identify one or more PS WAN
Data Interface(s) for the acquisition of one or
more global 1P address(es) to map to private IP
addressesinthe home. Thefactory default value
for the number of WAN-Data | P addresses the
PS is required to request is zero. The cable
operator must modify aWAN-Data |PAddress
Count parameter in order to configure the PS
to request one or more WAN-DatalPaddresses.
The cable operator can configure the PSto use
the WAN-Man | P address for application data
traffic as well as for management traffic.
Alternately, the PS can be configured to use one
WAN-Data IP address to share among one or
more LAN IP Devices when operating in port
translation mode, and one or more WAN-Data
|P addresses for 1:1 mapping to private LAN
|P addresses when operating in address
translation mode.



CDS Operation

Unless the cable operator chooses to serve
al LAN IP Devices in the home with network
addresses directly from the headend DHCP
server, he must configure the PS to assign
private IP addresses to the subscriber's home
LAN elements. Thisisthefunction of the CDS.
The CDS grantsleasesfor private | P addresses
in response to DHCP DISCOVER messages
issued by LAN IP Devices, within constraints
defined by three cable operator-configurable
management parameters: a LAN Address
Threshold limit and LAN Address Pool Start
and End parameters defining the range of
private | P addresses available for assignment.

The CDS supports 18 standard DHCP
options. The cable operator can provision
values for these options, or allow the PS to
assign factory default values defined in the
CableHome specifications. The CDS does not
"passthrough” DHCP optionsreceived fromthe
headend DHCP server to LAN IP Devices.

CableHome Provisioning M odes

Two Provisioning Modes are defined in the
CableHome 1.0 specifications: DHCP
Provisioning Mode and Simple Network
Management Protocol (SNMP) Provisioning
Mode. The cable operator configuresthe PSto
operate in these modes as described bel ow.

DHCP Provisioning Mode follows closely
the provisioning method defined for a cable
modem in the DOCSIS 1.0 and DOCSIS 1.1
specifications, and is intended for
compatibility with DOCSIS 1.0 and DOCSIS
1.1 systems. Characteristics of DHCP
Provisioning Mode are listed below:

» PS configuration file name and location are
provided to the PS in the DHCP OFFER

» The PS is required to download a PS
configuration file

» The PS will default to using SNMP version
1 and version 2 for management messaging,
but can be configured by the cable operator
to operate in SNMP version 3 coexistence
mode

The cable operator configures the PS to
operate in DHCP Provisioning Mode by
including the location of the Trivial File
Transfer Protocol (TFTP) server containing the
appropriate PS configuration file in the siaddr
field and the name of the PS configuration file
the file field of the DHCP OFFER message,
AND by not including DHCP Option 177
sub-option 51 (Key Distribution Center (KDC)
server location) in the DHCP OFFER. If
Option 177 sub-option 51 and either or both of
the PS configuration file parameters are not
present, or if al three parametersare present in
the DHCP OFFER message received from the
headend DHCP server, the PSwill generate an
event indicating an error condition, and
re-issue DHCP DISCOVER to try again for a
valid combination.

SNMP Provisioning Mode allowsthe PSto
take advantage of advanced features similar to
those defined in the PacketCable Multimedia
Terminal Adapter (MTA) specifications.
Characteristics of PS operation in SNMP
Provisioning Mode are as follows:

» The PS will authenticate itself to a Key
Distribution Center using the Kerberos
protocol, and will exchange security keys
with the KDC to use when exchanging
management messages with the NMS via
SNMP version 3

» PS configuration file download is optional.
If no PS configuration file is provided, the
PSwill operate using factory default settings.



» ThePSwill default to SNMPv3 Coexistence
Mode operation and will use SNMP version
3 for management messaging

» Thecableoperator may optionally trigger the
PS to download a PS configuration file by
writing the PS configuration filelocation and
filenamein URL format via SNMP version
3

The cable operator configures the PS for
SNMP Provisioning Mode by not including PS
configuration file information (file name and
TFTP server location) and by including DHCP
Option 177 sub-option 51 (KDC server
location) inthe DHCP OFFER message sent to
the PS. When configured to operate in SNMP
Provisioning Mode, the PS will exchange
messages with the KDC server to acquire
keying material to authenticate itself with the
KDC server. Once authentication has been
completed, the PS is capable of exchanging
secure SNM P version 3 management messages
with the NMS in the headend. When secure
management message exchange is enabled, the
cable operator has the option of modifying a
parameter in the PS via an SNMP message to
trigger the download of aPS configurationfile.
However, since the CableHome specifications
define factory default values for all necessary
parameters, the PS does not necessarily require
a PS configuration file to operate, and could
potentially operate indefinitely on the cable
network without receiving aconfigurationfile.

PS Configuration File

The PS configuration file providesameans
for the cable operator to issue configuration
instructions in bulk to a PS Element. It also
provides the means for providing the PS with
code verification certificates (CVC) used for
secure software image download procedures.

CableHome 1.0 specifies TFTP for the
transfer of configuration files (PS configuration
file and firewall configuration file) from the
cable operator's headend to the PS.

Any configuration file downloaded by the
PS should be authenticated to ensure that the
fileis not corrupt. The PS configuration fileis
authenticated with ahash value, whichisacode
compared to the result of a calculation
performed on thefileitself. Correct correlation
between the hash value and the cal culated value
indicates that the file is valid. When the PSis
operating in DHCP Provisioning Mode, the
hash value is passed to the PS with the
configuration file name in the file field of the
DHCP OFFER message. Download of the PS
configuration fileto the PS operating in DHCP
Provisioning Modeistriggered by the presence
of the configuration file name and location in
the DHCP OFFER.

When the PS operates in SNMP
Provisioning Mode, the cable operator must
provision the hash valuein the PS by writing it
to the PS via SNMP, before the configuration
file download is triggered by a second SNMP
message writing the configuration filename and
address to the PS.

Once triggered to download the PS
configuration file, the PS will continue trying
to download the file until it successfully
downloads and processes the file. If the PS
encounters an error when processing the PS
configuration file, it will report the failure as
an event and try again to download thefile.

The cable operator is responsible for
correctly sequencing configuration parameters
in the PS configuration file, for not creating
conflicts between configuration file-set
parameters and SNMP-set parameters, for
providing the correct PS configuration file name
and location to the PS, for providing the



correct hash value to the PS, and for correctly
triggering the file download.

MANAGEMENT

CableHome 1.0 specifications describe
several features allowing the cable operator to
monitor and configure PS parameters, format
event reporting, and initiate remote testing for
diagnosing problems on the home LAN. The
CableHome Management Portal (CMP)
function of the PSisthe entity that respondsto
SNMP management messages from the cable
operator'sNMS. Accessto the CMPisthrough
the PSWAN-Man Interface, which is bound to
the WAN-Man IP address.

The PS is capable of operating in two
Management Modes. The cable operator can
configurethe PSto operatein NmA ccess mode
for DOCSIS 1.0 compatibility, or to operatein
SNMP v3 Coexistence Mode, which is
supported by DOCSIS 1.1 and PacketCable
specifications.

Management Mode

A PS operating in DHCP Provisioning
Mode defaultsto operating in NmA ccess Mode,
and to using SNMP v1/v2. In this mode the
cable operator can control access to
management parameters by writing to the
NmAccess Table of the DOCSIS Device MIB
[RFC 2669]. The cable operator can also put
the PS into SNMPv3 Coexistence Mode by
writing the appropriate parameters to the
snmpCommunity Table[RFC 2576] through the
PS configuration file or via direct SNMP
messaging. Oncein Coexistence Mode, the PS
will respond to SNMP v1, v2, or v3 messages.

When the PS is operating in SNMP
Provisioning Mode, it defaults to operation in
SNMP v3 Coexistence Mode for management

messaging. All three versions of SNMP are
supported but by default version 1 and version
2 are disabled. The cable operator can enable
them by writing appropriate parameters to the
snmpCommunityMIB [RFC 2576].

When operating in SNMPv3 Coexistence
Mode, access to manageable parameters is
controlled by View-based Access Control
Model (VACM) Views [RFC 2575] and User-
based Security Model (USM) [RFC 2574]
Users. CableHome 1.0 defines one User,
CHAdministrator, and oneView (read and write
access to all parameters), which are assigned
to the cable operator. With the rights afforded
to the CHAdministrator User, the cable
operator can create additional Usersand Views.
In thisway, the cable operator can alow access
on an object-by-object basis to the subscriber
or other parties.

Event Reporting

CableHome 1.0 specifies over 50 defined
eventsfor asynchronous reporting of errorsand
pass and fail conditions for several processes.
Most of these are events also defined in the
DOCSIS specifications, and some are
CableHome-specific events. The cable
operator can control how the events are
reported, and can throttle individual events by
writing to appropriate objects of the DOCSIS
Device MIB, support for which is required in
the CableHome 1.0 specifications. Events can
be reported as local (to the PS) log entries,
system log entries, or traps. The cable operator
can retrieve local log entries by accessing the
appropriate MIB objects using SNMP.

CableHome Test Portal

The CableHome Test Portal (CTP) consists
of two remote diagnostic testing functions: CTP
Connection Speed Tool and CTPPing Tool. The



cable operator initiates these tests by issuing
appropriate SNM P commands to the CMP.

The Connection Speed Tool is a form of
loopback test in which the CTP sends packets,
thelength, number, and frequency of which are
specified by the cable operator, to a privately-
addressed element connected to thehome LAN.
If the loopback function is supported in the
home network device, it will echo the packet(s)
back to the CTP, which will log statistics such
as round trip time, packets sent, and packets
received for the cable operator to retrieve from
a set of MIB objects. The Connection Speed
Tool enables the cable operator to gain some
performance statistics about the link between
the PS and any connected device with an IP
address that supports the loopback function.

The Ping Tool allowsthe operator to ping a
privately-addressed deviceinthehometo verify
connectivity between the PSand thedevice. The
cable operator configures the destination IP
address, number of packets, packet size,
frequency, and timeout parameters, and retrieves
test results by accessing MIB objects using
SNMP.

CableHome-Defined Parameters

Access to PS parameters is one of the
values CableHome provides by enabling the
cable operator to provide managed service to
high-speed data subscribers.

CableHome defines five MIBs for this
purpose: PSDevice (PSDEV) MIB, CDPMIB,
CAPMIB, CTPMIB, and Security (SEC) MIB.
MIB objects are accessible through the CMP,
viathe PSWAN-Man Interface.

The PS DEV MIB provides access to
device information such as serial humber,
hardware version, and MAC addresses; device

reset control; provisioning mode control;
configuration file parameters; provisioning state
information; notification (trap) objects; and
software image download parameters.

CDP MIB objectsincludeinformation about
home LAN elements (IP addresses, client
identifiers, lease times, host names, and DHCP
options); server addresses; LAN address
control parameters (address limits and address
pool range); and a table of client identifiers
associated with the WAN-Data Interface. The
cable operator has visibility on privately-
addressed home LAN elements through this
MIB.

WAN-to-LAN IP address mappings stored
in the PS are accessible through the CAP MIB.
This MIB also provides access to timeout
parameters for the mappings, a table of
hardware addresses of LAN elements assigned
addressleasesdirectly from the headend DHCP
server, and the primary packet handling mode
control parameter. The cable operator can
provision WAN-to-LAN IP address mappings
by writing to the appropriate parametersin the
CAPMIB.

The CTP MIB contains parameters that
control and configure the Connection Speed and
Ping Tools, and provides access to the results
of those tests.

Firewall parameters including the firewall
policy file name and location, hash value, and
enable/disable control are accessiblethrough the
Security MIB. This MIB aso provides control
over firewall-related eventsthat allowsthe cable
operator to be notified about various types of
attacks.

PACKET HANDLING

A collection of functions within the
CableHome Address Portal (CAP) provide



packet handling capabilities that enable IP
packet flow from the WAN to the LAN, and
vice versa (the NAT, NAPT, and Passthrough
functions described below). In addition, the
CAP provides afunction that protectsthe HFC
network from intra-home traffic (the USFS
function described below).

The packet handling functions that are
applied will be dependent upon whether
public, private, or mixed addressing is desired
for LAN IP Devices. If the cable operator has
chosen to address LAN P Devices privately,
then network address translation (NAT)
functions must be employed in order to enable
packet flow between the LAN and WAN. If
public addressing has been chosen for LAN IP
Devices, then the CAP must ensure that all
traffic (including DHCP messaging) is
transparently bridged between the LAN and
WAN. In addition, packet handling for mixed
public and private addressing of LAN IP
Devicesis supported.

In order to control which packet handling
functions are active, the cable operator can
configure the PS to operate in one of four
primary packet-handling modes, which are
listed below:

* Passthrough Bridging Mode

* CableHome Network Address Port
Tranglation (C-NAPT) Transparent Routing
Mode

e CableHome Network Address Trandation
(C-NAT) Transparent Routing Mode

» Mixed Bridging/Routing Mode

These modes determine the mapping
functions applied between WAN-Data IP
addresses and the addresses of devices
connected to the subscriber's home LAN.

The cable operator configures the PS to
operatein one of these modes by modifying the
CAP Primary Mode parameter passed as a PS
configuration file parameter or via an SNMP
set message. The factory default value of the
CAP Primary Mode is C-NAPT Transparent
Routing Mode.

The cable operator will configure the PSto
operate in Passthrough Bridging Mode when
oneor more of thefollowing considerationsare
relevant:

* Publicaddressingisdesiredfor al IPdevices
in a home (in anticipation that applications
will be running in the homethat are C-NAT/
C-NAPT intolerant)

* It is important to preserve existing home
device address assignment models (i.e.
public addresses served directly to CPE by
cable network DHCP servers)

It should be noted that, when in Passthrough
mode, addresses supplied to a home might
reside on different logical |P subnets.

In Passthrough mode, the CAP acts as a
transparent bridge for packets flowing between
the LAN and WAN. Forwarding decisions are
made primarily at OS| Layer 2 (datalink layer)
and C-NAT/C-NAPT Transparent Routing
functions are not applied. Like all other traffic
between WAN and LAN elementsin thismode,
DHCP messaging isbridged, resulting in direct
address acquisition communications between
home devices and cable network DHCP
servers. As aresult, all LAN IP Devices will
receive public IP addresses, and no address
translation will be required.

The cable operator will configure the PSto
operatein C-NAPT Transparent Routing Mode
if one or more of the following considerations
are relevant:



e Conservation of public IP addresses is
important

» Same-subnet addressing for devices on the
home LAN isimportant

C-NAPT address trandation is a one-to-
many mapping function. A single public WAN
| P address is mapped to multiple private LAN
addresses via port multiplexing. In C-NAPT
Mode the CDC acquires one WAN-Data IP
address and usesthis addressfor each of one or
more WAN address - private LAN address
tuple(s). The single WAN-Data | P address can
be shared between two or more networked
elements connected tothehome LAN. C-NAPT
address mappings can be created dynamically
or the cable operator can provision them.

Dynamic C-NAPT address mappings are
created when a privately addressed element in
the home network sources a packet destined for
an | P address outside the private address space
in the home. When the packet reaches the PS,
the CAP will determine whether a mapping
existsfor the source address and, finding none,
will create the mapping, replace the packet's
source address with the WAN-Data | P address,
and forward the packet to the PS Element's
default gateway.

If the cable operator creates a C-NAPT
mapping, the CAP will find the mapping when
an "outbound" packet arrives from the home
LAN, replace the packet's private source |P
address with the corresponding WAN-Data |P
address, and forward the packet to the upstream
router inthe cable operator's network. C-NAPT
mapping creates a 1-to-many association
between the WAN-Data IP address and the
private |P addresses bound to elements
connected to the home LAN.

The cable operator will configure the PSto
operate in C-NAT Transparent Routing Mode

if one or more of the following considerations
are relevant

» Same subnet addressing for devices on the
home LAN isimportant

* Applications that cannot tolerate C-NAPT
Routing will be running in the home.

» Source based routing within the cable
network will be employed in conjunction
with network address translation

Itispossiblethat aset of public |Paddresses
provided to ahome may not reside on the same
subnet. C-NAT address tranglation is a one-to-
one mapping function. The PS will own all of
the public address supplied to the home, and
they will be uniquely mapped to the same-
subnet private addressesthat have been assigned
by the CDS to LAN IP Devices. This one-to-
one mapping function enables a privately
addressed home device to be uniquely
associated with a public WAN IP address, and
thus source based routing techniques used in
the cable network will not be compromised.

Dynamic C-NAT address mappings are
created when a privately addressed element in
the home network sources a packet destined for
an |P address outside the private address space
in the home. When the packet reaches the PS,
the CAP will determine whether a mapping
existsfor the source address and, finding none,
will create the mapping, replace the packet's
source address with the WAN-Data | P address,
and forward the packet to the PS Element's
default gateway. If thereis not aWAN-Data P
address available against which to create the C-
NAT mapping, an event will be generated.

If the cable operator creates a C-NAT
mapping, the CAP will find the mapping when
an "outbound" packet arrives from the home
LAN, will replace the packet's private source
| P address with the corresponding WAN-Data



|P address, and will forward the packet to the
upstream router in the cable operator's network.
C-NAT mapping creates a one-to-one
association between the WAN-Data | P address
and the private | P addresses bound to elements
connected to the home LAN.

The cable operator will configure the PSto
operatein Mixed Bridging/Routing Modeif the
cable operator wishesto use private addressing
for some of the devices in the home (thus
requiring C-NAT/C-NAPT  Routing
functionality) while concurrently using public
addressing for other devices (thusrequiring the
Passthrough Bridging function).

To operate in this mode, the cable operator
sets the primary mode to C-NAT or C-NAPT
Transparent Routing. In addition, one or more
MAC addresses, belonging only to those LAN
IP Devices whose traffic is to be bridged, are
written into what is known as the Passthrough
Table.

When in this mode, the CAP examines
MAC addresses of received framesto determine
whether to transparently bridge the frame or to
perform any C-NAT or C-NAPT Transparent
Routing functions at the IP layer. In the case of
LAN-to-WAN traffic, the PS examines the
source MAC address, and if that MAC address
exists in the Passthrough Table, the frame is
transparently bridged to the WAN-Data
interface. In the case of WAN-to-LAN traffic,
the PS examines the destination MAC address,
and if that MAC address exists in the
Passthrough Table, the frame is transparently
bridged to the appropriate LAN interface. If the
MAC address does not exist in the Passthrough
Table, the packet is processed by higher layer
functions, including the C-NAT/C-NAPT
Transparent Routing functions.

The Upstream Selective Forwarding Switch
(USFS) function prevents intra-home

communications from affecting the HFC
network and is in place primarily for the case
in which devices in the home are publicly
addressed and reside on different logical 1P
subnets.

The USFSroutestraffic that issourced from
within the home network and is destined to the
home network directly to its destination. LAN
| P Device sourced traffic, whose destination | P
address is outside the LAN address realm, is
passed unaltered to the CAP bridging/routing
functionality.

The USFS functionality makes use of the
ipNetToMediaTable [RFC-2011], which
contains a list of MAC Addresses, their
corresponding IP Addresses, and PS Interface
Index numbers of the physical interfaces with
which these addressesare associated. The USFS
will refer to this table in order to make
decisions about directing the flow of LAN-to-
WAN traffic. In order to populate the
ipNetToMediaTable, the PSlearnsIPand MAC
addresses and their associations. For every
associated physical interface, the PS learns all
of the LAN-Trans and LAN-Pass IP addresses
along with their associated MAC bindings, and
this learning can occur via a variety of
methods. Vendor specific IPPMAC address
learning methods may include: ARP snooping,
traffic monitoring, and consulting DHCP table
entries.

The USFS inspects all |P traffic received
on PS LAN interfaces. If the destination IP
address is found (viathe ipNetToMediaTable)
to reside on a PS LAN interface, the original
frame'sdata-link destination addressis changed
from that of the default gateway addressto that
of the destination LAN IP Device, and the
traffic is forwarded out the proper PS LAN
interface. If a match to the destination IP
addressisnot foundintheipNetToMediaTable,
the packet is passed, initsoriginal form, to the



C-NAT/C-NAPT transparent routing function
or the Passthrough bridging function
(depending on the active packet handling
mode).

NAME RESOLUTION

CableHome 1.0 specifications define a
basic name resolution service for devices
connected to the subscriber'shome LAN. This
function, embodied in the CableHome Naming
Portal (CNP), establishesatable of host names,
client identifiers, and private | P addresses for
home LAN elements. This feature allows the
home user to refer to networked devicesin the
home by a human-readable name rather than
by an IP address.

The CNP obtains host name and associated
private |P address information for LAN IP
Devices from the CDP LAN Address Table in
the CDP MIB. The CDPLAN Address Table
is populated when devices in the home are
served by the CDSwith private address | eases.

When a DNS query is issued to the PS
Element's DNS server IP address from a
privately-addressed element in the home, the
CNPreferstoitstable and if the requested host
name is found, the CNP replies with the
appropriate IP address. If the CNP does not
locate the requested host name in its table, it
repliesto thequerying deviceonthehomeLAN
with the globally-routable IP address of the
cable operator's DNS server. It is then the
responsibility of the home LAN device to
direct its query directly to the cable operator's
DNS server for host name resolution.

Queries from devices in the passthrough
realm, i.e., those devices served directly from
the cable operator's headend DHCP and DNS
servers, will be addressed directly to the cable
operator's headend DNS server and will not be

served by the CNP.

CableHome 1.0 requires compliance with
standard DNS message formats described in
[RFC 1034] and [RFC 1035].

SECURITY

The security in CableHome can vary widely
depending upon which system the cable
operator deploys and how the operator
configures options for each system. The
security considerations discussed here are
intended to give the operator some insight into
what security configuration settings exists for
each system. Security settingswill be discussed
for

* |temsthat need to be configured in the back
office prior to network operation

» PSElement security configuration during the
provisioning process

* PSElement security configurationviaSNMP
» Firewall configuration

* Secure Software Download

Thefirst step to understanding the security
considerations is for the operator to decide
which network environment CableHome
will be deployed upon. The CableHome
specification was created to operate in three
environments. These three environments are
referred to as DOCSIS 1.0 system, DOCSIS
1.1 system, and CableHome Enhanced
environment. A DOCSIS 1.0 system is a PS
configured to operate in DHCP Provisioning
Mode and NMAccess management mode. A
DOCSIS 1.1 system is a PS configured to
operate in DHCP Provisioning Mode and
SNMPv3 Coexistence Mode for management

messaging.



This discussion will point out security for
each of these options and explain the relevant
security setting for each.

Back Office Security Configurations

In the back office the cable operator will
need to set up and configure the CableHome
network, prior to running the CableHome
system. There are several security
considerations and configurations needed.

Configuration for secure software
download is required in the DOCSIS 1.0
system for the stand-alone PS Element and for
either the embedded or stand-alone PS Element
in the DOCSIS 1.1 system. The operator must
insert one or more CVCs into the PS
configuration file to enable the secure software
download. The operator may choose to apply
for aservice provider CV C with Cablel abs, and
must keep secret the private key associated with
the CVC. The cable operator may then
optionally insert their CVC in the
configuration file to give the operator control
over al software download imagesthat will be
accepted by the PS Element. The options for
control of software download are discussed in
more detail in the software download section.
Secure software download provides the same
security and uses the same method for all three
systems.

The CableHome Enhanced environment
requires security configuration for secure
software, mutual authentication and secure
management messages. For CableHome, secure
software download requirements are the same
asfor DOCSIS 1.0 or 1.1 systems. To meet the
requirement for mutual authentication,
CableHome uses X.509 certificates and the
Kerberos protocol with the PKINIT extension.

The cable operator must set up the KDC
for Kerberosfunctionality. The KDC must have
a KDC certificate issued by the Service
Provider CA certificate, which meansthe cable
operator must apply for a CableLabs Service
Provider CA certificate. The KDC must also be
provisioned with the Cablel abs Manufacturer
Root CA certificate and the Local System CA
certificate if oneexists. If the cable operator is
planning on using the same KDC for
PacketCable then the KDC will need the MTA
Root CA Certificate as well. With the CA
certificate comes the responsibility of running
apublic key infrastructure (PK1), and the cable
operator will need to implement the
appropriate security policies and procedures.

TheKerberos set up involvesmorethan just
provisioning the box with certificates.
It involves planning for the Kerberos
infrastructure, configuration of the
infrastructure (multiple KDCs) and
configuration of CableHome management
message security for SNMPv3.

To create a Kerberos infrastructure severa
key issues need to be resolved. The Kerberos
protocol has a master and slave relationship
within for its server hierarchy. The cable
operator will need to decide how many Kerberos
realms are needed, the name of each realm, how
many slave KDCs are needed and where they
should belocated, hostnamesfor each KDC and
how to map the hostnames into the Kerberos
realms. The operator will also need to set up
and manage the Kerberos database.

The KDCs are then configured for the
infrastructure settings along with the Kerberos
message settings and the CableHome specific
settings. For the KDC messages, encryption
with DES3 and authentication with MD5 is
required and may need to be configured. The
CableHome Kerberos configurations include
various message parameter options. For



example the operator will need configuration
for the desired K erberos ticket duration.

The KDC suppliesthe PS Element with the
initial information used to set up the SNMPv3
keys, one key for authentication and one key
for privacy (encryption). For this reason, the
KDC needs to be provisioned with the correct
encryption and authentication algorithmsfor the
KDC to negotiate with the PS Element within
the Kerberos message exchanges on behalf of
the SNMP manager in the NMS. SNMPv3
authentication is required, and must use a
default value for the MD5 hash algorithm. The
operator may support other hash algorithmsand
can add those to the list of acceptable or
preferred hash algorithms. Encryption on
management messagesis currently optional and
the operator will either need to list the null
algorithm, if no encryption is desired, or the
DESagorithmif encryptionisneeded. DESis
currently the only SNMPv3 supported
encryption agorithm. Both the KDC and the
NMS will need to be configured to choose the
appropriate hash and encryption algorithm for
the NMS and PS Element to communicate
securely.

PS Element Security Configuration During
the CableHome Provisioning Process

Security within the PS Element
provisioning process includes security on the
information provided in the message exchanges,
establishment of security configuration settings
asaresult of theinformation extracted fromthe
messages, and completion of the mutual
authentication process. Security for the message
exchanges was set up in the back office
configuration and the KDC and NM Swere also
appropriately provisioned with the security
configuration settings needed to communicate
with the PS Elements. The cable operator
should not need to configure anything during
the provisioning process itself.

On DOCSIS 1.0 and 1.1 systems within
CableHome mutual authentication is not
available. Security on management messages
ispossiblein SNMPv3 Coexistence Modeif the
operator uses SNMPv3. The cable operator will
set up security for the PS Element the sameway
itisdescribedin DOCSIS 1.1 specificationsfor
the cable modem. The PS Element will receive
itsinitial keying material for SNMPv3 from the
Diffie-Hellman kick start. To provide the
Diffie-Hellman kick start with all the
appropriate parameters, the CableHome
Administrator calculatesthe valuesfor security
name and public number and populates the
usmDHK:ickstartTable with these values.

In SNMP provisioning mode, the PS
Element completes mutual authentication with
the KDC, key management for SNMPv3,
configuration filesettings, and configurationfile
security. There are three partsto authentication:
the identity credential, the checking of the
identity credential for validity and the common
meansto communicate theidentity information.
CableHome specifies an industry standard
identification credential, X.509 certificates, in
conjunction with RFC 2459 for certificate
use, and Kerberos, which is a common
communications protocol for mutual
authentication. X.509 certificates are exchanged
between the PS Element and the KDC during
the Kerberos PKINIT exchange, which is
wrapped in the AS Request and AS Reply
messages. Each side validates the information
inthe certificate and verifiesthe certificate chain
back to the Cablel absroot for each chain. Once
the trust has been established, the information
for the SNMPv3 keysis sent from the KDC to
the PS Element.

If an operator wishes to enable secure
software download, the trigger is a CVC and
must be sent in the PS configuration file. The
operator has five choices for which CVCs to
place in the configuration file. These are



discussed in the secure software download
section. The CVCs placed in the PS
configuration file must match the CVCssent in
the code image download. Prior to placing any
CVCs in the PS configuration file, the CVCs
must be verified and validated as part of the
back office security procedures.

The configuration file requires a SHA-1
hash to protect it from being changed in transit.
The NMS will add the hash to the
configurationfileprior toplacingitonthe TFTP
server for download. The PS element will check
the hash prior to processing the configuration
file.

SNMP PS Element Security Configuration

Some security information may be updated
via SNMP. This alows the operator flexibility
in managing the network and does not require
the PS Element to get a new configuration file
each time these items need to be updated. The
operator may initiate and monitor secure
software downloads, update CVC certificate
information, and monitor firewall events via
SNMP MIB variables.

Firewall Configuration

Firewall configuration follows the same
method as specified for PS Element
configuration. In DHCP provisioning mode, the
cable operator provides information to trigger
afirewall configuration in the PS configuration
file. If the IP address of the firewall
configuration file TFTP server, the firewall
configuration file filename, the hash of the
firewall configuration file, and the encryption
key (if the firewall configuration file is
encrypted) areincluded in the PS configuration
file then the PS Element will request the
firewall configuration file. After the firewall
configuration file is received the hash of the

configuration file is calculated and compared
to the value received in the PS Configuration
File. If encrypted, thefileisdecrypted. Thefile
isthen processed. In SNMP provisioning mode,
the cable operator may trigger a firewall
configuration by passing firewall configuration
file information in either the PS configuration
file or via SNMP, but the rest of the processis
the same.

Firewall attack events are monitored via
SNMP MIBs. The cable operator must
configure the firewall attack time limit and
maximum number of eventsallowed within that
time limit. An event islogged if more than the
maximum number of attacks occurs. The
operator security policy and procedures manual
should instruct the administrator with an
appropriate response to attacks.

Firewall rule sets are not defined in
CableHome. A variable is defined to track the
rule set version and an additional variable
allows the operator to enable or disable the
security policy for the firewall.

Secure Software Download Configuration

The DOCSIS CM controls embedded
downloads. If the PS Element isembedded with
a DOCSIS cable modem, then the software
image must be a single image and the
download will be controlled by the cable
modem according to the DOCSIS
specifications. If the PS Element is not
embedded with the cable modem, then the PS
Element has its own code image and is
responsible for the secure software download
process as specified in CableHome.

Inclusion of CVC(s) intheconfigurationfile
to match the CV C(s) in the code image enable
secure operator controlled downloads. The
cable operator will enable secure software



download to the PS Element by placing the
location of thefile, thefilenameand the CV C(s)
in the PS configuration file. Once secure
software download is enabled, the operator can
trigger a software download by sending the
location of the file and the filename from the
NMS. The download will only be triggered if
the filename does not match the name of the
current code image in the PS Element. In the
configuration file the operator will choose
between the five possible CVC combinations
to provide authorization for specific images
according to their security policy.

e Option 1: Send the manufacturer's CVC

* Option 2: Send the manufacturer's CVC and
CableLabs CVC.

* Option 3: Send CableLabs CVC

* Option 4: Send the manufacturer's CVC and
the service provider's CVC

» Option 5: Send the service provider's CVC

The manufacturer's CVC and
corresponding signature ensure the code has not
been altered since it left the manufacturer's
facility. The signature can legally bind the
manufacturer to any claims made about this
particular codeimage. The Cablelabssignature
means that the code has been through the
certification testing program and was passed by
the certification board. The Cablel abscertified
sticker on the outside of the box is now
accompanied by the CableLabs digital
signature over the certified code image for
certified product. The operator's signature will
bind the signed code image according to the
operator's security policy. Codeimageswill only
be downloaded into the PS Elements according
to the operator's security policy, and it isup to
the operator to define if the manufacturer,
CableLabs, or operator approved code is
appropriate for the PS Elements on their
network.

Back office CVC validation is necessary.
Prior to providing images for secure software
download the operator must 1) validate and
verify the CVC(s) and signature(s)on the code
image, 2) validate and verify the CVC(s) prior
to placement in the configuration file, 3) make
sure the CVC(s) to be placed in the
configuration file match those in the code
image, 4) insert the CVC(s) into the
configuration file, and if using the service
provider CVC, then 5) attach the service
provider CVC to the code image and sign the
code image. The configuration file and code
fileisthen ready to be placed onthe TFTP server
for the provisioning process to start. It is
imperative for the PS to check the software
image CVC(s) and signatures prior to use to
make sure the code file has not been tampered
with and to ensure the code has come from a
trusted source.

The operator can either upgrade the PS
Element to the next authorized version of the
code or revert to a previous version of the
authorized code at any time using the same
process. To revert to apreviousversion of code,
the manufacturer signing time on the code must
either be equivalent to or later than the current
version of the codeinstalled in the PS Element.
Logistically this means the cable operator will
need to track signing timeson all thevalid code
images for compliance to the security policy.

If secure software download fails for any
reason, an event will be sent to the NMS and
the cable operator will need to decide on the
appropriate course of action.

Thereare many other aspects of security for
CableHome that are not discussed in this
paper. Thegoal wasto addressfromahighlevel
some of the items the cable operator will need
to configure in order to deploy and maintain a
secure CableHome network. Itiscritical for the
cable operator to create and use asecurity policy



and procedures manual for al aspects of its
network access, information storage, technical
configuration, security breaches, security
auditing and reviews as well as the daily
maintenance of security technology.
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Abstract

This paper analyzes the performance of
TDMA and SCDMA, which are the two
modula-tion and multiple access techniques
included in the newly developed DOCSS 2.0
specifications. The two techniques are analyzed
in the presence of linear signal distortion,
ingress noise, and burst noise, which
characterize cable plants. We also discuss how
the transmission parameters can be adopted in
both multiple access techniques to plant
conditions in order to increase capacity or
robustness. The results give a good summary of
the relative merits of TDMA and S-.CDMA.

1. INTRODUCTION

Data over Cable System Interface
Specifications (DOCSIS) [1] elaborated under
the leadership of Cable Television
Laboratories, Inc. (CableLabs) have established
themselves as the major industry standard for
two-way communications over hybrid fiber
coax (HFC) cable plants. The first specifi-
cations, referred to as DOCSIS 1.0, have been
largely deployed in cable networks, and the
second specifications (DOCSIS 1.1) are now in
the early phase of deployment. The physical
(PHY) layer of DOCSIS 1.1 specifications is
the same as that of DOCSIS 1.0, the difference
between the two sets of specifications lies on
the medium access control (MAC) layer, which
includes a quality of service (QoS) in DOCSIS
1.1 specifications.

The demand for increased capacity on the
upstream channel has stimulated Cablel abs to
draft a new set of RF interface specifications

referred to as DOCSIS 20. These
specifications, which were developed with the
vendor community, also aim at increasing the
robustness to various impairments on the
upstream channel in cable plants. The basic
features of the new specifications include an
increased channel bandwidth (6.4 MHz),
several  additional modulation  schemes
including 64-QAM which gives a 50% increase
of the throughput with respect to the 16-QAM
modulation that is in the current DOCSIS 1.0
and 1.1 specifications, and an improved
forward error correction scheme.

One of the most controversia issues during
the elaboration of the DOCSIS 2.0
specifications was the multiple access scheme,
which describes how different cable modems
(CMs) access a particular physical channel.
The two techniques in compe-tition were the
conventional time-divison multiple access
(TDMA) used in DOCSIS 1.0 and 1.1 as well
as in many other international standards, and
the synchronous code-division multiple access
(S-CDMA) scheme used in some proprietary
systems. The decision was eventually made to
include both techniques in the specifications,
and make both of them mandatory for both the
CM side and the cable modem termination
system (CMTYS) side.

The two multiple access technologies
included in DOCSIS 2.0 have very basic

differences in terms of thelr operating
principles and robustness to channel
impairments and equipment imperfections.

This paper gives the results of an exhaustive
perfor-mance evauation of DOCSIS 2.0
TDMA and S-CDMA in hybrid fiber/coax
(HFC) cable networks. The evauation is



performed in the presence of most common
impairments in cable plants which include
linear signal distortion, additive white Gaussian
noise (AWGN), ingress noise (characterized as
narrowband interference) and burst noise. We
also discuss how the transmission parameters
can be adopted to plant conditions in order to
increase capacity or robustness.

The paper is organized as follows: In Section 2,
we give a brief review of DOCSIS 2.0. Section
3 discusses the noise performance, and more
particu-larly the trade-off between data rate and
perfor-mance, and the optiona trellis code in
the SCDMA mode. In Section 4, we study the
influence of channel impairments including
linear distortion, ingress noise, and burst noise.
Finally, we give our conclusionsin Section 5.

2. A BRIEF DESCRIPTION OF DOCSIS 2.0

Working with the vendor community,
CableLabs has recently released the interim
DOCSIS 2.0 RF interface specifications [2],
which aim at increasing the capacity and
robustness to various impairments of the
upstream channel in cable plants. These
specifications do not affect the downstream
channel, neither do they affect the medium
access control (MAC) functions except for the
changes required to accommodate the new
physical (PHY) layer. The basic features of the
new specifications include an increased
channel  bandwidth (6.4 MHz), severd
additiona modulation schemes including 64-
QAM which gives a 50% increase of the
throughput with respect to the 16-QAM
modulation that is in the current DOCSIS 1.0
and 1.1 gpecifications, and an improved
forward error correction scheme.

The previous DOCSIS specifications
(DOCSIS 1.0 and 1.1) were based on time-
divison multiple access (TDMA). More
specifically, time-division multiplexing (TDM)
is used on the downstream channel (from
CMTS to CMs) and TDMA is used on the
upstream channel (from CMs to CMTYS). For

DOCSIS 2.0, two multiple access proposals
were made. One of these is to keep the TDMA
used in previous DOCSIS specifications, and
the other is synchronous code-division multiple
access (S-CDMA), previously used in some
proprietary modems. The decision was made in
August 2001 to include both schemes in
DOCSIS 2.0.

2.1. TDMA

TDMA is a smple and popular multiple
access technique wused today in many
international  stan-dards and  proprietary
systems. It consists of assig-ning different time
slots to different users. During the time slot
assigned to one user, al other CMs remain
silent, and therefore, there is no interference
between users. Since DOCSIS 1.x is based on
TDMA, the use of this technique in DOCSIS
2.0 is natural and its implementation requires
little effort. Furthermore, since DOCSIS 2.0
requires backwards compatibility  with
DOCSIS 1.x, implementation of TDMA in
DOCSIS 2.0 equipment is unavoidable.

The upstream spectrum in cable networks
extends from 5 MHz to 42 MHz (to 65 MHz in
Europe). The upstream channel width in
DOCSIS 1.x is 2™ times 200 kHz, with n = 1,
2,3,4,5. DOCSIS 2.0 adds a 6.4 MHz channel
bandwidth corresponding to n = 6. In all cases,
the raised-cosine Nyquist roll-off factor is0.25,
and the symbol rate is 0.8 times the channel
bandwidth. A number of upstream channels
may be available in the 5 — 42 MHz upstream
spectrum depending on what part of this
spectrum is used for legacy (analog or non-
DOCSIS digital) channels and what part of it is
not usable due to excessive noise, interference,
or distortion. TDMA on the cable upstream
channel is actually a combination of frequency-
division multiple access (FDMA) and TDMA.
When a CM makes a resource request, the
CMTS grants time slots on one of the upstream
channels, each of which accommodates a
number of CMs in the TDMA mode. That is,
the multiple access scheme is actualy



FDMA/TDMA, but it is referred to as TDMA
for smplicity.

The upstream modulation schemes in
DOCSIS 1.x are the quaternary phase-shift
keying (QPSK) and the quadrature amplitude
modulation (QAM) with 16 constellation
points (16-QAM), which doubles the data rate.
To these, DOCSIS 2.0 adds 8-QAM, 32-QAM,
and 64-QAM, but only the latter modu-lation is
mandatory at the CMTS. With respect to 16-
QAM, this modulation increases the data rate
by 50% but loses 6 dB in signal-to-noise ratio
(SNR), defined as the transmitted energy per
symbol to the noise spectral density ratio
(E4/Np). Theinclusion of 8-QAM and 32-QAM
in the specifications allows reducing the
granularity in the trade-off between data rate
and performance.

Since DOCSIS 2.0 also aims at increasing
robust-ness, it extends the error correction
capacity of the Reed-Solomon (RS) code from
10 to 16 bytes per block. Furthermore, a byte
interleaver is included in the TDMA
specifications so as to break the error events
caused by burst noise and uniformly distri-bute
the resulting symbol errors. The interleaver is a
block interleaver whose length is equal to the
RS block length and depth is a configurable
parameter, which distributes the error bursts
over a selected number of RS blocks.

2.2. SCDMA

The SCDMA of DOCSIS 2.0 is actually
not a true CDMA, but rather a mix of code-
divison multip-lexing (CDM), CDMA, and
TDMA. The incoming data is organized in
mini-slots, which have two dimensions
(spreading codes and time). The time duration
of mini-slots is one SSCDMA frame that spans
a programmable number of SSCDMA symbol
intervals. (The maximum frame length is 32 S
CDMA symbol intervals.) Symbol spreading is
performed through multiplication by a
spreading code (spreading sequence) of 128
chips taken from a set of 128 orthogonal codes

that are generated by a quasi-cyclic shift.
Spreading is in the time domain, which means
that an SSCDMA symbol interval is equal to
128 TDMA symbol intervals.

A mini-slot contains a programmable
number of spreading codes, which can be as
low as 2 and as high as 128. A mini-dot
contains symbols from a single CM. Suppose
that the number of codes per mini-slot is 4 and
that the frame length is 16. Then, the mini-slot
contains 64 symbols, and a given code is
assigned to the same user for atime duration of
16 consecutive S-CDMA symbols. The 4
symbols transmitted in parallel within the same
mini-slot in this example are code-division
multiplexed. If all mini-slots of an SCDMA
frame are assigned to the same cable modem,
S-CDMA is reduced to pure CDM during that
interval.

To the other extreme, if the mini-slots
contain two codes only, and each mini-glot is
assigned to a different CM, then there is code-
divison multiple access between 64 CM
signals during that frame. The spreading code
orthogonality ensures that there is no
interference between symbols transmitted in
parallel by the same CM, since these symbols
are perfectly time synchronized. But
interference arises between signals generated
by different CMs, due to non-ideal timing
synchronization. To limit the resulting
degradation, DOCSIS 2.0 specifies that the
maximum timing error between a CM and the
CMTS must not exceed 1% of the chip
interval.

In addition to the RS code, SSCDMA
specifications aso include trellis-coded
modulation (TCM) as an option. Trellis coding
reduces the number of information bits per
symbol by one, and so trellis-coded 64-QAM
(referred to as 64-TCM) is equivaent to
uncoded 32-QAM in terms of spectra
efficiency. Therefore, SSCDMA specifications
aso include 128-TCM, which is dtrictly
equivalent to uncoded 64-QAM as far as



information bit rate is concerned. But the S
CDMA specifications neglect to include an
interleaver between the external RS code and
the interna trellis code, which reduces the
benefit of trellis coding. In contrast, SCDMA
specifications include some interleaving after
the trellis encoder to reduce the effect of burst
noise. This interleaver operates on subframes,
and interleaving is different for uncoded bits
and coded bits. Subframes are independent of
mini-slots, and a subframe is always contained
within asingle frame.

Symbol spreading in SSCDMA is used for
the traffic mode only. That is, the spreader is
turned off (S-CDMA is deactivated) during
inittal  ranging and periodic  station
maintenance. The implication of this is that
whatever this multiple access technique may
offer with respect to TDMA, the benefit is
restricted to the traffic mode.

3. NOISE PERFORMANCE

3.1. Hexihility of the Standard

DOCSIS 2.0 is a toolbox that gives full
flexibility in trading off data rate against
performance and robustness to channel
impairments. Indeed, it includes al QAM
signal constellations from 4-QAM (QPSK) up
to 64-QAM, and also the RS code correction
capability can take al values from RS = 0 (no
coding) up to RS = 16, for different block
lengths. Firgt, it iswell known that with respect
to 2"-QAM, the 2™1-QAM signal constellation
increases the number of bits per symbol by
one, but requires 3 dB higher signal-to-noise
ratio (SNR) to achieve the same hit error rate
(BER) performance.

This means that the constellation aone
offers a trade-off between data rate and
performance with a granularity of 3 dB in SNR
or transmitted signa power. The only
exception to this genera rule is the step
between 4-QAM (QPSK) and 8-QAM, which

is approximately 4 dB. For example, if the
cable network is operating with 64-QAM and
the noise level increases, then switching to 32-
QAM increases noise margin by 3 dB, and
switching to 16-QAM increases it by 6 dB. In
practice, it is desrable to have a finer
granularity in this trade off. The second set of
parameters that make this possible are the
block length and error correction capacity of
the RS code. Since there is a large degree of
freedom in selecting the code parameters, the
granularity of the trade off between data rate
and performance can be made as fine as
desired.

At this point, it is instructive to discuss the
additional flexibility in the SCDMA mode. As
presented in Subsection 2.2, the total number
of spreading codes is 128, but this number can
be arbitrarily reduced in order to improve
performance. This property of S-CDMA is
actually often put forward as an advantage with
respect to TDMA. While it is correct that S
CDMA dlows this type of trade off, it is of
little interest as it sacrifices too much data rate
compared to what is offered by the modulation
and code parameters. Indeed, reducing the
number of codes from 128 to 64 in SCDMA
gives an SNR gain of 3 dB, but thisis achieved
by sacrificing 50% of the data rate. If we
assume that the network is using 64-QAM, the
same gain is achieved by switching down to
32-QAM, and this gain only involves a 16.6%
of the datarate. In fact, the noise margin can be
increased by 9 dB through modulation (by
switching from 64-QAM to 8-QAM) if one is
prepared to sacrifice 50% of the data rate.

Fig. 1 shows the spectral efficiency
(number of information bits per symbol) vs. the
SNR required for BER = 10° for different
signal constellations, RS code parameters, and
also the number of spreading codes in S
CDMA. Rather than giving some discrete
points corresponding to a few values of the RS
parameter, this figure gives for each
constellation a continuous curve corresponding
to al RS values from RS = 0 to RS = 16 with



an RS block length of 255, and then to lower
RS block sizes with RS = 16. For uncoded 64-
QAM and RS-coded QPSK, the figure also
gives a curve that illustrates performance vs.
spectral efficiency in SCDMA with a reduced
number of codes.

This figure clearly shows that for each
signal constellation, there is a range of the
number of information bits per symbol over
which that constellation is the best to use. For
example, the 64-QAM congtellation is
optimum down to 4.8 bits per symbol, and 32-
QAM is optimum between 4.8 and 3.8 bits per
symbol. It is aso clear from this figure that
reducing the number of spreading codes in S
CDMA to improve performance is not
attractive as long as such a compromise can be
made by the modulation and coding functions.
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Fig. 1. SNRrequired with different signal
constellations, RS code rates, and number of
spreading codesin SS.CDMA.

The only case where reducing the number
of spreading codes in SSCDMA may be of
interest is when the lowest level modulation
(QPSK) together with RS = 16 in the RS code
are not sufficient to get the desired
performance. But even if this were a situation
of strong practical interest, the current S
CDMA specifications would not help, because
symbol spreading is disabled during initia
ranging and periodic station maintenance,
which are most criticadl to overall system
performance.

3.2. Optiona Trellis Coding

As mentioned earlier, the DOCSIS 2.0
specifica-tions include an optional TCM in the
S-CDMA mode. The trellis code is an 8-state
code, which gives an asymptotic coding gain of
4 dB. But what is more significant is the gain
provided by the trellis code when cascaded
with the mandatory RS code. Depending on the
RS parameter of the RS code, a BER of 107 -
10* at the TCM decoder output is reduced to
less than 10® by the RS decoder. The
asymptotic gain of the concatenated coding
scheme is therefore the TCM coding gain
somewhere in the range of 10 - 10™. With the
trellis code used, thisgainis 1.1 dB for RY =
16 and 2.5dB for RS = 2.

But the coding gain indicated above
assumes an infinite interleaver between the RS
encoder and the trellis encoder, so that the
deinterleaver on the receive side can break the
error events at the TCM decoder output and
distribute them over a large number of RS
blocks. The number of RS symbol errors per
block is then small, and these errors can be
located and corrected by the RS decoder.
Unfortunately, the DOCSIS 2.0 specifications
do not include such an interleaver but instead a
sub-frame interleaver that keeps a part of the
information bits  uninterleaved. This
significantly reduces the TCM gain, as
illustrated in Fig.2 for 128-TCM. The RS code
used in this figure is of length 255 and its
correction capacity iSRSt = 16.
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We can see that at the BER of 10°, 128-
TCM gains 1.1 dB with respect to 64-QAM
when it employs an infinite interleaver prior to
the trellis encoder. With the subframe
interleaver of DOCSIS 2.0, the gan is a
function of the subframe size. With the
maximum subframe size (equal to one frame),
the gain is 0.4 dB, and with the nominal
subframe size (equal to one RS block) 128-
TCM actualy loses 0.5 dB with respect to 64-
QAM.

4. CHANNEL IMPAIRMENTS

The three magor impairments on the
upstream channel in HFC networks are
microreflections, narrowband ingress noise,
and burst noise [3], [4]. In this section, we
anayze the performance of the DOCSIS 2.0
TDMA and S-CDMA in the presence of these
impalrments.

4.1. Channel Microreflections

A common model for the microreflections
on the cable upstream channel (see [3], [4]) is
to use an amplitude of —10 dBc up to 0.5 ps, —
20 dBc up to 1.0 ps, and —30 dBc beyond 1.0
us. To simplify the simulations, we used a
discrete channel model with 3 echoes, where
the first echo is 10 dB below the main signal
path and has a delay of one symbol period T,
the second echo is 20 dB down and has a delay
of 2T, and finally the third echo is 30 dB down
and has a delay of 3T. Using this model, we
have investigated the impact of channel
microreflections on TDMA and SSCDMA, and
the results are shown in Fig. 3 for uncoded
QPSK. These results show that the difference
between the two multiple access techniques is
rather small, but the SNR degradation due to
intersymbol interference (I1SI) is smaller in
TDMA even when the number of codes is
reduced by 50% in SSCDMA.

1E-01

=
Leoz TEme —

—no ISI
-a--Nc=128 ——
-o-- Nc=64

S --a--Nc=32
1.E-03 S ——TDMA

o
L 1.E-04
a1}

1.E-05

1.E-06

1.E-07

6 7 8 9 10 11 12 13 14 15 16 17 18
Eb/No (dB)

Fig. 3: Impact of channel microreflections on
TDMA and SCDMA.

In the ranging mode, the CMTS identifies
the upstream channel impulse response,
computes the optimum equalizer coefficients,
and sends them to the corresponding CM. But
the pre-equalizer setting is never perfect, and
there is aways some residua ISl at the
threshold detector input of the upstream
demodulator. Note that any residual ISI is
easily handled by the equalizer in a TDMA
burst receiver, by identifying the channel
impulse response during the preamble. But the
individual signals transmitted in parale by
different CMs in SSCDMA having different
distortions, there is no way to cancel the
residual  ISI  before the  despreader.
Furthermore, any processing after the
despreader would involve an extremely
complex multiuser detector.

4.2. Ingress Noise

Ingress noise originates from man-made
sources like shortwave AM and HF radio
emissions which leak into the cable and affect
the upstream channel. It is modeled as
narrowband interference, generally of 20 kHz
bandwidth. In a 3.2 or 6.4 MHz wide upstream
channel, typically two or three interferers can
be encountered, and the carrier-to-interference
ratio (CIR) can beaslow as 0 dB.

The influence of narrowband interference
on code-divison multiple access (CDMA)
signalsis an issue on which there are erroneous



ideas in the technica community, because
CDMA is often assimilated to direct-sequence
spread spectrum (DS-SS) signaling. But as
indicated in [5] and [6], the TDMA vs. CDMA
issue (whether CDMA uses orthogona
spreading codes or pseudo-noise codes) can not
be assmilated to DSSS vs. non-DS-SS
signaling. It is shown in these papers that
CDMA and TDMA have the same performance
in terms of the CIR at the threshold detector
input, and that TDMA actually has better BER
performance.

The reason for this surprising result is that
while the interference at the threshold detector
input has a quasi-uniform  amplitude
distribution in TDMA, the despreading
operation makes it Gaussian in CDMA, and the
Gaussian distribution is more sensitive than the
uniform distribution in the range of interest. In
fact, the most robust multiple access technique
to narrowband interference is orthogonal
frequency-division multiple access (OFDMA)
[7] which can inhibit the carriers that are
affected by interference.

In  conventional TDMA  receivers,
compensation of narrowband interference is
performed by means of notch filters, and the
resulting ISl is compensated using an
equalizer. One problem with this approach is it
mixes the channel distortion and ingress noise
problems, ignoring the fact that the former
depends on the transmitting CM while the
other does not. A better approach, implemented
in the advanced CMTS receiver presented in
[8], is described in [9]. It consists of
implementing a noise prediction filter to
estimate the ingress noise and subtract it from
the received signal, and an adaptive equalizer
optimized under the zero-forcing criterion to
estimate the channel impulse response, and
compute and send the pre-equalizer coefficients
to the CM of interest. In this receiver structure,
the noise prediction filter coefficients are saved
from burst to burst, while the pre-equalizer
coefficients are recomputed at each burst using
the preamble.

Performance of the ingress noise canceller
of [9] isillustrated in Fig. 4. This figure shows
the influence of three 20-kHz wide interferers
of individual power of —15 dBc on 16-QAM,
and their compensation using the ingress noise
canceller. We can see that the system operates
at the BER of 10 with an SNR degradation
limited to 2.1 dB, which is an outstanding
performance for this environment.
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Fig. 4: Effect of narrowband interference on
16-QAM TDMA and its compensation.

In SCDMA, the ingress noise becomes
wideband (and its samples uncorrelated) at the
despreader output, and therefore it must be
cancelled before the despreading operation.
Although this is possible in principle, noise
prediction using the receiver decisions in this
case involves a significant delay and cannot be
made asreliable asin TDMA.

4.3. Burst Noise

Burst noise in cable plants occur mostly at
frequen-cies below 10 MHz. We will use a
simple model where bursts occur periodically
at a predetermined repetition rate. The three
parameters in this model are the burst duration,
the burst amplitude, and the repetition
frequency.

The basic countermeasure against burst
noise is emror correction coding with
interleaving. Such a mechanism is included in
both modes of DOCSIS 2.0. In TDMA, noise
immunity is determined by the RS code and the



byte interleaver. The RS code parameters are
the number of information bytes RSk and the
number of correctable byte errors RS. The
block length N is given by N = RSk + 2RS.
The block interleaver parameters are its width
IntW and its depth IntD. The interleaver width
is equal to the RS block length. At the
interleaver, the input data is written row by
row, and read column by column. The
deinterleaver performs the inverse operation.
The bytes affected by a noise burst of TBurst
seconds will be located in NC columns in the
deinterleaver. NC is related to the symbol rate
R and the number of bits per symbol m by the
relation

NC = (TBurst.R+2)xm
8xIntD

where [x] denotes the smallest integer larger

than or equal to x. Since burst noise is
generally assumed to have a large power with
respect to the useful signal, we can assume that
the codeword error rateis 0 if NC<RS and 1
if NC>RS.

In SSCDMA, in addition to the RS code and
to interleaving, mitigation of burst noise also
benefits from signal despreading. But as
mentioned earlier, SCDMA does not use the
byte interleaver of TDMA, but instead it uses
symbol interleaving over subframes of height
(number of spreading codes) F. Assuming that
each subframe contains one codeword, the
bytes affected by burst noise are uni-formly
distributed over the codewords of the frame. In
the absence of trellis coding, it can be shown
that the number of affected bytes per codeword
is

Nbytes = ”TBurst.R+ 2—| y F.m_‘

128 8

But note that Nbytes may exceed RS in S
CDMA, while still ensuring an acceptable
codeword error rate. The latter is given by

max (Nbytes,RSt)
CWER= >’

i=0

Cli\lbytes By'[eERi (ByteER)(bet%—i )

where ByteER is the error rate of the bytes
affected by burst noise, taking into account the
despreading gain on noise power. With
optional TCM, calculation of the error rate is
very involved, and therefore we resorted to
computer simulation. Fig. 5 shows the BER
results obtained using 16-QAM with no trellis
coding and 32-TCM. The burst noise power in
these simulations was 0 dBc and the subframe
height was 15.

The results show that the BER is lower
with 16-QAM, which exhibits a very sharp
drop when the burst duration gets shorter than
256 chips (2x15 S-CDMA symbols per RS
codeword). The higher BER of 32-TCM is due
to the behavior of the TCM decoder, which
actually leads to error events of increased
length with respect to that of the noise burst.
This suggests that the TCM option should be
disabled to operate in the presence of burst
noi se.
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Fig. 5: Performance of TCM with no
interleaving in the presence of burst noise.

Next, performance of TDMA and S-CDMA
was investigated using the impulse repetition
rate vs. impulse duration leading to a BER of
107 as criterion. The results are depicted in
Fig. 6 for 16-QAM and 1518-byte and 64-byte
packets. The RS code in these calculations was
RS(250, T=16) for the long data packets, and
RS(74, T=5) for the short packets. The depth of



the byte interleaver used in TDMA was IntD =
7 for long packets and IntD = 1 for short
packets. Finaly, the frame length of SCDMA
was K = 32, and the subframe height was F =
M/K, where M is the number of QAM symbols
per RS block. Fig. 6 aso indicates the
minimum and maximum values of the burst
repetition rate vs. burst duration that are
encountered in cable plants.
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Fig. 6: Performance of TDMA and SCDMA in
the presence of burst noise.

We observe that with exception of a small
region near the burst duration of 10 seconds,
both TDMA and S-CDMA can cope with the
burst noise of this model. The other
observation is that the comparison of TDMA
and SSCDMA in this environment is a function
of the burst noise characteristics and also of the
packets length.

5. CONCLUSIONS

We have anayzed the performance of
DOCSIS 2.0 TDMA and SSCDMA on AWGN
channels and in the presence of channel
impairments, which include microreflections,
narrowband ingress noise, and burst noise. Our
analysis showed that reducing the number of
spreading codes in SSCDMA to increase
performance loses too much in data rate to be
of practica interest. The set of constellations
and RS code parameters included in the
standard give the desired flexibility in trading
off performance against useful data rate. Also,

trellis code option without interleaving gives
little improvement on one hand and degrades
performance in the presence of burst noise on
the other hand. Finally, TDMA and S-CDMA
have similar sensitivities to channel
impairments, but it is easier to compensate for
microreflections and narrowband ingress noise
in burst TDMA receivers than in SCDMA
receivers.
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Abstract

A dggnificant challenge for cable
operators is to leverage the high-speed data
infrastructure to implement services for
which customers are willing to pay an
additional monthly charge without the
burden of a significant increase in capital
costs. @Security Broadband' s SafeVillage™
system (patents pending) creates such an
opportunity through a residential monitored
security service, which provides audio and
video alarm verification by monitoring
personnel in a centralized center, and live
viewing and two-way audio by homeowners
over the public Internet.

A critical design consideration has been
the capacity implications of carrying
streaming video and audio over the high-
speed data infrastructure and thus the
impact on the cable operator’s capital
expenditures. To characterize this impact,
@Security conducted an extended study as
part of an 85-home technology trial carried
out in cooperation with a major cable
operator. This paper describes the data
collection and analysis methodology, and
provides a gquantitative description of the
findings.

INTRODUCTION

The introduction and rapid growth of
high-speed data (HSD) services have been
enabled by the large investment by cable
operators in two-way, hybrid fiber-coax

(HFC) systems. Currently, these services
center largely on public Internet access.

In addition to the growing penetration of
HSD service, significant increases in per-
subscriber usage are occurring. While
growth in  penetration generaly is
accompanied by corresponding increases in
revenue, growth in per-subscriber traffic
does not produce commensurate revenue
growth for the cable operator. Bandwidth-
intensive applications deployed by end users
such as peer-to-peer music and video file
sharing and network-enabled gaming
produce no incremental service revenues,
but increase cost by accelerating the need
for capacity expansion through fiber node
splits, upgrades to modulation hardware, or
additional DOCSIS channel assignments.

Opportunities to create additional
revenue streams through services provided
over the high-speed infrastructure are
attractive to cable operators, especialy
services with a relatively modest impact on
upstream data-carrying capacity. Potential
synergies from bundling, and possible
reductions in HSD churn, are aso of
interest.

The SafeVillage™ system was designed
with those considerations in mind. It
leverages the HSD infrastructure to provide
a service comprising:

* Video and two-way audio enabled,
centrally  monitored residentid
Ssecurity.



* Web-based communication using
video and two-way audio between
family members in the home and
those at remote locations such as
their places of work.

The service is designed to do this in a
manner that minimizes the impact on HSD
bandwidth utilization.

Because implementation reality often
diverges from design intent, it was important
to verify the bandwidth performance of the
service through field measurements. This
was done as part of atechnology trial of the
service hosted by Cox Communications
using systems installed in 85 homes in the
Las Vegas area. The methodology and
results of this bandwidth utilization study
are described below.

SERVICE OVERVIEW

The centrally monitored security aspect
of the service alows abnormal situations in
the home, such as intrusions, to be detected.
The triggering event, which might be a trip
of a motion detector, is reported to a central
monitoring station staffed on a 24x7 basis
by professional security operators. Upon
reception of an alarm report, the operator
must make a timely decision as to whether
to dispatch police, fire, or emergency
services personnel in the appropriate
jurisdiction. To aid in this decision process,
the service provides a live video feed from
the home to the operator. The operator also
can review potentially relevant recorded
clips such as video from an outdoor camera
overlooking the front door. In addition, the
operator can use the system to listen to the
home and, if appropriate, talk to people on
the premises to verify the nature of the
situation.

Authenticated  members  of  the
homeowner’s family also can use the system
on a demand basis to view the home from a
Web-connected PC. In the technology trial,
audio communication for such customer
access was not supported, though two-way
audio is supported in the commercia
service. The customer aso can select
cameras and perform other control actions
remotely.

Privacy and information security are
extremely important elements of the service
but are not discussed in this paper because
they have little bearing on the question of
HSD bandwidth utilization.  Similarly,
account and service management functions
are not described.

DESIGN GOALS

System design goals with significance

for bandwidth usage included:

* Provide video and audio suitable for
use in rapid assessment of alarm
situations at the central monitoring
station (i.e., acceptable resolution,
quality, and frame rate).

* Ensure that upstream traffic (alarm,
control, audio, video, heartbeat) fits
within a channel rate - limited to 128
Kbps.

* Limit the length of on-demand video
viewing sessions to prevent abuse

(eg, to prevent continuous
streaming to the customer's PC at
work).

* Avoid excessive management traffic
that contributes to background load
on the HSD system.

SYSTEM ARCHITECTURE

An overview of the technology tridl
system architecture appearsin Figure 1.



The service-enabling equipment
installed at the customer premises included:

* A cable modem, access to which was
shared with the customer’s PC.

* Wireless motion detectors and
door/window contact sensors.

* Video cameras.

c A user control unit  for
arming/disarming.

 An audio intercom and a wireless
event receiver, both of which were
integrated with the user control unit.

e A video transmission unit (VTU) for
video capture and compression,
audio analog/digital conversion, and

video, audio and alarm
communications over the [P
infrastructure.

At the cable headend, in addition to the
HSD Cable Modem Termination System, a
digital video recorder (DVR) was installed.
The DVR received and forwarded alarm
event information reported from the
customer premises equipment; received,
stored, and forwarded video and audio
transmitted to and from the customer
premises;, and maintained heartbeat
communication with the equipment at the
premises.

At the central monitoring station in
Orlando, Florida, an automation system
provided monitoring and  business
application support to security operators.
The automation system received alarm event
reports from the home and displayed them to
the operators at PC-based workstations

aong with site and emergency contact
information on a 24x7 basis. The operator
workstations also alowed operators to view
video streamed from the home during an
alarm condition and to use two-way audio to
listen to and interact with the home.

At the data center, which was located in
acommercia co-location facility, a Web site
mediated access by the user to remote
viewing and control functions.

From an Internet-connected PC at an
arbitrary location such as the homeowner’s
office, the user could interact with the Web
site and with the DVR to carry out remote
viewing and remote control such as camera
selection. Both live viewing and viewing of
video recorded at the DVR, e.g., avideo clip
showing a package being delivered to the
front door, could be performed.

IP-based communications between the
VTU in the home and the headend-based
DVR took place over the HSD
infrastructure, including event reporting,
video, audio, control, and heartbeat traffic.

Communications between the DVR and
the systems in the central monitoring station
used IP over aframe relay permanent virtual
circuit.

Communications between remote PCs
and the Web site, and between remote PCs
and the DVR, occurred over the public
Internet.
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Figure 1. Technology Trial System Architecture

BANDWIDTH STUDY OBJECTIVES

Beyond the need to gain empirical
evidence of the capacity impact of the
service, a field study was warranted for
additional reasons:

* Laboratory measurements cannot
quantify individual user behavior
such as the frequency of on-demand
viewing and the length of a viewing
period (athough sessions had
automatic timeouts, a user could
request session renewas to extend
the viewing period).

* Aggregate or collective behavior
across a user population cannot be
gauged in the lab to understand, for
example, high levels of on-demand
traffic and the relationship between

service busy periods and overdl
HSD busy periods.

With this in mind, key objectives of the
tria service bandwidth study were to
measure;

» the effect of the service on the

upstream HFC path,

» the effect of the service on the

downstream HFC path, and

» the effect on the headend Internet

connection (both outbound and
inbound).

An additiona objective was to estimate
the potential capacity impact on the HFC
infrastructure that would result from high
service penetration in an area served by a
single fiber node.



DATA COLLECTION METHODOLOGY

In the trial system configuration, all
service traffic was routed through the DVR
in the cable headend, which provided a
convenient data collection point, as noted in
Figure 1. This was exploited for these
purposes by enabling port spanning in an
adjacent Layer 2 switch, alowing al
Ethernet frames into and out of the DVR to
be sent to a port sniffer on a PC attached to
the switch.

Data reduction software alowed time-
stamped Ethernet frame headers and IP
packet headers to be captured without
recording of payload data. Daily uploads
and post-processing (filtering, correlation,
etc.) were performed off-line using various
tools.

MEASUREMENT RESULTS

Typica measurements of upstream
traffic from the entire trial population of 85
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installations appear in Figure 2 using 30-
minute averaging intervals. The aggregate
traffic floor, largely consisting of heartbest
messages, typically totaled around 5-6 Kbps
(about 70 bps per instalation). Traffic
peaks correspond to video streaming activity
between one or more VTUSs in homes and
the DVR in the headend. Nearly all of this
activity was due to on-demand viewing by
homeowners or automatic, non-alarm video
recording (triggered by exterior, front-door
activity).

Peak on-demand viewing periods
tended to occur on weekdays during the
afternoon and early evening.

The 30-minute averaging in this chart
does not provide a good indication of
average per-video session data rates during
streaming, but measurements using one-
minute granularity showed a consistent
average of around 95 Kbps per video or
video/audio stream.
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As shown in Figure 3, the number of
concurrent video sessions across the trial
population was small, ranging from zero to
three in the week shown (and never rising
above four actual sessions during the study).
This is consistent with the fact that session
durations for on-demand viewing and non-
alarm event video recording were typically
no more than a few minutes, and with the
fact that there were no obvious influences
that would cause a strong correlation in the

Active Upstream Yideo Sessions

Wifednoaday

Morday Tuesday
Manh 12 March 13 Manch 14

Figure 3. Active Video Sessions

From Figure 4 it may be seen that ten
out of 85 installations (11 percent of thetrial
population) accounted for about 42 percent
of the total traffic in the week shown. Over

timing of viewing by users from different
househol ds.

It should be noted that scenarios can be
anticipated that could induce correlated
behavior, e.g., a tornado warning on a
weekday that stimulates many users to
attempt to view their homes around the same
time. Service-based admission control and
congestion management techniques may be
appropriate for dealing with such situations.
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the entire course of the study (roughly ten
weeks), the top ten accounted for about 36
percent of the total traffic.
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As indicated in Figure 5, most video aresult of front-door activity (as opposed to
streaming sessions were only a few minutes user-initiated, on-demand viewing); these
in length. It should be noted, however, that two forms of streaming could not be
the distribution is skewed downward by distinguished with the data collection
video recording performed automatically as instrumentation used.
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Aggregate downstream traffic is shown
in Figure 6. The traffic floor averaged 11-

12 Kbps across the trial population. The

larger peaks reflect system management
activity (e.g., software downloads to VTUs
installed in homes).
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Figure 6. Ageregate Dovwnsiream Service Traffic

Aggregate outbound Internet traffic
from the DVR in the headend is shown in
Figure 7. A comparison with Figure 2
highlights the absence of the 5-6 Kbps floor
from heartbeat traffic, which was not

Thuraday Friday Satunday Survkay
March 15 March 16 March 17 Manch 13

relayed by the DVR onto the public Internet
connection. Also, peaks in Figures 2 and 7
differ to some extent due to the fact that
non-alarm video recorded on the DVR was
not relayed over the Internet connection.
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Total inbound traffic from the public comprised only simple control messages
Internet across the trial population as such as viewing and camera change
depicted in Figure 8 was minimal because it requests.
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CONCLUSIONS

Essential findings — based on the trial
service measurements and analysis — are
summarized below.

Effect of the service on the upstream
HFC path:

* The upstream bandwidth impact of
the service was minimal with a
traffic floor of 5-6 Kbps (largely
heartbeat data) totaled across all 85
trial participants, and peaks rarely
exceeding 120 Kbps.

 The top ten traffic generators (11
percent of the trial population)
produced roughly 36 percent of the
upstream traffic.

e The typicd peak number of
concurrent video sessions was two to
three.

» The average length of a video
session was 2 minutes 48 seconds.

* The typica data rate for a single
video stream was 95 Kbps.

* Most on-demand viewing occurred
during weekdays in the afternoon
and early evening. The majority of
the traffic seen in other parts of the
day and during the weekend was
from non-alarm and system testing
activity.

Effect of the service on the downstream
HFC path:

* The downstream impact of the
service was insignificant with a
traffic floor of 11-12 Kbps (primarily
heartbeat data) totaled across all 85
trial participants.

 Downstream traffic peaks rarely
exceeded 120 Kbps.

Effect of the service on the headend
Internet connection:

* Both outbound and inbound Internet
traffic were minimal.  Outbound
traffic peaks rarely exceeded 120
Kbps. Inbound traffic peaked at 4
Kbps and consisted of control

messages only.

Projected impact of high penetration of
the service on the HFC infrastructure under
a given node:

To estimate this, assume an average
fiber node size of 1,200 homes passed, an
available upstream data rate per node of 1.9
Mbps, and a service penetration rate of 15
percent. Based on the technology trial
bandwidth utilization measurements,
estimates of the loads on the upstream HFC
using one-minute averaging are as follows:

» Aggregate traffic floor on the HFC

upstream: 11.6 Kbps.

* Peak concurrent live video user
Sessions. Six to seven.

e Peak HFC upstream bandwidth
utilization: 603 Kbps or 31 percent
of the available upstream bandwidth
per node.

Furthermore, use of the trial service
measurements  overestimates what the
commercia service would exhibit assuming
similar user behavior. This is because the
architecture for the commercia service
differs from that of the trial service. In the
trial, all traffic was routed through the DVR
located in the headend, including recorded
non-alarm traffic from outdoor cameras
overlooking the front entrance of each
home, which used HFC bandwidth. In the
commercia service, recording of all normal,
non-alarm video is local to the equipment at
the customer premises.

Thus, even with this high level of
penetration, the service would not impose a
significant burden on the upstream
bandwidth. It therefore is an example of the
type of service that can be very attractive by



virtue of its potential as an additional source
of recurring revenue with relatively modest
impact on the HFC cost structure.

FUTURE WORK

Similar bandwidth utilization studies of
the commercia service are planned to
guantify the effects of changes to the system
architecture such as the one described
above. In addition, such studies are needed
to understand the effect of possible
differences in user behavior due to the
addition of on-demand audio, and from the
fact that users will be paying customers
rather than trial participants.
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ARCHITECTING THE HOME GATEWAY TO DELIVER BUNDLED SERVICESAT
THE LOWEST COST AND HIGHEST PERFORMANCE

Andrew M. Parolin
SiGe Semiconductor, Inc.

Abstract

This paper provides an overview of the
various home-networking technologies,
along with their associated advantages and
disadvantages. An in-depth analysis of the
rollout of 802.11 (a,b,g) is performed

A cable and 802.11 gateway architecture
iS examined, analyzing the trends in
component technology, integration and
power consumption, relative to system cost.

INTRODUCTION

Broadband to the home and office has
become a reality. With any technology
introduction there are two factors for its
mass success, and thus economic benefit to
both the technology developers/providers
and end users. (1) Ease and cost of
installation and operation; and (2)
worthwhile applications that compel the
subscriber/purchaser to use the technology.

With the introduction of home
instalation kits and the retail market for
hardware and software, the technical barriers
to setting up broadband services have been
greatly reduced. Receiving broadband to the
home is becoming as easy as ordering cable
television or loca telephone service. The
“killer application” for this technology is
high-speed Internet service, which aone
could most likely drive next-generation
technology. Applications such as telephony,
digital video, and Video On Demand (VOD)
are al reaching points of maturity where
they will also become prime drivers. Once

the enabling technology is installed and
subscribers become familiar with one or two
basic applications, the technology becomes
almost “infectious’, with subscribers using
more and more of the technology.

In recent years, technology has focused
on the “last mile”. As broadband to the
home has reached the masses, and upgraded
cable plants can provide the required
bandwidth for new and desired subscriber
applications, the early adopters of this
technology are now ready for the next
generation of broadband technology to the
home — the Home Gateway. For the
purposes of this paper, a Home Gateway is a
unit that can distribute data/services to
multiple  sources  for  multi-service
applications. Users want the flexibility to
take this large “bandwidth pipe’ and its
applications and seamlessly distribute it to
computers, entertainment  units  and
appliances in the home. The primary drivers
for this technology are to minimize costs in
hardware/systems, ease installation, and
allow portability within the home/office.
This technology offers a multi-service
operator (MSO) the opportunity to increase
revenue per subscriber, either by (1)
supplying more applications; (2) enhancing
the subscriber experience; and (3) offering
networking services to the subscriber.

This paper will discuss the trends in the
architecture of the Home Gateway, with an
emphasis on semiconductors required to
provide these services. Specific emphasis
will be given to the requirements of
semiconductors in the Home Gateway.



Standard | Technology | Approximate Max Data Rate Advantages Disadvantages
Ethernet Wired 100 (Mbps) Fast ¢ Requires new wiring
(802.3) (Cats Inexpensive hardware «  Not portable
Cabling)
WLAN Wireless 54 (Mbps) Portable e “Coverage’ problems.
Reducing in cost quickly ¢ Interference
Relatively quick * Range
HPNA Wired 32 (Mbps) Some existing wiring in place « Not portable
(Twisted »  Dependent on quality of phone
Pair line
Telephone «  Limited number of phone lines
lines) in homes
HomePlug | AC/Mains 14 (Mbps) Pseudo-portable — plugs are « Datarates are not high enough
Wires relatively convenient but still for multi-media applications.
require connection « Dependent on quality of phone
line
¢ Asmost equipment iSAC
powered, NIC built already
built in.

Table 1: Last 100 Feet Technologies

“LAST 100 FEET” TECHNOLOGIES

There are many technologies and
standards available for implementing the
“Last 100 Feet”, asshownin Table 1. These
include wireless LAN (WLAN)
technologies, Electrical distribution
standards such as HomePlug and twisted
pair standards, such as Home PNA (HPNA)
and Ethernet.

Although all networking technologies
have their advantages and disadvantages, it
is believed that wireless, and specificaly the
802.11 (ab,g) wireless standards, will
provide the major technology thrust for the
last 100 feet. Features such as “no cables’,
ease of portability, available bandwidth and
the historical quick adoption of wireless
devices such as pagers, cell phones, and
PDAs, show that wireless will be the mgor
technology in this market. With respect to
bandwidth alone, few of the technologies
can support multimedia applications

simultaneously delivering multiple sessions
of Internet connections a 3Mbps and
video/audio applications at 10Mbps.

Table 2 gives an overview of the
wireless networking standards. IEEE 802.11
has become the dominant wireless
networking technology. In fact, companies
promoting other wireless technologies are
including support for 802.11 into their
product lines to track this market transition.
The shaded areas represent the three relevant
802.11 standards.

The rollout of the 80211 (ab,qg)
standards began with 802.11 (b), providing
basic data connectivity within the home and
office.  The 11Mbits/s data rate,
approximately the same as 10Mbps
Ethernet, was satisfactory to meet
subscribers  early data  networking
requirements. The access rate was similar to
the service they received by being attached
to a wired Ethernet network solution.

Infrared | Bluetooth DECT HomeRF | HiperLan2 | 802.11 (a) 802.11 (b) 802.11 (g)
Speed(Mbits/s) 4 1 0.032 1-10 54 54 11 22/54
Launch - 1997 1988 1998 1999 1999 1999 July/2002
Range (ft) 15 30 1,000 150 400 400 300 300
Modulation N/A FHSS FHSS FHSS OFDM OFDM DSSS DSSS/OFD
M
Frequency(GHz) | IR Band 24 24 24 5 5 24 24

Table 2: Wireless Networking Standards




802.11 (a) was intended to rollout next,
providing a much higher data rate for
advanced services (video, VOD, telephone)
and larger networks. However, this rollout
strategy has changed over the last year.
802.11 (g), expected to be ratified in the
summer of 2002, will rollout
simultaneously, as shown in Figure 1,
bridging the 802.11 (a) and (b) standards.
According to Cahner’s In-Stat, 802.11 (Q)
(or a combination of 802.11 (a) and 802.11
(b) ) will capture 63% of the market by
2005, compared to 802.11 (a) at 33%.

802.11 802.11 802.11

(b) (9) (a)
Time

Figure 1: 802.11 Technology |mplementation Roadmap

802.11 (g) provides many advantages
over 802.11 (a) while transitioning from
802.11 (b). Because the operating frequency
is a 2.4GHz, in the Instrument, Scientific
and Medica (ISM) Band, 802.11 (g)
leverages the technology that has been
developed for 802.11 (b), Bluetooth and the
cellular market. This includes backward
compatibility of the standard 802.11 (g) to
802.11 (b) standards, as well as components
on the reference design. This minimizes
technical risk and component costs due to
large volumes provided by these other
markets, as shown in Figure 2.

802.11 (b)
Baseband 2.5 GHz RE
Processing

+
Interfaces

Diplexor/
Splitter/
802.11 (a) 5 GHz Combiner/
Baseband Radio Switch

Figure 2: 802.11 (ab,g) System Diagram

Another advantage of operating at
2.4GHz is to minimize propagation issues
that have been a major cause of concern for
using the 5GHz 802.11 (a) standard. 5GHz
operation has had problems reaching the
entire network footprint.  Operation at
2.4GHz has had much empirica anaysis,
trials and customer feedback. If an MSO is
going to promote the use of a wireless
network technology, its operation will
reflect on their total service offering, so
issues such as this must be bulletproof
before being released. The 2.4GHz ISM
band, used by 802.11 (b) and (g) is aso
recognized around the world, so equipment
does not have to be customized according to
geography. Portions of the 5GHz spectrum
used by 802.11 (a) has been alocated to
other services, and athough work is in
process to make it usable worldwide by a
802.11 (@) variant called 802.11 (h), this will
take time. At the access point level, tota
system costs can be reduced as components
can be shared between the 802.11 (b) and
(g) systems. Microsoft has previously stated
that any new wireess LAN standard
including the 5GHz 802.11 (a) and (h)
should be backwards compatible with
802.11 (b) in order to have the software
driversincorporated within the Windows XP
software package. So, access points and
nodes can be sold with 802.11 (g)
compatibility at a small price increase. This
makes the transition to the higher data rate
services much easier as subscribers do not
have to replace their equipment.

Concerns with 802.11 (b) and (g) largely
center around potential “interference” issues
because the 2.4GHz ISM band is used by
other wireless network technologies such as
Bluetooth, HomeRF and DECT. Microwave
operation has also been known to cause
interference issues but these issues have
been largely resolved.



In the end, the 2.4GHz technologies,
802.11 (b) and (g), will be pushed as far as
possible until capacity begins to drop due to
over usage. At this point, wireless access
devices will have had the opportunity to
begin offering 802.11 (&) compliance in
their 802.11 (g) product lines, minimizing
the switch over costs when the transition
beginsto occur.

LOCATION OF THE HOME GATEWAY

Figure 3 represents the opportunities for
the Home Gateway to provide access to the
last 100 feet. Each system has advantages
and benefits to the subscriber and MSO, so
there will be no one winner in the Home
Gateway market. Technology selection will
depend on the maturity of the subscriber
base, and the goals and core competence of
the individual M SOs.

(1) Pole Sde Network Access Point.
Although a novel Home Gateway

Set-Top Box

solution, this solution has the advantage
that it allows the MSO to maintain
control of configuration, provisioning,
operation and upgrades of the network
access point. This relates directly to the
solution cost with respect to
maintenance and  support.  Other
advantages related to revenue and costs
include: (i) minimizes the technical
competence required by a subscriber,
increasing the total overall subscriber
base, (ii) requires subscribers to contact
the MSO to add features and additional
nodes, so the MSO can more easily
charge for these additions and (iii)
hardware costs can be minimized by
sharing access points among multiple
subscribers  depending on  their
consolidated bandwidth requirements.
Security issues can be solved via
encryption.

(2) Outdoor Wall Mounted Access Point.
This solution is similar to (1) above with
the added benefit that it is commonly
used for cable telephony solutions today,

Standalone

Pole
Mounted

Outdoor Wall
Mounted

Consoles

O = Access Point

Figure 3: Home Gateway Opportunities



minimizing technical risk in the rollout.
The advantages and disadvantages are
similar to (1) above with an additional
advantage being that the MSO has the
ability to select from multiple access
solutions such as Wireless, HPNA and
HomePlug.

(3) PC/Sandalone Access Points. These
products can be commonly found in the
retal market today and require a
computer with connected access point.
Benefits to the MSO of these access
points are that the user must purchase
the hardware and is responsible for
maintaining their own  network.
Disadvantages with this model is that (a)
it is difficult for the MSO to collect
additional revenue for this service and
additional nodes and (b) the customer
will not have the skill to properly setup
their network.

(4) Set Top Box (STB) Access Points. These
products can aready be found on the
market, with STBs containing both
traditional video and cordless telephone
service. The advantages of this access
point are that (a) subscribers are already
familiar with the STB product in the
home, minimizing the “new technology”
scare that may limit penetration; and (b)
subscribers purchase/rent their
individual equipment, minimizing MSO
costs. With entertainment typically being
the primary driver for new applications
within the home, the STB is wel
positioned to be a strong winner.

(5) Game Console Access Point. Although
another novel Home Gateway product,
who best to drive the next generation
broadband technology than the “next
generation” of subscribers. New
networking technology can be driven
into the home via gaming features.

SYSTEM ARCHITECTURE

Figure 4 shows a typical architecture,
and major components, of a Home Gateway
using broadband cable connection as the
front-end and 802.11 for the back-end, in-
home distribution. The cable front-end
architecture requires multiple tuners to
receive al the available applications.
Semiconductor manufactures have been
under pressure to lower the total solution
cost of the system. This translates not only
to lower I1C prices, but also to the ability to
offer application-specific semiconductors
that contain higher integration, thereby
absorbing more of the discrete solution, and
minimizing board/product size. In the end,
the solution cost must be minimized.
Increasing integration is occurring with both
digtal and radio frequency (RF)
technologies. With digital technology, the
functionality of the MAC, PHY, processor
and back-end chipsets are constantly being
integrated on one IC. With RF technology,
IC tuner and amplifiers are increasing
integration. This minimizes the RF solution
to a two IC solution with minima discrete
component support.
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Figure 4: Cable-802.11 Home Gateway Architecture




SYSTEM DESIGN CONSIDERATIONS

Outdoor verse Indoor

Outdoor products have cost and revenue
advantages over indoor,  subscriber
purchased units. However, there are two
primary concerns with producing equipment
for outdoor operation: (1) operation over a
wide temperature range; and (2) powering
the equipment. Product offerings marketed
to outdoor applications typicaly have to
perform over a temperature range of —40 to
+85 Celsius. Developing a product to work
at one particular temperature extreme is not
difficult. However, designing one product to
work at both extremes requires creative and
robust designs. Historically, RF designers
needed to choose components specificaly
designed for this wide temperature range or
choose components with very low variation.
This shortens the list of avalable
components. These components were
typically more expensive. In addition, due to
the lack of options, they could cause supply
problems during times of high demand,
requiring excess inventory costs to be
incurred. Designers are also required to add
increased performance margin for these
harsher requirements.

The second major concern, powering
equipment, comes from the fact that MSOs
must economically power remote
equipment. Local AC/main powering raises
safety issues that must be addressed, and
increases the cost of the equipment as well
as liability concerns. If the gateway is
supporting primary telephony, the MSO is
required to ensure that the gateway remains
operational during a local power failure.
Battery powering is not a preferred solution
due to equipment costs and requirements to
eventualy replace batteries. Remote
powering, viathe cable, has been selected as

the preferred solution, with battery operation
in lower density subscriber situations.
However, this makes lowering the power
consumption of the equipment critical to
minimizing the remote  powering
infrastructure costs. Lowering the power
consumption of a Home Gateway allows the
MSO to deploy more gateways for a given
infrastructure cost.

For the cable front-end, these two issues
have largely been solved due to the
aggressive push by some MSOs to deploy
cable telephony, where the preferred
deployment is outdoor, remote powered
customer premise equipment. Gateway
manufacturers and component
manufacturers have years of experience
developing  products meeting these
requirements. The outdoor component
design issues have been minimized by the
development of integrated circuit process
technologies, such as silicon germanium
(SiGe), and increased integration by IC
manufacturers. The downstream portion that
historically was composed of 300
components has now been integrated onto
one IC tuner, with some of these new IC
tuners operating over —40 to 85 Celsius. An
added benefit of these process technologies
isthat thelr power consumption is quite low,
facilitating the use of efficient remote
powering over the cable. With the tuner now
integrated onto one IC, sourcing issues for
wide temperature range components is
minimized, and design issues relative to
matching components is easier. Baseband
vendors have also developed products for
the cable telephony market, offering lower
power consumption.

802.11 (ab,g) products have been
following a similar trend as cable products,
with semiconductor manufacturers
supporting extreme temperature ranges and
low power.



Power Consumption

Both the cable and wireless markets
have individually been driving for low-
power solutions. Cable applications must
have low-power operation for lifeline cable
telephony, remote indoor power, USB
powered cable modems, smaler form
factors and increased applications without
the requirement for an interna fan. 802.11
technologies have been driving for lower
power because of PC peripheral power
supply constraints, and longer battery life
for portable applications. Both industries
have lowered power consumption by
leveraging new silicon processes, largely
driven by the cell phone market, increased
integration and better design.

Apart from the low power consumption
required for outdoor, remote powering
applications, as mentioned above, there is
aso the requirement for low power
consumption for indoor applications. In
applications where multiple access points
may be connected to a central unit, Remote
powering, over the indoor data connection,
can be used to minimize deployment time
and costs for access points in indoor
applications. As no AC rewiring is
required, installation can be done by the
corporate IT group, technician or subscriber.
An €electrician is not required saving time
and cost. Secondly, portable in-
home/business solutions, such as PDAS,
laptop and portable tablets, require battery
operation and usage time must be
maximized to ensure subscriber satisfaction.
This puts a constraint on the wireless
standard and its available chip-sets to offer
extremely low power consumption.

The current generation of cable modem
applications requires approximately 4-5
Watts. The 802.11 (b) wireless backend

currently requires approximately 2 Watts to
operate with the power budget currently
dominated by the power amplifier, which
consumes about 1 Watt.

Now, the market is beginning to see
components that will alow cable modem
functionality to approach a power
consumption of 2.5-3 Watts. This drop in
power consumption is largely based on the
drop in power consumption of the maor
cable components, with some components
dropping their power consumption by 50%
over the last year. Current power budgets for
the magjor components, in sampling, of the
cable front end are: Downstream Tuner =
600 mW, Upstream Amplifier = 500 mW,
Processor/Mac/Phy = 500-600 mW.

New 802.11 (b) solutions have been able
to achieve operation at under 1 Watt, largely
driven by more power efficient designs and
new power amplifier technology, which
reduces the power amplifier current
consumption, the most power intensive
portion of the design, to 45% over current
generation solutions.

So, combining the 3-Waitt cable and 1-
Watt Wireless sub-systems a basic access
point could draw under 4 Watts. This can be
powered, using today’s technology, by a
remote source over the data cable.

Bills of Materids

Both cable and wireless industries have
been moving towards higher integration and
thus a reduction in components. IC
manufacturers have been racing to
increasingly integrate more of the total
solution into one IC. Thisis most evident in
the cable modem industry, wherein (1)
silicon tuner manufacturers integrate the
complete receiver on one IC; and (2)
baseband manufacturers integrate support



for the complete range of back-end
distribution standards including, PCI,
Ethernet, 802.11, and HPNA. Some
baseband vendors have even attempted to
integrate the cable upstream amplifier into
their IC. For 802.11 (a,b,g), the radio, which
was typicaly two separate ICs, has been
integrated onto one radio IC, making it a
three chip set solution. New power
amplifiers have also been designed, which
eliminate the output filter by integrating it
within the matching circuitry.

This can be most dramatically seen in the
cost of basic cable modems, which have
dropped in price from $179 to $89 dollars
within a year. 802.11 (ab,g) devices are
expected to follow similar aggressive
pricing as they enter the consumer market.

CONCLUSION

An overview of Home Gateways
technologies was given, with the most
favorable architecture being a broadband
cable front-end, with multiple tuners for
multi-media applications, and an 802.11
(ab,g back-end, for the in-home
distribution. Power consumption, standards,
integration and operationa environments
were all examined with respect to cost and
performance.
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BANDWIDTH UTILIZATION ON CABLE-BASED HIGH SPEED DATA NETWORKS
Terry D. Shaw, Ph. D.
CableLabs

Abstract

The Cablel.abs Bandwidth Modeling and
Management project addresses the use,
management, performance simulation, and
network economics of cable high-speed data
systems. On this project, we have analyzed
consumer usage patter ns based upon data
collected on live cable-based high-speed
data systems as well as network simulations.

Usage data on live cable networks
indicate that traffic flows are fairly
predictable over DOCS S™ networks.
Some of the primary patterns emerging
include:

» Skewed distribution of bandwidth
consumption. Asa general rulein
many systems, 30% of the
subscribers consume about 60% of
the data.

* Studentsdrive seasonal
characteristics. Systemusageis
appreciably higher during local
school holidays and vacation
periods.

» Usagerapidly evolving. In the data
we collected, the average per capita
use of data shows steady growth over
time in both the upstream and the
downstream, with upstream use
growing more rapidly. Thisresults
in the average downstreanyupstream
symmetry ratio trending downwards,
with a significant number of
subscribers using more upstream
than downstream data.

These observations indicate the
importance of deploying DOCSS1.1in
order to meet thisincreasing demand for
upstream capacity. Preliminary ssmulation
resultsindicate DOCS S 1.1 will enablea
significant increase in upstream system
carrying capacity over the already
substantial capacity of DOCSS1.0. These
simulations indicate that DOCS S 1.1 will
allow almost 20% mor e upstream capacity
than DOCS S 1.0.

Smulations have also been used to study
the characteristics of specific types of traffic
found on cable networks. For example,
simulations of peer-to-peer applications
indicate that one user without rate limits can
consume up to 25% of upstream capacity
with a usage pattern resembling a very high-
speed constant bit-rate application. These
simulation results highlight the potential
benefits for cable operators to manage their
bandwidth using tools such asrate limits,
servicetiers, and byte caps on usage.

INTRODUCTION

The usage of DOCSIS high-speed data
networks by a mass audience is expected to
grow dramatically over the next several
years. In order to gain a better understanding
of the nature of growth to be expected,

Cablel abs has initiated the Bandwidth
Modeling and Management project. This
project has severa aspects including the
collection and analysis of bandwidth use on
live cable high-speed data systems, the
development of tools for the modeling and



management of data traffic, and assessment
of the strategic technical and economic
implications of these measurements.

To date, this project has focused on the
aggregate and individual characterization of
the use of data by subscribers on DOCSIS
and other cable-based high-speed data
networks. We have studied patterns of
behavior based on data collected from live
cable systems and the performance of
DOCSIS 1.0 and 1.1 systemsin simulation.
The Bandwidth Management project enjoys
operational support from a number of cable
operators in North America. The analysesin
this paper are comprised of acomposite
view of these data collection efforts.

The primary focus of our data collection
and analysis work during 2001 has been to
characterize the data usage patterns over
cable systems. Aswill be shown, usage data
on live cable networks indicate that traffic
flows are fairly predictable over DOCSIS
and other cable-based high-speed data
networks. However, the high-speed data
market is rapidly evolving and continuing
study is necessary in order to understand the
network implications as new network
applications and services are devel oped.

DATA COLLECTION AND ANALYSIS

Data has been collected from avariety
of types of sources. The three primary
sources used to date have been the web page
MRTG? graphics used for bandwidth
management by cable operators, datalogs
used to archive information by MRTG, and
specially instrumented data collection
systems.

A number of parameters can be
measured and collected from high-speed
data systems. However, the specific
parameters collected vary from system to

system depending on the available tools.
Also, the means of presentation of the data
arevaried. Data collected on different
systems must be normalized (converted to
the same basis of measurement) so that
results can be compared on an “apples-to-
apples basis.” Three parameters that are of
particular use for the analysis of system
performance and the analysis of user
behavior are defined as:

* Volume of data used. The amount
of data consumed (uploaded,
downloaded, and uploaded +
downloaded) during the
measurement interval. This
parameter can be collected for an
aggregate (for example, al of the
users on a given upstream or
downstream frequency).

» DataRate. Practically, the average
datarate is merely an expression of
volume of data used within a
specified short time period, usually a
second. It varies from volume of
datarate primarily in the time units
of the measurement interval. Itis
usually collected for an aggregate
(for example, al of the userson a
given upstream or downstream
frequency).

e Symmetry. This parameter isthe
ratio of (Downstream)/(Upstream)
where Downstream and Upstream
refer to either volume of data used or
datarate. Itisused to characterize
user behavior and has many system
architectural implications.

General Observations

The access to live network traffic data
provided to Cablel abs by its members
provides insight to a number of facets of
network performance and operational
methodologies. These include:

* Daily (diurnal) usage patterns

» System capacity loading



* Seasonality of use
e Overall trendsin volume and
symmetry of network use

All of the findings in this report should
be regarded as preliminary because of the
limited amount of data analyzed, and the
way individuals are using cable-based high-
speed data systems is constantly evolving.
Continuing study is necessary in order to
understand the evolution of system use. The
mathematical characteristics of several of
these parameters are discussed in the
appendix.

Diurnal Usage Patterns

Our traffic measurements indicate that
regular or predictable diurnal, or daily,
variations of the volume of traffic flow over
anetwork are present. These variations are
basically sinusoidal in nature with a period
of 24 hours, with possible variations of
behavior between weekdays, weekends, and
holidays.

While the specific pattern diurnal
variation observed will vary from system to
system, the pattern shown in Figure 1 is
fairly typical. Thisgraph, taken from a
MRTG site used by a system operator for
on-going system monitoring, represents the
aggregated traffic of cable modem
subscribers during the period 11/26/01
through 12/4/01 in a major metropolitan
market. The green area represents the
downstream data use and the magentaline
represents the upstream data use. Each point
graphed represents the average aggregate
datarate for aone-hour interval. In this
market, traffic beginsto build in mid-
afternoon on school days and typicaly
reaches its peak around midnight local time.
It then rapidly falls to a minimum at about 5
am. local time. In this case, the daily usage
peak “busy hour” isfrom 8 p.m. to midnight
on Friday evening. Weekend useis similar

to weekday use with more traffic seen
earlier in the day (the spike occurring on
Thursday morning is caused by arollover in
the counter used to collect this data).

Figure1l. Daily system usage pattern for
a metropolitan system.
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I ndications of Seasonality

Seasonal variations are the macroscopic
variations in the way a systemis used
throughout the course of ayear. During the
early stages of system deployment, the
seasonal variations are usually obscured by
the overal increasein traffic due to the
addition of new subscribers on existing
network segments. This behavior can also
be masked as users are re-allocated to
different network systems as the subscriber
traffic increases. Hence, seasonality can
only be observed in systems where the same
user population has been fairly stable or
slowly increasing over alonger (more than
six months) period of time. In systems
where this has been the case, however, the
seasonal effects can be clearly visible.
However, Internet usage is continuously
evolving, and these variations must be
tracked over along period of time so that the
effects can be clearly understood.

The seasonal variations are clearly
visiblein Figure 2. In genera, high traffic
times appear to correspond well with school
vacations and major holidays®. Thistraffic
data shows a marked increase about
Thanksgiving (end of November), slows
during mid-December, and upsurges again



near the end of December (Christmas).
After the December school break, traffic
decreases with abrief upsurge in early April
(Spring Break) and early May (Finals
Week). When school lets out for the
summer (early June), there is atremendous
sustained increase in the traffic until early
August.

After schools reconvened for the Fall
term, traffic reverted to alevel similar to
that seen in the Spring. There is one minor
upsurge on Columbus Day 2001 (early
October) that correspondsto asimilar
upsurge on Columbus Day 2000 (not shown
on this graph).

Figure 2isaMRTG graph of the
upstream traffic on awell utilized upstream
for the time late-October 2000 through
November 2001. This upstream servesan
areain which cable modem service has been
available for several years, and has had
fairly stable (but slowly growing) user
population over the course of the period
May through November 2001. Each data
point represents the 24-hour average traffic
on the upstream for this aggregate of users.

Figure 2. Seasonal high traffic appearsto
correspond to school vacationsfor late-
October 2000 through November 2001.
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Overall Trendsin Volume and Symmetry

The overall trends of the use of data
(volume of data consumed per user,
symmetry of dataflow on the network) will
vary depending on a number of factors,
including:

* The demographics of a particular
region,

o User sophistication,

* “Neighborhood effects’ such as the
popularity of an interactive game
played among residents of a
neighborhood,

»  Geographic and weather factors, and
» System management policies (such
astiers of service based on data

consumed).

These effects will vary from system to
system and from node” to node within a
system. Overall, across alarge aggregation
of users, the volume of data consumed per
user appearsto beincreasing, and the
downstream/upstream ratio of data
consumed appears to be decreasing. Figure
3 shows the average symmetry, the ratio of
downstream to upstream use, calculated for
the months of May through September 2001
for avery large aggregate of subscribers.
During this period of time, the symmetry
ratio decreased from just over 2 (2 times as
much downstream data as upstream) to 1.4.
This value was cal culated based on the data
flow on the network. Other measurements
taken on an individua basis on anode
indicates that individuals vary widely in
their symmetry of use. The decreasein the
overall average symmetry of traffic has been
observed on a number of different systems.
Early indications are that, on an individual
node basis, the symmetry is relatively high
(about 3) when asystem isfirst deployed
and decreases as the users on the system
begin to more fully understand the
capabilities of the cable high-speed data
communications system.



Figure 3. Overall symmetry of network
use based on volume of traffic flow for a
lar ge aggr egate of users.
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SIMULATION of DOCSIS
NETWORKS

An important reason for performing
datacollection and analysisisto have a
basis of empirical datato use for the
construction of predictivetools. Analysis of
measurement data, such as the probability
distributions discussed in the Appendix, are
essential for making simulations realistic
and accurate. Predictive tools can simulate
network performance given the behavior of
specific network elements based on these
data. These tools can also be used to study
the behavior of new applications and
services on the network. One such predictive
tool isthe Modeler software developed by
OPNET.

Cablel abs developed a model of the
behavior of the Gnutella peer-to-peer file
transport protocol on aDOCSIS 1.0 access
network using the OPNET Modeler software
program in order to determine the types of
traffic characteristics that can be expected
from these applications.

Figure 9. Network topology used to
examine the effects of peer-to-peer file
sharing on a DOCSI S access network.
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In this simulation, two DOCSIS access
networks were configured. Figure 9 provides
adiagram of the network topology studied
in this simulation. One of these access
networks (connected to CMTS in Figure 9)
hosted one cable modem that supported a
music server. Inthe simulation, this
modem-server (music server in Figure 9)
combination would replicate the
performance of a single subscriber that was
acting as a source of files (such as MP3
audio files) to other users of the peer-to-peer
application. The MP3 file transfer was
simulated asa5 Mbyte HTML file
download from this server to users of the
peer-to-peer application. The users of the
peer-to-peer application were simulated by
12 of the cable modems connected to
CMTS 0in Figure9, each of which would
download five of the simulated MP3 files
per hour. These modems served as data
sinks (or destinations) for the files
transferred from music server. The primary




role that these modems played in the
simulation was to send requests for file
transfers to music server. The module server
acted as the source of typical background
traffic for this smulation.”

In this simulation, the DOCSIS access
networks were configured without any rate
limitsin order to study how much traffic
could be generated by the single subscriber
hosting the music server. The DOCSIS
upstream data rate simulated was 5.12
Mbps. The simulation was configured to
simulate the activity generated in 20 minutes
of network activity.

The effect on the upstream traffic
generated by the music server in this limited
simulation is shown in Figure 10.

Figure 10. Upstream traffic load
generated by a single user serving MP3
fileson aDOCSIS 1.0 access network. In

thissimulation, the CMTSis configured
asarouter.
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As can be seen in this graph, thissingle
user consumed nearly 50% of the upstream
bandwidth available for a substantial
proportion of the ssimulated period, and
nearly 25% for the rest of the period.
Therefore, asingle user of peer-to-peer
applications will have a persistently high
data rate resembling a very high-speed
constant bit rate application. The results of

this ssmulation correspond closely with
network behaviors that have been observed
in the real-world environment. This
simulation highlights the importance of
bandwidth management tools such asrate
limits, volume limits, and traffic
prioritization and differentiated services
(from DOCSIS 1.1 and PacketCable™) for
assuring a well-functioning network and
good customer experience for all
subscribers.

PACKETCABLE SIMULATION

Cablel abs developed PacketCable
protocol extensionsto the commercialy
released DOCSIS 1.1 OPNET model library.
A number of scenarios were developed in
conjunction with the PacketCable project to
test the capabilities of the model and explore
the efficiency of the DOCSIS
1.1/PacketCable protocols. The basic
scenario topology used for testing is shown
in Figure 11. In the scenarios tested, the
upstream channel data rate was set to 1.28
Mbps.®

Figure 11. PacketCable™ Scenario
Topology




In these scenarios, two CMTS
supporting 10 multimedia terminal adapters’
(MTA) each were configured that were able
to communicate through an IP cloud. A
combination of voice (using the G.711
codec) and data traffic was modeled in order
to study specific load conditions. In the
simulation, calls originated on an MTA on a
bus supported by one CMTS were
terminated at an MTA supported by the
other CMTS, and all of the voice callswere
initiated and terminated simultaneously in
order to produce “worst case” results. Due
to the low upstream data rate (1.28 Mbps)
and the high data rate required by the G.711
codec (nominal line rate is 64 kbps, but
encoding inefficiencies create an actual line
rate closer to 128 kbps), the upstream
channel was saturated with relatively few
simultaneous calls. Infact, in ssimulation,
the upstream channel could only support 9
simultaneous calls; atenth call specified in
the ssmulation was not completed due to
lack of available bandwidth at a quality level
needed to support the call. Figure 12
provides a graph of the upstream channel
utilizations expressed as a percentage of the
total possible load throughput rate for the
scenarios with 8, 9, and 10 specified voice
calls. (Note that the number of callswas
limited due to the low data rate of the
underlying DOCSIS system. Much higher
data rates, with resulting call carrying
capacity would be used in actual system
deployments).

Figure 12. Upstream channel utilization
for PacketCable™ voice usage ssmulation.
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Figure 12 shows that in this simulation,
the DOCSIS upstream has about 78%
utilization (or about 1 Mbpsin this case)
with 8 voice calls and 87.5% utilization with
9 and 10 specified calls (Call 10 was not
completed). The simulation was also tasked
with simultaneously collecting information
on the performance of the data applications
(modeled as uploads of file transfer
protocol, or FTP, traffic from two cable
modems to the CMTS).2 Figure 13 provides
agraph of the amount of data uploaded to
the CMTS for the same time interval. Note
that in the case with 8 voice conversations
and two simultaneous data uploads, the
performanceisfairly constant. With 9 voice
conversations, the data rate peaks sharply in
the brief interval between voice
conversations. Another view of the
performance of the data transfer is provided
by Figure 14, the response time for data
traffic uploaded to the CMTS. Thisgraph
shows that in the case of 8 speakers, thefile
transfer takes place with afairly constant
delay of about 1 second.® In the case of 9
speakers, the datais buffered at the cable



modem until enough bandwidth is available
to transfer it to the CMTS.

Figure 13. Rate of data uploaded to
CMTSwhilevoice conversations are
taking place..
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Figure 14. Data upload responsetimefor
various loading conditions.
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Taken al together, these preliminary
resultsindicate that the DOCSIS 1.1 system
with PacketCable protocol can operate at a
utilization level of over 78%. Thiscan be
compared to earlier ssmulation results (circa
1999) that indicated that the DOCSIS 1.0
system performance would degrade rapidly
a autilization level of 65%. Thus, these
preliminary simulation results indicate that
DOCSIS 1.1 will have a15% increase in
carrying capacity over DOCSIS 1.0.
Furthermore, Figures 13 and 14 indicate that
DOCSIS 1.1 alows graceful degradation of
the upstream under peak |oading conditions
in that bandwidth for support of lower
priority applicationsis cannibalized to
support higher priority applications.'

CONCLUSION

The use of cable-based high-speed
networks has evolved substantially over the
course of the last year, and will continueto
evolve as new applications and services are
deployed on the networks. This paper marks
thefirst, preliminary stepsin understanding
this evolution of use. In order to manage this
evolution, the cable industry needsto
continue the collection of data, not only on
the access network, but also at higher levels
of aggregation so that we can determine the
nature of local content management that will
be required. The cable industry also needs
tools ranging from specialized data
collection and analysis techniques to
innovative ways to manage service
deployments in atiered service environment.
To this end, CableLabs will continue
analysis of bandwidth use on live cable
high-speed data systems, the development of
tools for the modeling and management of
datatraffic, and assessment of the strategic
technical and economic implications of
these measurements in the coming year.




APPENDI X: Observed Parameters
and Ther Distributions

Appendix A describes the parameters
used for the detailed analysis of data on the
Bandwidth Management Project. This
appendix also reports preliminary research
findings on the probability distributions of
these parameters based on live network
traffic data.

A.1Volume of data use

A.1.1 Definition

The amount of data consumed (upl oaded,
downloaded, and uploaded + downloaded)
during the measurement interval.
Specifically, this parameter corresponds to
the number of bytes of information delivered
to, or originating from, a single cable
modem as represented by the MAC
address'. This parameter can be collected
for an aggregate (for example, all of the
users on a given upstream or downstream
frequency) and an individua (per MAC
address) basis.

A.12 Use

This parameter is useful for examining
clusters of users and pattern of use. It can
also be used as a measurement mechanism
for volume-based tiering (where a usage tier
isdefined in terms of, for example, number
of Gigabytes per month).

A.1.3 Units of M easur ement

Thisvalueisrecorded in terms of bytes,
and typically measured in Mbytes/(unit
period) for cable modem networks. The unit
period may be seconds, hours, days, or
months.

A.1.4 Distribution

If V = Volume of data used by an
individual user, the probability
PV <V]

has been observed to have an exponential
distribution for upstream, downstream, and
total volume of data used.

A.2 Data Rate

A.2.1 Definition

Theoretically, the datarate isthe
derivative of the volume of use with respect
to time. Practicaly, the average datarateis
merely an expression of volume of data used
within a specified short time period, usually
asecond. It isusually collected for an
aggregate (for example, all of the userson a
given upstream or downstream frequency).
The use by an individual isdifficult to
instrument at thistime and is usually derived
from alonger term volume measurement for
the user.

A.22Use

This parameter istypically collected by
network management tools such as MRTG,
and is the fundamental parameter for system
capacity planning due to the small time
interval of measurement and usein the
definition of communication systems. The
time trajectory of this parameter for
successive measurement intervals for an
aggregate of users, particularly to those
users assigned to the same upstream and
downstream frequency of operation, isa
fundamental tool for use in capacity
analysis. The distribution characteristics of
this parameter are useful in predicting the
performance and QoS characteristic of a
network segment.

A.2.3 Units of M easur ement

Typica measurement units for this
parameter are bits/second (bps) and
bytes/second (Bps) (8 bits = 1 byte).

A.2.4 Distribution

For aggregates of users over typical
measurement intervals (5 minutes, 15



minutes), the time trgjectory of this
parameter has the characteristics of a
normally distributed, or Gaussian, white
noise. That is, individual observations of
this parameter are normally distributed with
mean equal to the average datarate. The
standard deviation of this parameter can be
used in conjunction with the mean as the
parametric basis for system capacity
estimation. The diurnal variation X; in the
datarate load on an upstream or downstream
has the formal functional form (at timet) as
a stochastic process:

Xt = R(t) + Ny
Where
R(t) isasinusoidal function expressing the
mean data rate, and
N is a zero mean Gaussian white noise with
standard deviation much less than R since
the datarate will always be positive.
The expected accumulated volume of useis
related to data rate by the expression:

V(T) =l R(t) dt
Since the expected mean of n; isO.

A.2.5 Derivation

The MRTG tool is commonly used to
collect and report data flow rates. In order
to collect the data, MRTG will poll
periodically arouter to collect the value of a
byte counter to get avalue V(n) (the value
of the counter at polling interval n). In order
to determine the data flow in bytes per
second during the period, MRTG computes

F(n) = [V(n)-V(n-1)]/(number of secondsin
reporting period)

In order to get the flow value in bits per
second for the reporting period, it is enough
to compute 8* F(n). The normality of this
distribution is to be expected from the
Central Limit Theorem which states, in
effect , that if one takes random samples of
size n from a population of mean m and
standard deviation s, then, as n gets large,

then the distribution of the average of these
samples X will approach the normal
distribution with:

e Mean=m

« Standard Deviation = §/vh

A.3 Symmetry of Data Use

A.3.1 Definition

Downstream Data used per measurement
interval/Upstream data used per
measurement interval.

A.3.2 Use

This parameter has many implications
for system architecture and a fundamental
indicator of system usage by subscribers.

A.3.3 Units of M easur ement

This parameter takes a dimensionless
positive value. Vauesin the range of 0.5 to
4 aretypical. It can be expressed asaratio R
or in Decibels (DB, 10 logio(R)). The data
used can be measured in volumetric or flow-
rate terms, and can be used to measure
populations and individuals. Thekey itemis
to maintain the same interval of
measurement for comparison.

A.3.4 Distribution

If R = symmetry of data use by an
individual then
PR <r]
Has been observed to have alog normal
distribution when expressed as aratio.
When expressed in DB, the value Rpg = 10
logio(R) follows anormal distribution.
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2 MRTG (Multi Router Traffic Grapher) consists of a
Perl script which uses SNMP to read the traffic
counters of routers and a C program which logs the
traffic data and creates graphs representing the traffic
on the monitored network connection. These graphs
are embedded into web pages that can be viewed
from any modern Web-browser. MRTG is available
as adownload from: http://mrtg.hdl.com/

3 A working hypothesis for this is that, in many cases,
the primary residential users of the system will be of
school age. A holiday from school provides an
opportunity to use the system. This effect is also seen
in the diurnal variations. It has also been observed
that systems serving communities with 12-month
schools do not exhibit seasonal fluctuations to the
same extent as communities with 9-month schools.

* In this paper, the term node refers to the group of
subscribers that receive their cable modem service
from the same bladein the CMTS.

® Typical background traffic consisted of a mixture of
simulated Email, web page requests and downloads,
and file transfers.

® The model is capable of using upstream channel
datarates of 1.28, 2.56, 5.12, and 10.24 Mbps. 1.28
Mbps was used in order to reduce complexity during
scenario development and testing and to explore the
inefficienciesinherent in lower datarate systems. In
general, DOCSIS systems work better when run at
higher data rates due to the benefits of statistical
multiplexing.

"The MTA is specified in the PacketCable
specifications. Inthe simulation, itis modeled asa
cable modem that can support both data and
PacketCable protocol sessions.

8 Thefile transfers used in this simulation were made
at asimulated data rate of 1.28 Mbps (the |abel
stating 128 Mbps in the figure legend is a misprint.

The legend will not support the use of a decimal
point).

° Thisdelay is an artifact of the structure of the
simulation.

19 The jssue of when an upstream DOCSIS 1.0
upstream channel is nearing its capacity limitisa
difficult one to address. Most of the evidence in this
areaisanecdotal. The capacity limit depends on a
number of factors including: The sophistication of the
scheduling algorithm in the CMTS; the upstream
channel line rate; the types of applications run by
network users; and the number of MAC addresses
(cable modems) that a CM TS blade can efficiently
support

" The MAC address (Media Access Control
Address) is the unique hardware number assigned to
network connection devices such as cable modems.
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Abstract

As deployments of interactive television gain
momentum, triggers that enable
enhancements to TV programs and
commercials will increasingly be inserted into
the broadcast stream so the enhancement is
synchronized with the video programming.
Enhanced broadcast and synchronization will
become the normin digital, as well as analog
environments.

Delivery of enhancements poses great
challenges for existing networks.  Primary
considerations include the traffic bursts to the
network invited by triggers, upstream and
downstream system bandwidth; Internet
backbones access and servers, and the
limitations of some set-top boxes to
receive/extract triggers.

This paper provides an overview of a solution
for the economical delivery of enhancements
on existing networks. As this solution could
be applied globally, this paper is focused on
solutions for systemsin North America.

ENHANCED TELEVISION

Enhanced television consists of providing
additional information and interactivity
(enhancements) aong with the normal
television programming. Viewers can access
these enhancements as they watch a chosen
program. Such  enhancements are
implemented using consumer device software,
such as the Liberate TV Navigator™ along
with network servers and broadcast equipment
that complements the traditional video/audio
broadcast network. The consumer deviceis a
set-top box that is connected to the video

distribution network (generally cable or
satellite). The enhancement itself can be
created offline to the TV programming, or can
be created on the fly for a live enhancement
(such as a gports broadcast).  Content
authoring and insertion is a major part of the
enhanced broadcast chain.

Enhanced television covers material that is, or
not (depending on the case) synchronized to
the video and audio component of a program;
synchronization can be of various degrees of
accuracy, and does not often need to match
the concept of frame accuracy. It also tends
to have some form of interactivity,
implemented either using features of the
receiver alone (one-way broadcast) or using
servers via a two-way network connection.
With a two-way network connection, this
interactivity can be used to enable e
commerce transactions — a combination of
televison and e-commerce often caled t-
commerce.

CHALLENGESFOR DELIVERY OF
ENHANCEMENTSON EXISTING
NETWORKS

The end-to-end delivery of enhancements
synchronized with the video programming
introduces a wide variety of new services for
the viewers and new business opportunities
for the broadcasters and network operators.
However, the delivery of such services has
inherent technical challenges, which must be
solved for a successful launch.

Enhanced Television synchronized content
createsburst in the network

Insertion of enhancements at a very specific
time in a video broadcast causes peak



subscribers demand for bandwidth on the
return channel. At a given point in time,
hundreds of thousands of subscribers will
receive a trigger and then request the
enhanced content, increasing drastically the
upstream and downstream peak bandwidth
reguirements on the local network.

Synchronized  enhancements  involves
multiple players in the end to end video
distribution chain

Adding synchronized enhancements to video
programming involves every entity from the
broadcast studio all the way to the subscriber.
The broadcast studio usualy has
responsibility for the creation and insertion of
TV  enhancements. Synchronization is
achieved through insertion of triggers with the
video signal (assuming no alterations from the
video distribution network). From content
authoring to synchronization to delivery, it is
crucid to define the various interfaces
allowing proper end-to-end integration.

The content insertion requires a proper
scheduling mechanism and content caching
scheme. National networks also have local
affiliates and the insertion of local enhanced
content brings a new level of complexity to
the picture.

There are multiple network topologies and
video transmission schemes

The number of players in today's video
distribution chain complicates the enhanced
data delivery mechanism. Broadcast studios
can usualy send the content to a satellite
uplink in analog or digital format. Network
operators receive the content from the satellite
downlink, package it and distribute it to their
subscribers through their specific networks.
Each distribution network has its own

characteristics in terms of possble
downstreeam and upstream  bandwidth
configurations, terminal  (set-top  box)

capabilities, and network management (for
example, it may not be possible to extract

triggers on a given digital set-top). Depending
on the end-to-end network configuration,
transmission can be in analog or digital,
potentially atering the form of the
enhancement as it is converted between
transmission formats

END-TO-END SYSTEM
CONSIDERATIONS

Enhanced television consists of providing
additional information and interactivity
(enhancements) aong with the normal
television programming. Viewers can access
these enhancements as they watch a chosen
program. Such  enhancements are
implemented using consumer device software
(possibly running a client middleware emgine
such as the Liberate TV Navigator™) along
with network servers and broadcast equipment
that complements the traditional video/audio
broadcast network. The consumer deviceis a
set-top box that is connected to the video
distribution network (generally cable or
satellite). The enhancement itself can be
created offline to the TV programming, or can
be created on the fly for a live enhancement
(such as a gports broadcast).  Content
authoring and insertion is a major part of the
enhanced broadcast chain.

Enhanced television covers material that is, or
not (depending on the case) synchronized to
the video and audio component of a program;
synchronization can be of various degrees of
accuracy, and does not often need to match
the concept of frame accuracy. It also tends
to have some form of interactivity,
implemented either using features of the
receiver alone (one-way broadcast) or using
servers via a two-way network connection.
With a two-way network connection, this
interactivity can be used to enable e
commerce transactions — a combination of
televison and e-commerce often caled t-
commerce.



Enhanced television brings together divergent
pieces of technology and content. An end-to-
end broadcast solution has to address the
issues related to developing, delivering
(broadcasting) and managing the different
pieces of content (or assets) that make up an
enhancement, and the applications that
support them (for instance, the payment
systems).

From an end-to-end system standpoint, a
number of key functions need to be addressed
in order to assure proper delivery of
enhancements. Those functions include:

» Authoring, Hosting and Archiving the
content

» Management of user responses (client and
server)

» Transaction fulfillment

* Security

* Branding

» Enhancement advertising

* Injecting Triggers (and enhancement)

* Receiving Triggers

This paper focuses on the last two items from
this list: Injection of triggers / enhancements
and receiving triggers.

Injecting Triggers (and enhancements)

Scheduling and injecting triggers associated
with the enhancement into the broadcast
stream; in some cases the enhancement itself
may aso be injected into the broadcast, to
improve scalability (when bandwidth is
available). Insertion in both analog and digital
transport carriers is possible, but the two
differ significantly.

Receiving Triggers

Functions in the receiver provided by the
middleware (set-top box) to allow it to receive
and appropriately handle triggers. A
distinction needs to be made between triggers
that announce the presence of enhancements
that might be offered to the viewer and

triggers that cause the enhancements to
function, once selected by the viewer.

SOME BACKGROUND ON ATVEF

The Advanced Television Enhancement
Forum (ATVEF)' is of a cross-industry group
of companies' representing major television
programmers, technical platform providers,
broadcasters, and transport providers.
ATVEF, which is not a standards
organization, was created to specify the
design, delivery and display of enhanced and
interactive TV programming that can be
authored once using a variety of tools, and
deployed to a variety of television, set-top,
and PC-based receivers. ATVEF's creation
was driven by a much-needed standardization
effort at a time when broadcast TV and the
Internet are converging to deliver rich, cross-
platform, cross-network services and content.
Older Enhanced Television systems did not
have the benefit of Internet content and
technology. ATVEF utilizes the Internet as
the cornerstone of the specification.

The ATVEF specification defines two aspects
of the enhanced television platform: the
Content and the Transport. The ATVEF
content defines different level of content
profiles, which are designed to target different
range of receiver capabilities. The ATVEF
transport defines different types of transport
mechanisms for carrying ATVEF triggers and
content  supporting  different  network
architectures.

The following section provides a brief
overview of the ATVEF transport mechanism.
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Figure1 ATVEF Content and transport



ATVEF Transport

The display of Enhanced Television content
consists of two aspects. 1) delivery of data
resources and 2) display of named resources
synchronized by triggers. All forms of
ATVEF transport involve data delivery and
triggers. The capability of networks for one-
way and/or two-way communication drove the
definition of two models of transport for
ATVEF.

ATVEF defines two kinds of transport.
Transport A is for delivery of triggers by the
forward (or broadcast) path and the pulling of
data by a (required) return path. Transport B
is for delivery of triggers and data by the
forward (or broadcast) path where the return
path is optional.

ATVEF Transport A

With the Transport A delivery scheme, only
the triggers are sent with the video / audio
broadcast. In order to get the enhancement,
the set-top must have a live network
connection (two-way) via an ordinary
telephony modem or cable return channel.
Usualy Internet protocols are used to load
content in this manner.

ATVEF Transport A highlights:

. Triggers (URL) only are sent to the
set-top box embedded with the video/audio
stream.

. Corresponding content is accessed
from the two-way network (e.g. phone,
cable return)

Transport A is usualy seen as a transport
mechanism for analog video where triggers
are carried over the VBI part of the video
signal. Note that the VBI can also be carried
on adigital MPEG video through the MPEG
user datafield.

ATVEF Transport B

In the Transport B delivery scheme, the
triggers and the enhancements are both sent
with the video/ audio broadcast. The
enhancements are included in the video
signal itself and do not require a real-time
network connection for delivery of
interactive content, however, this does not
alow for targeting, personalization, or
customization (a return channel is required
for this). Transport B provides a less
expensive alternative where delivery of a
single enhancement to all set-top boxes is
appropriate, and is particularly useful for
satellite-delivered programming that lacks a
real time connection.

The advantages of Transport B are that it
places no additional load on the two-way
network (the data is sent to all receivers),
and it does not require a two-way connection
(so it can run on video networks with no (or
limited) return channel. As the triggers and
enhancements are part of the broadcast feed,
the level of interactivity provided with
Transport B is limited to broadcast content
(enhancements are interactive but there is no
communication with the two-way network).
Once a viewer selects the trigger, the set-top
box retrieves the interactive content locally
and displays the enhancement in real time,
allowing the subscriber to see the enhanced
content immediately without additional load
on the two-way network.

For analog video transmission, the VBI is
the only channel to carry triggers and
enhancements. Since the VBI is not a high
bandwidth channel, Transport B with rich
enhancements is challenging on analog
video. For that reason, Transport B scheme
is usually seen as a transport mechanism for
digital video where triggers and content are
carried on MPEG transport.



ATVEF Transport B highlights:

. Triggers and Content are sent to the
set-top box packaged together as
insertions into the video/audio stream.

SOLUTION FOR SCALABLE
DELIVERY OF ENHANCEMENTSON
EXISTING NETWORKS

In an environment where enough bandwidth is
available from the broadcaster, it is possible to
broadcast video, audio, triggers and
enhancements from the origination point. In
this scheme, the broadcaster would use a data
broadcast server (such as Liberate
Mediacast™) coupled with a scheduling
system allowing them to add enhancements to
their programming fairly easily. For end-to-
end digital systems, this is possible assuming
that enough bandwidth is available on the
uplink.

For the case where the programming is
originated in analog format, the VBI is the
only channel to carry programming related
information. This channel is limited and not
very suitable to deliver rich content.

As the number of digital set-top boxes
deployed on cable systems across North
America is getting bigger and bigger, a
solution for the delivery of enhancements on
those existing networks is crucia in order to
avoid hardware upgrade of large number of
set-tops.

Model for end-to-end delivery

The remainder of this paper presents a hybrid
model for end-to-end delivery  of
enhancements that:

a) Allows broadcasters to keep creating
triggers and enhancements using the same
infrastructure.

b) Allows support of triggers and
enhancements of networks where the return
channel and the processing capabilities of the
digital set-top are limited.

This hybrid model carries timing related
information  (triggers) with  the video
programming and publishes the enhancement
on a generally accessible channel (such as a
proxy server). The model reduces the
bandwidth requirements from the broadcaster
origination point while maintaining the timing
|/ synchronization information with the video
transport. As the industry is migrating from
analog to analog / digital hybrid to full digital
a solution is needed to ensure the delivery of
enhancements synchronized with the video.

Depending on the network capabilities either a
Basic of Advanced model will alow a
scalable  deployment of  synchronized
enhancements.

The Basic model, which is the simplest,
requires a stronger network infrastructure in
terms of two-way connection. The Advanced
model introduces data carousels (such as
through the Liberate Mediacast™ server),
reduces peak bandwidth requirements on the
two-way network, and allows a more scalable
delivery of synchronized enhancements
without delivering the enhancement with the
video signal from the origination point. This
model also alows local enhanced content
filtering and insertion.

In both models, the broadcaster inserts timing
information (triggers) along with the video
signa and then publishes the enhancement
(usually via a web interface). As far as the
broadcaster is concerned, this embodies the
ATVEF Transport A model. Depending on its
network topology, the network operator will
either pass through the triggers to its set-tops
or will extract the triggers allowing a pre-fetch
and pre-caching of the enhancements.

Description of Basic and Advanced
synchronization models

Basic mode

For networks allowing it, the Basic model is
the simplest. Thisis ATVEF Transport A end



to end. In this case, Liberate Connect™
servers are installed as part of the network
infrastructure at the headend and Liberate TV
Navigator™ is loaded onto the set-top box at
the subscriber site. Figure 2 below shows the
flow diagram for the Basic model.

Subscriber
(settop box)

Broadcast Facility Network Operator
(studio) (video distribution network)

Inserts triggers with | a) Distributes analog

! : Extracts triggers
the broadcast signal apaiog broadcast signals to
or

Analog  from incoming

its local network or :

Digital by pass through Dt V1460 i
triggers EIA 708 Notifies the
- VBI for analog viewer that an
- MPEG user data enhancement is
for digital available

Publishes enhanced 2) Provides two way data Viewer eolocts to
content (web rovides two way iew
( ) Internet path for woway yiew the

Connection
enhancement;

retrieving the
| enhancement from fetches the
content on the

the web site
b) Two way network could two way
be Telephone or Cable connection
(Out Of Band or DOCSIS)

Figure 2 Basic model flow diagram

In this model, the network operator passes
through the video/audio with embedded
triggers to the set-top. Triggers are embedded
in the VBI. For digital, the VBI is delivered
through the user data field in MPEG. The
software on the set-top requests enhancements
over a two-way connection, typically telco or
cable return. This model assumes there is
enough downstream and upstream bandwidth
to accommodate the bandwidth and latency
demand for alarge number of subscribers.

Basic model assumptions and limitations

This basic model is suitable only for networks
that can sustain the peak bandwidth required
by the retrieval of synchronized content.

Basic model assumptions

. The network operator infrastructure
must have two-way capability with enough
capacity and minimum return channel
latency to support concurrent sessions for a
large number of subscribers.

. The set-top must be able to extract
triggers from the analog or digita video

signal (Liberate TV Navigator, like other
implementations, needs a minimum
functionality from the set-top to achieve
this).

Basic model limitations

. Limited scaability:  synchronized
content will introduce synchronized peaks

demands from the subscribers. Requires
strong 2-way network.

Advanced model

Today's network topologies with
infrastructures that can support the Basic
synchronization model are limited. In order to
enable deployments of such synchronized
services without engaging in the expense of a
network upgrade, Liberate proposes an
enhancement to the Basic model. The
Advanced synchronization model achieves
greater scalability and makes the end-to-end
model feasible on today’ s networks.

Figure 3 below illustrates the information flow

for the Advanced model.
Broadcast Facility Network Operator Subscriber
(studio) (video distribution network) (settop box)
Inserts triggers with Distributes video Extracts trigger from
the broadcast signal  analog  Proadcast signals to bigial  incoming feed
or its local network
Digital i Notifies the viewer that
. an enhancement is
Extract triggers, pre vailable
fetches the enhanced Data

c ]
content, broadcast content ~*%'*®

and triggers on a digital
data carousel

Viewer selects to view
the enhancement;
fetches the initial content
I from the data carousel

Publishes enhanced Two way connection

content (web) Internet Twoway  USed for point to point
Connection | internet access and e

commerce transaction
from enhanced content

Figure 3 Advanced model flow diagram

In this model, the network operator passes
through the video and audio to the subscriber
in the analog or digita format. At the
network operator site, the synchronization
with triggers can be achieved by introducing
infrastructure alowing greater scalability.
The triggers are extracted at the head end, and
then the enhancement can be pre-fetched and
stored on an in-band carousel. This carousdl is



carried on the physical layers supported by
the specific network. Examples are MPEG
transport , Out Of Band channel or IP
Multicast in a DOCSIS environment. At this
point, the enhanced content is available to all
subscribers.  As soon as a trigger is sent
through the broadcast server (such as
generated by Liberate Mediacast™), the
viewer is notified and, if the viewer selects
the enhancement, it is retrieved from the
carousdl. The two-way connection is used
only when the enhanced session goes
interactive (e.g. user requests a link that is

not on the carousel by going to an e
commerce or Secure Session).

The specific deployment for the Advanced
model relies on carrying the data carousel
over the local network. The physical layer to
carry the data carousel is determined by the
set-top capabilities in terms of data delivery.
Carousels can be delivered over MPEG and
over aDOCSIS channel (IP Multicast).

The following section provides an end-to-end
case study for the Advanced synchronization
model.

Advanced Synchronization Implementation: a case study
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Figure 4 Advanced model end-to-end case study

Thisis atypical scenario of operation for the
Advanced synchronization model for cable
systemsin North America:

© Content generation

The broadcaster (usually in conjunction with an
ETV ASP (Application Service Provider)
partner) creates the enhancement for a specific
program. This enhancement is described through

a play list (using XML standards) and provides
location and timing characteristics (date, time,
expiration) for the enhanced content. The
enhancement is stored on a location accessible
through the Internet backbone. It will be pulled
at a later time from the Liberate infrastructure
server that resides at the cable operator premises.



® Synchronization of information and
trigger insertion

Using an authoring and scheduling system
(multiple companies provide such systems), the
triggers are created and inserted with the video
signal, thus embedded in the broadcast feed,
typically in the VBI (ATVEF Transport A).
Scheduling information and  enhancement
(through play lists) can be made available
(published) ahead of time (for the cable headend
to fetch schedules and content). The broadcaster
performs the insertion of triggersin the analog or
digital domain. Signal transmission can be
analog or digital but will preserve the embedded
ATVEF triggers (ATVEF transport A, VBI, on
analog or digital video).

©® Broadcast of video content

The video is sent from the broadcaster through a
network (analog or digital); typicaly satellite.
The signal contains the ATVEF triggers
embedded with the video signal. Again, the
video signal could be analog or digital.

® Receave broadcast

The broadcast signal is received at the cable
headend through areceiver (IRD). Depending on
the network architecture, the network operator
will either:

a) Broadcast the analog video to the
network and let the set-top extract triggers from
the analog video (Basic model).

b) Extract the triggers* at the headend, pre-
fetch the enhanced content and send it on adata
carousel through Liberate Mediacast™
(Advanced model).

* Trigger extraction can be done with externa
devices.

©® Videodistribution

Typicaly, the video programs (channels) are
distributed to the subscribers in analog or digita
format (some channels analog, some channels
digital). The video delivery scheme (analog or
digital) impacts the ATVEF support on the
platform since the enhancement is transported to
aternate paths. For example, for a single tuner
set-top that is tuned to an analog channel, the

enhanced content has to be delivered through the
Out Of Band (OOB) in order to avoid tuning
away and to be able to overlay the enhancement
on the video programming.

® Triggersextraction and processing

For the specific Advanced synchronization
model, the triggers are extracted at the headend.
The Liberate TriggerHUB™ server is the link
between the VBI extraction devices and the
Mediacast carousels. Triggers are sent to the set-
tops through Mediacast carousels using a
notification mechanism.  The Liberate TV
Navigator™ allows the set-top to receive and
appropriately handle triggers.

The user interface for offering enhancements to
the viewer can be customized by the service
operator through the TV Navigator™.

® Broadcast content

Liberate Mediacast™ is used to broadcast
content through a data carousel scheme. The
carousels are carried either in-band with the
MPEG (single tuner set-tops) or through IP
Multicast on the DOCSIS channel (dual tuners
set-tops).  The enhanced content is provisioned
as part of a service that includes MPEG audio,
video, and enhanced data. Mediacast™ enhances
the system scalability since the enhanced content
is made available to all subscribers served by the
specific headend.

® Liberate Trigger HUB™ server

The TriggerHUB™ server resides at the cable
head end and works in conjunction with Liberate
Mediacast™ server. TriggerHUB™ pulls the
schedule for the enhanced content associated
with each video channel (from the broadcaster
site). The TriggerHUB™ is the interface
between the incoming triggers and the data
carousel. It monitors triggers from multiple
incoming sources, schedule them to the Liberate
Mediacast™ server.

The first trigger of a program could include a
<LINK> tag that refers to a play list. The
TriggerHUB™ fetches the initial page, extracts
the link, fetches the play list, creates a schedule
from it, and hands it to the Mediacast™ server
for carousel broadcast. This mechanism alows
the system to prepare the content in advance,



hence reducing the latency on subsequent
triggers.

The broadcaster can push play lists to the cable
headend's TriggerHUB™ server alowing real
time support of changesin the program schedule.

© MPEG re-multiplexing

When the target set-top is a single tuner set-top,
the carousdl is carried on MPEG and combined
with the video and audio programs. An MPEG
remultiplexing device is used to combine the
Video and Enhanced content (data carousel) on a
single transport. The audio, video, and data are
combined into a specific service alowing simple
management and authorization through an
existing Conditional Access System (CAS). The
MPEG re-multiplexing device is generally part of
the network for grooming video programs on
specific MPEG transports.

® Subscriber

The set-top runs Liberate TV Navigator™
alowing it to receive, synchronize, and display
the enhanced content. The set-top, when tuned
to an enhancement-enabled channel, will then be
able to notify the subscriber of enhanced content
and retrieve it from the Mediacast™ carousel
without tuning away. The carousdl either resides
on the same digital transport stream (MPEG) for
single tuner set-top, or on the DOCSIS channel
(IP Multicast) for dual tuner set-tops.

CONCLUSION

The successful deployment of Enhanced TV
services requires a close coordination of
Network operators, Content developers and
Head End equipment vendors to overcome
the many inherent problems in distributing
synchronized enhanced content. Both the
content and the delivery methods must
accommodate the realities of the network. A
platform based on standards such as ATVEF
goes a long way towards ensuring a
homogeneous content, allowing consistent
processing. To handle the network requires a
system that is capable of efficiently
delivering content over networks with varied

types of two-way backchannels.. Liberate
facilitate this integration by offering a
platform based on existing standards (such as
ATVEF). From a content standpoint, the
Liberate Enhanced TV platform allows
common content and tools across different
network topologies and set-top boxes
capabilities. From a networking standpoint,
the platform, through Liberate Mediacast™,
ensures a delivery of enhancements which
does not rely on aback channel and offers the
network operator a direct control over the
bandwidth allocation for the delivery of such
enhancements.

FOOTNOTES

i ATVEF Web site: http://www.atvef.com

ATVEF was founded by a group of 14 companies:
CableLabs, CNN Interactive, DIRECTV, Discovery
Communications, Inc., Intel Corporation, Liberate
Technologies, Microsoft and WebTV Networks, NBC
Multimedia, NDTC Technology, Inc., Public Broadcasting
Service (PBS), Sony Corporation, Tribune, The Walt Disney
Company, Warner Bros. Over 130 companies worldwide
have signed licenses to implement the ATVEF content
specification.



CABLE INDUSTRY CONSIDERATIONSIN CHOOSING WIRELESSHOME
NETWORKING TECHNOLOGY
Yigal Bitran, CTO
Broadband Communications Isragl, Texas Instruments

Abstract

Home networking evolved over the last few
years into an affordable technology that can
be applied to cable customers. Many home
networking alternatives were proposed over
the last few years. Wireless home networking
emerged as the most promising solution in
terms of consumer and operator benefits.

We will compare the wireless home
networking variants to other alternative home
networking technologies and discuss the
wireless home networking options. We will
focus especially on IEEE 802.11 and its
various extensions, and discuss what features
are important for addressing the Cable
industry needs and their importance to enable
new revenue opportunities.

HOME NETWORKING OVERVIEW

Home networking has rapidly emerged in
the last three years and is considered today as
an important element for home connectivity.

Many home networking alternatives exist
to date with each aternative further divided
into flavors, which makes it very confusing
for the consumer and operator. The main
home networking alternatives are:

* Wireless home networking: Utilizing RF
technology to create a wireless local area
network. This category includes IEEE
802.11[1], HomeRF[ 2], and HiperLAN2

» Home Phoneline networking: Using phone
lines to create a home network. This

category includes HPNA1.0 [3] and
HPNA2.0

» Powerline home networking: Utilizing AC
powerline network as the home network
media. This category includes HomePlug
[4] and X-10 technologies.

o Ethernet: This good and mature
technology can be used for networking the
home, however unlike the previous
technologies, requires addition of CAT5
wires across the home

Table 1 details the technical attributes of
the key alternatives

Table 1 — Home Networ ki ng Standards

PHY rate

802.11 11-54Mbps Full (11€) No
HPNA2.0 16-32Mbps Wesak Phoneline
HomePlug 14Mbps Weak Powerline
100BaseT 100Mbps  No CAT5

Among the various technologies, wireless
LAN is gaining momentum as the consumer’s
technology of choice. Its most important
feature is avoiding the need to install new
wires, while still having the freedom to roam
throughout the house and use a computer
where desired. In addition, many laptops are
aready equipped with WLAN cards used in
the office environment. This drives higher
availability of WLAN stations. Powerline
networking may become attractive depending
on the ability to overcome the Powerline noise
issues and the availability of very low cost
NICs that connect to the power line network.
Phoneline networking was attractive in the
past as the only 10Mbps technology available



but is losing momentum as users prefer using
wireless technologies.

Among the various wireless technologies,
IEEE 802.11 is emerging as the technology of
choice mainly for its wide industry support
and higher rate compared to HomeRF.
Compared to HiperLAN2, 802.11 is more
suitable for North America and can provide
equivalent rate and range depending on the
chosen 802.11 extension.

|[EEE 802.11 FLAVORS AND ADVANCED
TECHNOLOGIES

Most people are well familiar with |[EEE
802.11b, or Wi-Fi, asthe standard for wireless
LAN. There are, however, many extensions
to IEEE 802.11 aiming to improve rate, range,
QoS and security compared to the 802.11
baseline.

Table 2 summarizes the relevant |EEE
802.11 standards and draft standards
(italicized).

Table 2 — | EEE 802. 11 St andards

Standard  Layer Features
802.11b PHY Baseline, 2.4GHz
802.11a PHY 5GHz OFDM
modulation up to
54Mbps
802.11e MAC QoS features
802.11g PHY Up to 54Mbpsin
2.4GHz
802.11i MAC Improved security

802.11b provides up to 11Mbps physical
layer rate with carrier frequency at 2.4GHz
range. The modulation is based on Direct
Sequence Spread Spectrum (DSSS) using
Complementary Code Keying (CCK) and
optional Packet Binary Convolutiona Code
(PBCC) single-carrier technologies. |EEE
802.11b standard defines PBCC at 5.5 and

11Mbps. There is an additional 22Mbps
extension supported by current generation
silicon solutions. A receiver that implements a
PBCC convolutiona  decoder properly
provides 3dB-coding gain (over CCK), which
trandates into either 70 percent extended
coverage or into a higher rate at a given range
(e.g. 5.5t0 11Mbps).

The effective TCP/IP [5] throughput of
802.11b at 11Mbps rate is reduced from the
theoretical 11Mbps to 5-6Mbps when
considering the MAC layer overhead (see
figure 1). Each transmission of a 1460-byte IP
packet (1060 usec) is preceded by inter-frame
spacing (60 psec), 300 psec back-off time on
average, 72 or 144 preamble bits transmitted
in 1Mbps (72/144 psec), MAC header
(24/48 psec) and 10 MAC overhead bytes
(55 psec). An 802.11 acknowledge follows
each data packet in addition to IP
acknowledge packet adding more overhead.
The overall overhead accounts for 50 percent
of the total time and reduces the effective IP
throughput of 802.11b to 5-6Mbps.
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|EEE 802.11a provides a PHY layer based
on 52GHz RF frequency and high rate
modulations from 6 to 54Mbps. IEEE 802.11a
is based on multi-carrier OFDM technology
where each individual tone can support up to
64QAM modulation, allowing very high rates.



A tradeoff exists between range and rate at
52GHz RF such that the rate falls back
rapidly as the distance between the station and
the access point increases. A disadvantage of
IEEE 802.11ais the use of 5.2GHz frequency
and OFDM modulation, which are not
interoperable with the widespread 2.4GHz
802.11b technology.

The new |IEEE 802.11g draft specification
defines two technologies that can increase bit
rates at 2.4GHz while keeping backward
compatibility to the widespread 802.11b
technology. One technology is CCK/PBCC-
11, used in 802.11b, while the other is OFDM,
similar to 802.11a OFDM. IEEE 802.11g
allows a mixed mode called CCK-OFDM and
another mode called PBCC-22/33. PBCC-
22/33 allows coexistence with legacy 802.11b
stations while providing higher rates of 22 and
33Mbps for new stations. This 22Mbps mode
is aready supported in Texas Instruments
802.11b-only silicon solutions (e.g. ACX100)
and wireless LAN access points and NIC
solutions.

I[EEE 802.11e working group focuses on
enhancing the MAC layer QoS capabilities in
order to support multimedia applications such
as video, audio and voice. The MAC scheme
used in 802.11 is a contention-based carrier-
sense multiple-access with collision avoidance
(CSMA/CA)  mechanism  with  binary
exponential backoff (BEB) called Distributed
Coordination Function (DCF). In DCF, there
is no need for a central coordinator, and each
station can attempt accessing the network
based on some DCF rules. In low network
loads, most access attempts are successful on
first attempt and stations are able to send
packets over the network with low latency. In
some cases, the channel is occupied by
another station for a few milliseconds and the
station needs to defer until the channel isidle
again. Since the access method is based on
“First-come-First-serve” avery high latency in

the order of tens of milliseconds can be
created, especialy in very high network load
scenarios. A well-known example would be a
file transfer between two PCs or between a PC
and a printer that would block QoS-sensitive
traffic. Another drawback of a contention
based access mechanism is the low efficiency
usage of available channel bandwidth due to
collisions and backoff mechanisms. Results
attained over Ethernet networks using a
similar contention based access mechanism
show that for multiple device networks the
effective throughput can go as low as 10
percent of the actual payload data-rate.

|EEE 802.11e  offers  improved
mechanisms to solve the above issues. The
change from legacy 802.11 MAC to 802.11e
can be compared to the change made in the
DOCSIS [5] MAC when moving from
DOCSIS 1.0 to DOCSIS 1.1. The most
relevant mechanism is Hybrid Coordination
Function (HCF), which supports a mix of
contention based as well as centraly
coordinated access. In HCF mode, a central
coordinator (called hybrid coordinator, HC) is
defined. HCF supports both prioritized QoS as
well as parameterized (sometimes referred to
as guaranteed) QoS. This is done through the
support of prioritized traffic categories (TCs)
as well as parameterized traffic streams (TSs),
which are similar to service flows in DOCSIS
1.1 Stations can request bandwidth
reservation from the HC, and a scheduler that
resides in the HC controls the admission into
the channel and may support QoS-critical
applications such as voice, audio and video
using the parameterized QoS mechanisms.
Other types of traffic can be supported using
the prioritized contention based mechanism.
The centrally controlled channel access also
makes the channel usage much more efficient,
allowing for much higher effective data rates.
This is achieved by eliminating contention
intervals and ACK overhead or by using burst
acknowledges mechanism. In an HCF



centrally controlled scenario of streaming
video for example, 80 percent efficiency can
be easily achieved.

IEEE 802.11i introduces additiona
security features beyond the 802.11 baseline.
I[EEE 802.11i supports 40-bit Wireline
Equivaent Privacy (WEP), 128-bit WEP and
Advanced Encryption Standard (AES)
algorithms as well as improved mechanisms
for authentication, significantly reducing the
risk for hacker attack on private data.

There are other IEEE 802.11 extensions
offering additional improvements over the
baseline 802.11, however, they are less
relevant for the Cable industry.

IEEE 802.11 APPLICATION TO CABLE
REQUIREMENTS

IEEE 802.11 is a generic technology that
can be applied to enterprise, consumer and
even access environments. When considering
|EEE 802.11 for Cable, one needs to consider
the specific requirements relevant to the Cable
operators and end-users:

* Installation: This is one of the most
important factors affecting both the end
users and the Cable operators. Obvioudly,
wireless LAN does not require installation
of new wires, which makes it appealing as
a technology. However, the issues of
installing drivers and configuring the
network need to be addressed. Robust
instalation software is key to smooth
installation process. Provisioning of
network addresses can be resolved by
CableHome[7] and smooth installation
can be resolved by utilizing plug and play
technologieq 8].

» Supporting multimedia _applications:
Unlike enterprise environments, home

environments are expected to have richer
multimedia traffic including audio, video
and multi-player gaming. Supporting
video is critical for Cable operators as this
is traditionally their key business and
value proposition over competing access
providers. Initially it is expected that
supporting low rate, streaming IP video
traffic will be required. Rates will vary
starting from 100kbps up to 750kbps per
stream, with moderate requirements for
QoS. At a later stage, operators and
service providers would like to offer
broadcast quality video with MPEG rates
between 4-6Mbps. Video conferencing
also could be offered either using PC Web
cameras or specia device. Ultimately,
multiple video streams mixed with data,
gaming and music could be envisioned,
requiring very high rate and QoS
performance of the wireless network.

* Voice support: As many cable operators
would like to offer voice as an additional
service, Cable Gateways will include
PacketCable [9] functionality as a standard
feature. PacketCable phones will be
connected to RJ11 jacks at the Cable
Gateway. Another possibility is using
802.11-based cordless phones that will
provide both norma cordless phone
functionaity and smat termina
functionality, enabling additional service
revenue.

In order to support the requirements
above, the Cable industry will need to utilize
wireless LAN technologies beyond the basic
802.11b. This could happen in phases as
services offered evolve (see figure 2):

o Phase | (today): Support basic data
connectivity with streaming IP video at
low-moderate rates. |IEEE 802.11b is
sufficient to support thislevel of service




* Phase II: In addition to basic data
connectivity service, phase Il will support
broadcast quality video distribution from
residential gateways or set-top-boxes to
remote TVs and PCs. This level of service
requires higher physical rate going from
11Mbps to 22/24Mbps (with 12-16Mbps
effective payload rate) and IEEE 802.11e
for QoS support and higher payload
efficiency. This combination of high
effective throughput and QoS support will
enable reliable distribution of broadcast
quality video even when the network is
loaded with other traffic. For backward
compatibility with phase | solutions,
802.11 networks need to use 2.4GHz and
thus 802.11q is preferred over 802.11a as
it will support backwards compatibility
with legacy equipment.

o Phaselll: In addition to Phase Il, Phase 111
will support multiple video streams
between PCs, DVD player and TVs, few
voice and audio streams and data traffic.
This level of service will require the
highest rate, as in IEEE 802.11g 54Mbps
mode, and full usage of 802.11e HCF in
order to provide guaranteed bit rate service
to the end user.
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Figure 2 - Evolution of Wreless LAN
for Cable Applications

CONCLUSION

From the multiple home networking
technologies that can be applied to the Cable
environment |[EEE 802.11 seems to provide
the best solution to the Cable industry needs.
IEEE 802.11 different extensions were
anayzed in the context of Cable industry
requirements. An evolution of features is
expected, starting with IEEE 802.11b for
basic service, continuing through 22Mbps rate
for providing broadcast quality video and
finally onto IEEE 802.11g and IEEE 802.11e
to provide ultimate rate and QoS features
supporting multiple broadcast quality video
streams, voice, audio, gaming and data
Services.
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CLONED IDENTITY THREATSIN PACKETCABLE™
Alexander Medvinsky, Jay Strater
M otorola Broadband

Abstract

MTA clones might lead to service theft,
breach of privacy, and denial of service.
This paper proposes techniques that may be
utilized by an IP Telephony service provider
to detect and disable cloned MTAs and
investigates what MTA configurations make
sense for tamperproof hardware. It also
considers techniques involving CMTS and
DHCP server configuration and filtering
options for limiting the geographic
distribution of MTA clones.

INTRODUCTION

PacketCable [2] provides a set of
specifications for VolP services layered on
top of DOCSIS-based HFC networks [7].
Denial of service threats that could disrupt an
IP Telephony network, phone service theft
and user privacy issues were al considered in
the PacketCable security design. The
PacketCable security specification [1]
provides cryptographic protection that
addresses these threats at a protocol level.
But is protocol-level security enough to
address these threats?

This paper considers a particular class of
threats due to illegal duplication of the
PacketCable client (MTA) identities. Since
PacketCable provides cryptographic security,
in order to duplicate an MTA identity one
would need to make a copy of the MTA
private keys and certificates in addition to
copying the MTA host name, IP address, and
MAC address. Let us say that an owner of a
legitimately purchased (or leased) MTA
proceeds to duplicate its identity into a
number of illegal clones. What kind of threat
does it pose to IP Telephony service

providers? The paper discusses scenarios
where the use of MTA clones might lead to
service theft.

The PacketCable security team aso took
these cloning scenarios into consideration
and the PacketCable security specification
includes a discussion of these threats. Two
main techniques that could be used to
prevent clones are Fraud
Detection/Prevention services and
tamperproof hardware inside the MTA that
would make duplication of cryptographic
keys difficult. Because these techniques do
not require inter-operability and because both
of them affect either the cost of running an IP
Telephony network or the cost of the MTAS,
PacketCable does not provide specific
requirements in this area.

This paper proposes techniques that may
be utilized by an IP Telephony service
provider to detect and disable cloned MTASs
and investigates what MTA configurations
make sense for tamperproof hardware. The
proposed fraud detection and disabling
techniques are based on particular properties
of the Kerberos/PKINIT protocol that is
utilized by PacketCable to distribute
cryptographic keys to the MTAs. Fraud
management puts an additional burden on the
operator and if improperly administered
could result in an uncomfortably large
number of fase alarms. Therefore, it is
desirable to complement fraud management
with tamper-resistant key storage in the
MTAS.

Cost effectiveness of tamper-resistant
storage in the MTA seems to largely depend
on what other services are provided by that
MTA. If itisastand-alone MTA device that
provides nothing but interactive VolP



services, secure storage can only be used to
protect PacketCable cryptographic keys. If it
is an MTA that is integrated with a settop
box, it is resident on a platform that already
has a very high motivation for secure key
storage in order to prevent theft of broadcast
video. In such an environment, an MTA
benefits from secure key storage that is
already present on that platform at little or no
added hardware cost. Other integrated MTA
platforms are also considered in this paper
along with the corresponding motivation to
utilize secure key storage.

This paper also addresses an MTA
cloning threat that is better addressed with
cloning prevention at the DOCSIS level
rather than at the PacketCable application
level. The paper discusses adenia of service
scenario where a malicious adversary using a
false identity is able to fool a CMTS into
dropping valid downstream packets destined
for some MTA. This threat is based on the
fact that aCMTS will allocate a gate for each
phone call that is authorized for a specific
quality of service and has a specific
bandwidth limit. If an MTA were to receive
packets at too high of a rate, the CMTS
would be forced to drop some of them. In
order to orchestrate such an attack, this
adversary need not know any of the
cryptographic keys of another MTA. This
paper proposes a solution to the problem that
involves the CMTS with a cost of some
administrative burden.

Finally, this paper considers techniques
involvingg CMTS and DHCP server
configuration and filtering options to
severely limit the geographic distribution of
MTA clones and, therefore, the viability of
MTA cloning operations.

PACKETCABLE™ ARCHITECTURE
OVERVIEW

PacketCable is a project conducted by
CableLabs. The project goa is to identify
and define standards used to implement
packet based voice, video, and other real time
multimedia services over cable systems.
PacketCable products are a family of
products designed to deliver enhanced
communication services using packetized
data transmission technology over the HFC
data network using the DOCSIS protocol.
PacketCable products overlay the 2-way data
ready, broadband cable access network.
Initial offerings are packet voice. Packet
video and other multimedia are longer term
goals that are just now starting to be
addressed by the PacketCable MultiMedia
project.

The following diagram shows the
PacketCable reference architecture (also see

[2]).
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Fi gure 1. Packet Cabl e Reference
Architecture

For the purpose of subsequent MTA
security discussion, key elements in this
architecture are the MTA, CMTS, CMS,
MTA Provisioning Server, and KDC. The
PacketCable signaling [3], bearer [5], and
management protocols [4] between these



components are shown in the following
figure.

Figure 2. PacketCable Signaling, Bearer,
and Management | nterfaces

Following are a listing of the security
protocol and key management techniques on
the MTA interfaces (see [1] for details):

» Public key enabled Kerberos protocol
between MTA and KDC

o Kerberized SNMPv3 on SNMP protocol
between MTA and Provisioning Sever

e Hash and encryption of MTA
configuration file retrieved from TFTP
server

 Kerberized IPsec on NCS protocol
between MTA and CA

» Cipher + MAC (Message Authentication
Code) with NCS key distribution on
RTP and RTCP protocol between MTA
and MG, MP, and other MTA

IPTELEPHONY THREATS OVERVIEW

The IP Telephony system threats fall into
three general categories:

1. Service Theft. An  adversary
manipulates the IP Telephony system in
order to gain some financial benefit. For
example, an adversary impersonates a
valid VolP subscriber and is able to make

free long distance phone calls and charge
them to the victim’ s account.

2. Breach of Privacy. An adversary is able
to snoop on IP Telephony traffic (either
signaling, management, or bearer
channel) without a proper authorization.

3. Denial of Service. An adversary disrupts
IP Telephony service, making the
network  completely  non-functional,
decreasing Quality of Service (QoS)
below an acceptable level, or corrupting
MTA configuration content.

PacketCable™ security addresses all
known theft of service threats on IP
Telephony system interfaces that are within
the scope of the PacketCable™ project.
Similarly, PacketCable™ security addresses
breach of privacy threats on PacketCable™
interfaces that require privacy. Major denia
of service threats resulting from unauthorized
protocol manipulation are also addressed.

However, protocol and interface
manipulation are not the only means by
which an adversary may attack an [P
Telephony system. Hacking into an IP
Telephony server and disabling it would be
an attack that should be prevented using
various techniques such as firewalls, local
access control, etc. However, since these
local security measures do not require
interoperability, they would fall out of the
scope of protocol specifications such as
PacketCable™. Similarly, identity cloning
threats, where secret cryptographic keys are
illegally extracted from a VolP client and
then distributed to other VolIP clients, should
be addressed but are normally not covered by
protocol specifications. The rest of the paper
specifically addresses the cloning threats and
how they may be prevented.



MTA CLONING THREATS

An MTA clone is a copy of an original,
legally configured MTA that possesses the
original MTA’s identity (e.g., MAC address)
as wel as the originA MTA’s secret
cryptographic keys. This enables the MTA
clone to fasify its identity as if it were the
original MTA.

In order to better understand the MTA
cloning threats, it is helpful to identify the
use of the various MTA identities within
PacketCable™:

3. CBFEMAC Addr)
] M| 4. Kerberos ticket

=g
S
o

CMS
Figure 3: Usage of MIA lIdentities

Figure 3 shows that an MTA s
authenticated by the CMS using a Kerberos
ticket issued to this MTA, where the ticket
contains the MTA Fully Qualified Domain
Name (FQDN). The MTA FQDN aong with
the MTA port number identifies a specific
VolP subscriber.

The ticket certifying MTA FQDN is
obtained from the Kerberos Key Distribution
Center (KDC). The MTA providesits digital
certificate with the MTA MAC address to the
KDC and the KDC verifies the mapping of
the MTA MAC address to its FQDN by
performing a lookup into a subscriber
database. (PacketCable™ defines a secure

interface from the KDC to a subscriber
database in order to perform this lookup.)
Once the KDC verifies the mapping between
the MTA MAC address and the FQDN, it
returns aticket to the MTA.

In addition to the MAC address and the
FQDN, the other MTA identity used within
PacketCable is its IP address. The DHCP
server assigns an MTA an IP address based
on its MAC address. Also, figure 3 shows
that thereisa CMTS located in the middle of
al of the MTA’s interfaces to an IP network.
The CMTS has the visibility of the MTA’s
MAC address and its IP address inside the
frame and packet headers respectively. The
MTA is shown to be an embedded MTA,
where the Cable Modem (CM) is integrated
with the MTA as a single device. For the
purpose of this paper, thisis only an example
— the same cloning threats and prevention
measures apply for a standalone MTA that is
not integrated with the CM.

An MTA clone in this architecture
would:

» Somehow obtain a copy of the origina
MTA’s device certificate and RSA
private key.

» Use this certificate and private key to
sign a ticket request for the KDC and the
KDC would map the MAC address in the
certificate to the original MTA’s FQDN.

* Use the ticket with the origind MTA’s
FQDN to establish security associations
with the CMS.,

As aresult, the cloned MTA would make
phone cals using the originad MTA’s
subscriber account.

MTA clones in an IP Telephony system
present the following threats:

e A subscriber authorized only for
subscription services such as local calls
and unlimited long distance minutes
within a limited area can freely share the



account with the clones. This subscriber
could be a pirate that makes money from
selling clones.

A pirate might sign up using a fase
subscriber account with a stolen credit
card number and then alow clones to
make long distance cals. The pirate in
this case has no intent to pay the phone
bill. Eventually, the pirate account would
be closed and the pirate might try to open
another one with another false identity.

* In the case of a soft MTA implemented
on a PC platform, the private key might
be stolen by hackers on the Internet and
then used to create clones. These clones
could be used to charge phone calls to the
victim's account or to disrupt the
telephony network operation.

MTA CLONE DETECTION AND
DISABLEMENT

Kerberos-Based Clone Detection and
Disablement

The characteristics of the Kerberos key
management protocol can be utilized to
detect and disable MTA clones. Clone
detection can be performed either by the
KDC or by the CMS as explained in
subsequent sections.

Clone Detection and Disablement by the
KDC

A PacketCable™ KDC ddivers a
Kerberos session key to an MTA clone using
a method caled DiffieHellman key
agreement. The DiffieeHelman key
agreement is part of a PKINIT extension to
Kerberos that allows KDC clients to
authenticate to the KDC using public key
cryptography. The DiffieeHellman key
agreement is illustrated in the following
figure:

AS Request:
g%, signature, cert

MTA KDC
AS Reply:

gY, signature, cert,
"~ Session key encr
with g*¥, ticket

Figure 4: PKINIT with Diffie-Hell man
Exchange

During a Diffie-Hellman key agreement,
the MTA generates a secret vaue X,
computes g* and sends it to the KDC in the
AS Request. It is not feasible to compute X
from g* within a reasonable amount of time.

The KDC in turn generates a secret value
Y and computes both g and (g°)" = g*".
The KDC then generates a unique session
key and a ticket for this client and encrypts
the session key with g*¥. The encrypted
session key, ticket and g* are all sent back to
the client in the AS Reply message.

After receiving the AS Reply, the client
computes (g")* = g*¥ and decrypts the
session key. A snooper that doesn’t know
the value of X or Y cannot figure out g*" and
thus cannot decrypt the session key. An
MTA clone does not know X because X is
generated on the fly for each ticket request.
Therefore, MTA clones cannot snoop on the
AS Reply message and determine the session
key that was received by the origina, legally
authorized MTA.

In order for MTA clones to obtain their
own tickets they each have to send their own
AS Request and obtain their own unique
session key. This makes the clones
detectable at the KDC. When a KDC issues
a ticket, it puts in a lifetime that specifies



when this ticket is no longer valid. A MTA
should keep reusing this same ticket until it
expires. The following occurs when multiple
MTA clones attempt to obtain tickets:

| AS Request received from MTAL

T0— |ssue MTAT1 ticket expiring at T1

—r— AS Request received from MTAL
clone

—1— AS Request received from MTA1
clone

_ | Original MTAL sends another AS
Request

T1l——0Original MTAL ticket expires

v Time on the KDC

Figure 5: Clone Detection by the KDC

After issuing a ticket to an MTA, the
KDC could save the expiration time of that
ticket. Normally, the KDC would not expect
the MTA to request another ticket until the
original ticket is almost expired. If the KDC
receives AS Requests with the same MTA
identity too early, it could be one of the
following situations:

1. MTA clones are obtaining tickets

2. The MTA somehow lost its ticket and
had to get another one.

3. Since PacketCable™ uses Kerberos
over UDP, the AS Reply packet can
be lost and the MTA would time out
and retry.

If the MTA has to retry because of UDP
unreliability, the retries will be allowed only
within a few seconds of the original request.
Furthermore, the MTA can use an identical
value of g° while sending the retries.
Therefore, the KDC should be able to

distinguish the UDP retries from other
unexpected AS Requests.

The MTA should not accidentally lose
tickets very often if at al. Even if this were
the case with a bad MTA implementation,
such implementations should not be
deployed until the software bugs are fixed.
Therefore, if a KDC receives an early AS
Request before the original MTA ticket
expired and this request is not aretry, thereis
a very high probability that this is a request
from an MTA clone. After one or two such
early requests it is probably safe to flag this
MTA asaclone threat and deny it any further
tickets.

Clone Detection and Disablement by the
CMS

Within the PacketCable™ architecture,
when the CMS receives an MTA ticket, it
uses it to establish IPsec security associations
with that MTA but does not need to save this
ticket. If the CMS were to save at least the
session key and the ticket expiration time,
that would enable the CMS to perform clone
detection.

The CMS would normally not expect the
same MTA to send a different ticket with a
different session key until the old ticket is
either already expired or is close to its
expiration time. When the CM S notices that
the MTA changed its session key too early, it
can be one of the following:

1. MTA clones are adternating at
establishing  security  associations
with the CMS in order for each to
make a phone call.

2. The MTA somehow lost its ticket and
had to get another one.

3. MTA had to retry due to the
unreliability of the UDP transport.

The cloning detection at the CMS is
analogous to that at the KDC. UDP retries



would be limited to a short period after the
original message and can be identified by a
common attribute such as an IPsec SPI
(Security Parameters  Index). Also, a
reasonable MTA implementation should not
be accidentaly losing tickets. So, after one
or two such early session key changes, a
CMS can assume that a particular MTA has
been cloned and flag it in its database.

The limitation of this cloning detection
method is that there could be many CMSs on
the same IP Telephony network and when
each clone is assigned a different CMS,
cloning will not be detected. Sincein genera
there are fewer KDCs than there are CMSs, it
is easier to catch clones a the KDC.
However, if the KDC does not support this
functionality, it may still be useful to perform
clone detection at the CMS.

Tamper-Resistant Key Sorage in the MTA

Although it is possible to detect MTA
clones at the KDC or CMS, cloning detection
is not a PacketCable™ requirement and may
not be available in a particular CMS or KDC
brand. Cloning detection would also add
cost and complexity to a server. It must be
properly implemented and tuned to avoid
false alarms and does not guarantee 100%
detection.  Therefore, other anti-cloning
measures should aso be considered.

Another way to prevent MTA cloning is
to build an MTA where the cryptographic
keys are protected inside tamper-resistant
hardware. A secure hardware module must
not expose protected keys on its external
interfaces, which means that the module
must internally implement al cryptographic
operations associated with the protected

keys.

This protected key storage does come at
some cost. This cost can be significantly
reduced if the cryptographic module does not
have to support internal generation of public

keys. Public/private key pairs as well as the
corresponding digital certificates can be
generated and instaled into the secure
hardware module during the manufacturing
process.

There are a number of integrated client
platforms where an MTA may be integrated
with other functions in the same device that
may also have a need for secure hardware.
In such cases, the cost of secure hardware
may be a lesser factor or maybe not a factor
a al if a particular integrated platform is
aready required to include secure hardware
for functions other than the MTA. These
integrated platforms are discussed in the
following subsections.

Advanced Digital Television Set-Top

Most digital television set-tops available
today already include some form of secure
hardware. This secure hardware may take
the form of a Smart Card, PCMCIA card or
an embedded secure co-processor.

The reason for this is that, in the case of
broadcast television, set-tops are not required
to send any upstream messages and therefore
clones are not detectable in the network.
Furthermore, premium television
programming has a significantly large
revenue stream that attracts pirates.

Some of the more recent advanced set-
top models support not only digital broadcast
television, but also Internet connectivity and
email services with an integrated DOCSIS
cable modem. In addition, integrated set-
tops may also support MTA functionality to
provide VoIP services.

For this type of integrated platform, it
makes sense to take advantage of the already
available secure hardware modules to protect
PacketCable™ MTA keys, including the
1024-bit RSA key as well as the Kerberos
session keys.



There are some additional short-lived
keys that could also be protected inside the
secure hardware module, although there is
less risk in losing the shorter-lived ones.

Home Gateway

A home gateway platform would be
located in a consumer’s home and would sit
between the HFC network and a subscriber
home network. A home gateway may, for
example, obtain entertainment content from
the Internet and then distribute the content
over a home network, subject to protections
provided by Digital Rights Management
(DRM).

A DRM system generaly includes local
enforcement of content usage rules. For
example, content copying outside of the
home network may be prohibited, or the
content may be downloaded for only a
limited time period after which it must be
erased from the home network. Commonly,
DRM is enforced by encrypting the stored
content and allowing a client to access a
decryption key only when content usage
rules are satisfied.

Since the evaluation of content usage
rules is performed localy inside a home
gateway (and inside other home network
devices), the home gateway may aready
contain secure hardware for enforcing Digital
Rights Management. An integrated home
gateway may also include anh MTA and
provide VoIP services. In this case, it again
makes sense to share the secure hardware
element for protection of both the DRM keys
and the PacketCable™ MTA keys.

Soft MTA

An MTA can aso be implemented in
software, running on a PC that is connected
to the Internet via a cable modem. This PC
may aso be running other unrelated

software, or may be downloading software
from the Internet and would therefore be a
potential target for hackers on the Internet.

It is therefore conceivable for the hackers
on the Internet to extract MTA keys without
the owner’s knowledge and then install them
into clones. It would therefore be prudent for
a soft MTA to store its keys inside a secure
hardware module such as a USB token or a
Smart Card.

IP ADDRESS CLONING THREATS AND
THEIR PREVENTION

Up to this point, the paper described
MTA cloning threats in which the
subscriber’s identity is impersonated, where
the subscriber is linked to an MTA FQDN.
In order to impersonate a subscriber, an
MTA FQDN, an associated set of
cryptographic keys, an MTA MAC address
and possibly an MTA IP address are copied
from a legitimate MTA into a clone. In
addition, cloning of only an MTA’s IP
address can lead to denia of service. Two
such threats are explained in the following
subsections.

Loss of QoSat an MTA

Media stream (RTP) packets for a voice
conversation between two MTAS (or between
an MTA and a PSTN Gateway) may only be
authenticated end-to-end.  PacketCable™
provides an optional MMH MAC that can be
added to each RTP packet to verify that it
came from a legitimate source and was not
modified in transit.

Because the MMH MAC is verified by a
VolP endpoint (MTA), the CMTS cannot
distinguish  between good and bad
downstream RTP packets and will pass them
al through to an MTA. At the same time,
the CMTS enforces a rate limit for each
MTA and will start dropping downstream



packets if the allocated bandwidth for a
particular MTA is exceeded. The same
applies to the upstream packets, although the
CMTS limits the upstream packets to a
particular MAC address domain associated
with aspecific CMTS line card.

Also, the PacketCable™  DQoS
specification requires the CMTS to pass only
those Vol P packets that are associated with a
particular VolP QoS gate, where a gate is
associated with a specific source MTA [P
address and a specific destination MTA |P
address. In order for a CMTS to forward a
downstream VolP packet to an MTA, the
source IP address must correspond to a
previously alocated gate.

A possible attack would be where an
adversary:

1. Determines the IP addresses of the
two MTAs (or MTA and PSTN
Gateway) that have a current voice
conversation.

2. Impersonates the IP address of a
PSTN Gateway or of one of the
MTASs.

3. Starts sending garbage packets to the
other MTA.

In this case, the CMTS would match the
garbage packets against one of the gates and
pass them through to the MTA. But once a
rate limit for that MTA isreached, the CMTS
will start dropping packets — both good and
bad.

This attack can be addressed by making it
difficult for VoIP clients to falsify an IP
address. Assuming that the adversary is
located on an HFC network, the following
prevention steps can be taken:

1. The CMTS verifies that the HFC
MAC address and IP address match
for each upstream packet. Thisforces
an adversary to have to impersonate

both the IP address and MAC address
at the sametime.

2. The CMTS matches up an MTA
MAC address against a Cable Modem
MAC address. (Even an embedded
MTA is required to have a separate
MAC and IP addresses.) This check
forces an adversary to impersonate
the Cable Modem MAC address as
well.

3. The Cable Modem provides physical
security for the BPI+ keys. BPI+
provides Cable Modem
authentication. By physicaly
securing the Cable Modem keys, it
makes the impersonation of the Cable
Modem MAC address very difficult.

A simplification of steps 1 and 2 can also
be applied in what is known as the “DHCP
authority” function. This function has the
DHCP server only assign long-term I[P
addresses to CM and MTA with provisioned
CM and MTA MAC addresses respectively.
Furthermore, it has the CMTS store IP
address to CM MAC address associations
based on DHCP requests/acknowledgements.
In this case the CMTS acts as a DHCP relay
agent for CM and MTA, alowing it to sniff
and direct DHCP packets passing through.
With the DHCP authority function, upstream
packets must match IP and CM MAC
address associations or be dropped. This
applies to CM IP address to CM MAC
address mapping as well as MTA IP address
to CM MAC address mapping.

An adversary that is sending bad VolP
packets can also be located somewhere else
on the Internet where the upstream packets
do not go through a CMTS. In that case, an
impersonation of a legitimate MTA’s IP
address can be prevented as follows:

1. The operator of the managed IP
backbone would have some Edge



Router that connects to the Internet
at-large, knowing that MTAs don't
connect through that interface.

2. The Edge Router receiving packets
from the genera Internet would mark
the TOS (Type-Of-Service) byte in
the IP header to distinguish them
from other packets.

3. When aCMTS gets incoming packets
with this TOS byte value, it knows
they didn't come from an MTA and
would therefore not alow any such
packets to match any of the gates,
regardless of the IP address values.

Loss of | Psec Security Associations

IPsec keys are normally associated with
specific IP addresses. A CMS keeps alist of
IPsec Security Associations, where each one
has adifferent MTA IP address.

An adversary could:

1. Take acertified PacketCable™ MTA
(MTA-A) and spoof an |P address of
another legitimate MTA (MTA-B).

2. MTA-A with MTA-B’s IP address
sends MTA-A’s ticket to the CMS to
establish new IPsec SAs.

3. The CMS replaces IPsec SAs of
MTA-B’s IP address with new ones,
based on the session key in MTA A’s
CMS ticket. Since the real MTA-B
did not initiate this key management
transaction, it will no longer share
IPsec keys with the CMS and will
temporarily lose service.

This attack can be addressed by having
the CMS conduct a DNS query of the IP
address corresponding to the MTA FQDN in
the AP Request CMS ticket. If the IP
address from this interaction differs from the
IP address of the AP Request the request is
dropped. Unfortunately, this approach may
be CMS processing intensive.

A better approach of mitigating this
attack is to have the KDC place the MTA’s
IP addressinto aticket. Inthiscasethe CMS
would not accept a ticket if the IP address
inside the ticket doesn’t match the address in
an AP Reguest IP header. If a KDC client
falsifiesits IP address during a ticket request,
usually the KDC will not be able to route a
ticket back to that client. So, it would be
difficult for an adversary to falsify the IP
address inside the ticket. This protection
could be strengthened further by verifying
the IP address to MAC address mapping at
the CMTS. Alternatively it could be
strengthened by having the KDC determine
the MTA IP address via DNS lookup using
the MTA’s FQDN, based on MTA MAC
address and returned by the provisioning
server.

LIMITSTO MTA CLONING

MTA subscriber cloning consists of
extracting the MTA FQDN, device certificate
and private key and copying them into
clones. A cloned MTA could have its own
MAC address, since in genera the KDC
looks at the MAC addressinthe MTA device
certificate and does not know if it isthe same
as the MAC that the CMTS encountered in
the MAC frame header. Current PacketCable
specifications do not require the KDC to
check the MTA |IP address, so each MTA
clone could also haveits own IP address.

Such threats can be mitigated through
clone detection and/or with tamper-resistant
key storagein an MTA. But what happens if
these approaches are not feasble? Can a
cloning threat still be mitigated? The
answer is “possibly”, if the clones can be
restricted to a small portion of a cable plant
and forced to operate under operating
conditions inconvenient to the pirate.

If MTA clones and their associated CM
can be restricted to the same CMTS



upstream, then they will be limited to a small
cloning population and will be forced to have
only one clone operate at atime. In the latter
case the MTA’s associated CM would also
have to be cloned (MAC and BPI key
included) so that more than one CM clone
would experience conflicting upstream
synchronization messages. CM cloning
could be forced through use of the “DHCP
authority” function as described previoudly.

Still, how can an MTA/CM clone be
forced onto a single CMTS upstream? First,
MTA clones cannot be alowed to use their
own IP address. As aready mentioned in
this paper, the KDC can map the MAC
address in the MTA device certificate to the
IP address that was previously assigned by
the DHCP server and then verify that it isthe
same as the source IP address in the Kerberos
AS Reguest message. Alternatively, the
KDC can first map the MAC address to an
MTA FQDN and then to an IP address.
Either way, all MTA clones would be forced
to share the IP address of the original MTA.

The sharing of an IP address requires
some out-of-band coordination between
MTA clones since they will not be able to
make phone calls at the same time without
interfering with each other. This aready
creates inconvenient operating conditions for
apirate.

Once we know that all clones of the same
MTA have to share the same IP address, the
subnet component of the IP address could be
utilized to restrict the geographical location
of the MTA clones. This requires that a
CMTS, as part of its DHCP relay operation,
convey the |P subnet of an upstream interface
associated with a CM or MTA in the
“giaddr” field of their DHCP discover
messages (see [6]). It aso requires that the
DHCP server that is configured with the
MAC address of the CM and MTA sending
an offer message (per “DHCP authority”
function) have these MAC addresses

assigned to the [P address pool
corresponding to the subnet of the CMTS
upstream channel in which the CM and MTA
are located.

Such restrictions would come at the
expense of added DHCP and CMTS
configuration complexity. It would also
come with the restriction that CM and MTA
locations be known for the provisioning.
However this restriction could be avoided if
the CMTS were to record the upstream
interface on the firss CM or MTA
registration, and make sure that this interface
does not change without the customer calling
aCSR.

SUMMARY

MTA Cloning attacks could potentially
result in loss of revenue and disruption of IP
Telephony service. In order to fully address
cloning, one needs to fully understand the
PacketCable™ architecture and in particular
the use of multiple MTA identities that
include an MTA MAC address, IP address
and its FQDN. Different cloning attacks may
be based on the duplication of a different
MTA identity.

While most MTA cloning attacks are
detectable, cloning detection still has to be
built into the IP Telephony network and
would potentially affect server performance
and complexity. Cloning detection has to be
carefully implemented so as not to cause
false alarms.

In addition to cloning detection and
disablement, it is also possible to protect
cryptographic keys with the secure key
storage inside MTAs. These two anti-
cloning measures can be complementary to
each other. The use of secure key storage is
particularly attractive on integrated client
platforms where it is aready utilized for
other functions such as decryption of



broadcast television and Digital Rights
Management.

Cloning may adso be effectively
mitigated by forcing them to operate under a
single CMTS upstream channel. This
requires DHCP and CMTS configuration and
filtering options as well as DHCP exchange
measures. The approach comes at the
expense of added configuration complexity
and location knowledge, but may be
attractive when cloning detection and/or
secure key storage is not feasible.
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CONSIDERATIONSFOR DIGITAL PROGRAM INSERTION OF
MULTIPLE-VIDEO PROGRAMS
Aldo G. Cugnini
SpotOn>", an ACTV Company

Abstract

Applications are now being deployed that
give multichannel video programming
distributors the ability to deliver interactive
and/or addressable (targeted) advertisements
to homes equipped with digital set-top boxes.
These applications, in concert with
appropriately encoded bitstreams, provide
the viewer of an enhanced program with an
interactive experience. The initial use of this
technology will be to bring the user enhanced
advertisements, and to provide the advertiser
with feedback on how viewers interacted with
their advertisement. In order to enable this
functionality, the enhanced advertisements
must be inserted or "spliced" into the
network programming in a seamless fashion
at the headend. This can be accomplished by
implementing the system described here.

INTRODUCTION

Digital Program Insertion (DPI) of
Targeted Advertisements provides one means
for accelerating the transition to digital cable
by decreasing the complexity of loca ad
insertion equipment, and increasing revenue
by providing additional spot sdes
opportunities. Targeted Ad Insertion can
help subsidize the transition to fully Digita
Cable, and can yield more bandwidth and
MSO revenue by enabling a path to
ultimately reclam analog bandwidth. This
technology will aso further motivate the
deployment of digital set top boxes as MSOs
increasingly utilize non-customer based
revenue.

An end-to-end system for inserting
interactive ads into a network feed obtained

from a satellite downlink will be described.
Two different scenarios will be discussed,
involving analog and digital source material.
One scenario represents the situation where
the downlink network is analog, or the feed
must be decoded down to the analog level,
eg., to extract the analog -cuetone
information needed by an ad server. The
second scenario describes a system where the
downlink signal format is digital, and
DV S/253 cue information has been inserted
into the stream. In this latter case, the video
does not need to be decoded and re-encoded,
a situation which greatly reduces complexity
and cost.

In order to provide for seamless splicing,
certain requirements must be satisfied in an
MPEG bitstream. In addition to the proper
handling of video frames and frame types,
the set-top box video decoder buffer must be
managed appropriately at the splice points.
Severa schemes for meeting this requirement
will be discussed.

OVERVIEW OF DIGITAL PROGRAM
INSERTION

Techniques for conventional single-
program DPI are well known and will be
summarized here. A typical DPI system is
shown below in Figure 1. Because legacy
equipment must be considered, a hybrid
system is depicted that supports insertion into
an analog network. A Traffic and Billing
(T&B) System maintains the overall schedule
of ads to be inserted. The ad server and ad
splicer  exchange timing and asset
information concerning the scheduling of an
ad insertion.
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Figure 1: Digital Program Insertion.

In this scheme, analog cue tones are
received from the insertion network and
passed on to the ad server. Using DV S-380
protocol, the ad server and ad splicer
establish a dialog to schedule and carry out a
DPI event. Pre-compressed ads are delivered
to the ad splicer at the appropriate time for
insertion into the Insertion Network. A
DVB/ASI or DHEI interface is then used to
deliver the bitstream to the cable plant.

Several different technologies must be
employed to redlize this system, including
bitstream multiplexing, bit-rate management,
and cue message detection, as well as system
intercommunication and event timing.

INSERTION OF MULTIPLE VIDEO
PROGRAMS

In Figure 2, we see a new element, the
SpotOn Controller, which is responsible for

Analog Cue Tones

Pre-Muxed Ad:

DHEI/DVB-ASI

B e |

T&B

mar
System Control

Satellite

adding the necessary information to support
Targeted Ad Insertion (TAI) in the set-top
box (STB). Although the controller is shown
as a separate element, its functionality could
be integrated into the T&B System or the ad
server; in some cases it could aso be
remotely located. Its purpose is to create a
new data service, which will instruct the STB
which of the various alternate programs (ads)
should be viewed. These instructions are
coded using a proprietary syntax called
ACTV Command Language (ACL). This
configuration can also be used to provide
national distribution of targeted ads.

The STB program selection is enabled
through the use of a small client resident in
the STB, which decodes and acts upon the
ACL commands. Using a user profile stored
in the STB, the client switches the decoded
video based on the ACL commands it
receives.

There are two distinct “splices’ which are
necessary to implement a Targeted Ad
Insertion: the headend ad insertion, where a
multiplex of several ad programs is inserted
into the program stream; and the STB
program switch, where the STB switches
between the different ads in the multiplex.
Each of these splices must be done
seamlessly, so that the viewer is unaware (if
so desired) of the splice.

DHEI/DVB-ASI

Ad Splicer
DVS380

ACL Data Insertion, | ~ Real Time
ne

&——mamg IRD

Figure 2: Targeted Ad DPI over Analog Insertion Network.
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Figure 3. Insertion using DVS-253 Compliant Splicer.

The first-generation TAI system eases the
real-time burden on the ad splicer by pre-
multiplexing the “bundle” of ads before
storing them on the ad server. Development
of areal-time ad multiplex system will alow
last-minute assembly of the ad multiplex.

INSERTION USING DV S-253

As ad splicers with DV S-253 capability
become available, the system can evolve to
support such devices, as shown in Figure 3.
Since the insertion network is still analog
here, there is no DVS253 network
messaging present. However, al the
necessary information is available locally to
synthesize these messages. The SpotOn
controller can receive scheduling information
and the analog cue tones upon which to base
an insertion. After retrieving PTS
information from the encoder, it can then
assemble the appropriate DV S-253 message
to hand off to the encoder, which then inserts
the message into the stream.

DIGITAL INSERTION NETWORK

Ultimately, the evolution towards an
amost fully-digital plant will enable the
realization of the simple architecture shown

In order to provide for
seamless splicing, certain constraints must be
met in an MPEG bitstream, to assure that the
STB video decoder is presented with an
MPEG-compliant bitstream. The subject of
proper switching of video frames and frame
typesiswell known and will not be discussed
a length here. For the purposes of our
discussion, it is sufficient to assume that the
streams must be “Closed GOP” and 4l
splices must occur at GOP boundaries, so
that the bitstream transition is from one intact
“old” sequenceto an intact “new” one.

In general, these conditions must be met
a the input to the STB; hence, the input
streams to the ad splicer can be
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Figure 4: Fully-digital Program Insertion.



unconstrained, given a sophisticated splicer
that can create these conditions at its output.
However, certain new conditions must be
present in the stored ad streams in order to
facilitate splicing.

Multiplexing

Targeted Advertising is accomplished in
existing digital STBs by commanding the
Transport Demultiplexer to switch to a
different video program (PID); see Figure 6.
When the appropriate ACL command is
received, the ACL Client instructs the
Demultiplexer to switch to a different PID.
The action of the client ensures that this
switch is performed only at a GOP boundary.

In order to produce a seamless switch, the
bitstream at the ad splicer must be assembled
in such away that any switch from one video
(ad) program to any other results in an
MPEG-compliant stream. (This includes a
PID switch from the network video to one of
the ad videos.) This requires all
contemporaneous video sequences in the
multiplex to start after and end before the
transmission of any video from a previous or
subsequent sequence, respectively.  This
“gap” isshown below in Figure 5.

This requirement must be met at any
point deemed a “splice opportunity” at the
STB. Note that, since a typical ad insertion
will span several sequences, only the first and
last sequences must meet this requirement.
Thus, the required gap may be created at the
time the video is encoded, and an entire
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Figure 6: STB Decoder.

multiplexed “package’ can be stored on the
ad server, greatly reducing the processing
requirements of the ad splicer. Since this can
be done in advance of airtime, and even in
non-real-time, the process can be performed
offline using a post-processing (software)
algorithm after the video is encoded.

Alternatively, the individua ad videos
can be encoded and stored on the ad server,
so that a last-minute multiplexing can be
performed. Of course, this requires more
real-time processing in the ad splicer at
airtime, but the added complexity may be
desirable in order to support the added
flexibility.

Bit-rate management

The video decoder buffer must be
managed carefully at the splice points in
order not to create an overflow or underflow
condition. An MPEG video encoder ensures
this by maintaining a predictive model called
the Video Buffering Verifier (VBV). This
model calculates how the decoder buffer will
behave when presented with the MPEG
bitstream. Because the action of the buffer
can be completely predicted based on certain

| INSERTION NETWORK | i \ AD VIDEO 1 \ AD VIDEO 1 | | INSERTION NETWORK |
| AD VIDEO 2 \ \ AD VIDEO 2 \
\ AD VIDEO 3 AD VIDEO 3 \
AD VIDEO 4 \ AD VIDEO 4 \

Sequence start

Sequence start

Figure 5: Bitstream Multiplex.
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Figure 7. Video Buffer Trajectory.

bitstream parameters, and MPEG bitstream
compliance requires that the VBV never
overflow or underflow, proper operation of
the decoder can be achieved by keeping an
accurate VBV model in the encoder. See
Figure 7 above.

When presented with a Constant Bitrate
(CBR) stream, the video buffer fills at a
constant rate (linear slope of diagonal lines),
and is emptied instantaneously by an amount
equal to the size of each picture. The initial
time that the buffer fills before the first
picture is removed is the vbv_delay of that
picture. It is important to note that if this
sequence were followed immediately by
another sequence, then the first bit of the new
sequence would enter the buffer after the end
of thefirst sequence. Thiswould occur in the
example at about timet = 4.8. In effect, this
point becomes an available splice point in the
old stream.

The result of blindly appending a new
sequence is apparent in Figure 8. As an
example, if we append the original sequence
to itself, we see an undesired effect. Focusing
on the region around the splice point, we can
see that the buffer continues to fill at the
video rate (as the size of each frame is
unchanged from the previous example).
However, the first frame of the new sequence
must be removed a time t = 7. This

requirement causes the buffer to fill for a
time less than that originally specified for the
first frame of the new sequence. In this
example, we can see that the buffer fills for
roughly 2.2 frames, whereas the origina
sequence called for a vbv _delay of 2.5
frames.

The consequence is that, upon the
removal of the frame at timet = 8, the buffer
underflows, i.e., not enough data has entered
the buffer to ensure it is ready to be removed
at the next accesstime. Since the new stream
was encoded with the expectation of a
specific VBV trgectory, this condition must
not be violated at any downstream point.
The vbv_delay, the bitrate, and the size of the
new frames can only be modified if the
resultant stream maintains VBV compliance.

It is important to note that the error will
still exist at the end of the ad stream—it does
not “flush” after one GOP, and we should not
expect it to do so at any time in the future.
The only way to correct the error is to re-
establish the correct vbv delay of a
subsequent sequence.

One solution is to present the new
sequence to the buffer at atime in advance of
the decode time equa to the amount

AEufw Dcoupans,
l

VBV Model

Figure 8. Buffer Occupancy at Splice Point
(Bad Splice)



specified in the vbv_delay for the first frame
of the new sequence. In other words, the last
bit of the outgoing stream should remain in
the buffer for a time equal to the vbv_delay
parameter of the first frame of the new
stream, minus the display time of the last
frame of the outgoing stream.

One way to do thisisto reduce the size of
(i.e., re-code) the last picture(s) of the old
stream. This is shown in Figure 9 below.
The size of the frame at time t = 4 was
reduced from 2 to 1.5. This causes the old
stream to end sooner, and alows the new
stream to enter the buffer at the appropriate
time, t = 4.5.

The specific solution depends upon the
conditions at the splice point. If the outgoing
stream terminates before the new stream
should start, then null padding can be used to
extend the life of the old stream in the buffer.
If the outgoing stream would otherwise
terminate after the new stream should start,
then the last few frames of the old stream can
be re-coded with fewer bits.

In this particular solution, all of the re-
coding operations are accomplished in the ad
splicer at airtime. Although the vbv_delay of
the ad stream can be known in advance, the
same parameter cannot be known of the

- /
W,

VBV Model

Figure 9. Buffer Occupancy at Splice Point
(Good Solice).

network stream until it enters the ad splicer.

However, there are other solutions which
distribute the complexity elsewhere. One
such method is to force the vbv_delay of the
first frame of the incoming network stream to
a known specific value, so that the splicer
can set up the conditions for a proper splice
in advance of the new stream being available.
This is the rationde for the
splice_decoding_delay MPEG parameter,
which is the specific value of vbv_delay
needed to perform seamless splicing without
post-modifying the bitstreams. This
parameter essentially defines the point at
which the old stream has finished entering
the video buffer.

For an MP@ML stream at video rates up
to 7.2 Mb/s, SMPTE 312M specifies a
splice_decoding_delay of 250ms. Although
this solution removes the constraints on the
splicer, it places a large one on the
bitstreams—one that can compromise the
quality of the video. For this reason, it is not
apreferred solution.

Another method is to use a large value of
vbv_delay for the ad stream, coupled with
relatively small picture sizes. Thisis shown
below in Figure 10. Because the buffer is
constrained in its excursion, any splicing
errors will be less likely to result in over- or
underflow. One advantage here is that this
places no burden on the splicer; however,
there is a large price paid in picture quality
due to the limited picture sizes.

o
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Figure 10. Effect of Large vbv_delay.



Due to the fact that the ad streams are
pre-encoded in advance, other splicing
solutions can be employed that maximize
video quality, including dynamic
combinations of the above and other
proprietary techniques.

MULTIPLE VIDEO SPLICING

So far, we have focused our bitrate
management discussion on that of single-
video stream splicing into another single-
video stream. We will now expand the
discussion to that of a single-video program
(or transport) stream splicing to and from a
multiple-video stream. In order to properly
perform these splices, we modify our
recoding solution asfollows. (Note that there
are other solutions, aswell.)

Single-video stream to multiple-video stream

1. The vbv_delay of each of the first
pictures of the new stream is
calculated. The longest vbv_delay
sets the point at which the outgoing
stream must terminate.

2. The end of the outgoing stream is
shortened as needed by recoding the
datainto fewer bits.

Multiple-video stream to single-video stream

1. The vbv_delay of the first picture of
the new stream is calculated. The
vbv_delay sets the point at which the
latest outgoing video component must
terminate.

2. The end of each video component of
the outgoing stream is shortened as
needed by recoding the data into
fewer bits.

Multiple-video stream to multiple-video
stream

1. The vbv_delay of each of the first
pictures of the new stream is
calculated. The longest vbv_delay
sets the point at which the outgoing
stream must terminate.

2. The end of each video component of
the outgoing stream is shortened as
needed by recoding the data into
fewer bits.

SUMMARY

An overview of digital program insertion
of multiple video programs has been
presented. Various solutions were described
considering both legacy and emerging
architectures, such as hybrid anaog-digital
systems and DVS253 cue messaging.
Bitstream considerations have been analyzed,
including bitstream integrity, multiplexing,
and bit-rate management. Splicing of
multiple  video  programs can  be
accomplished by logical extension of single-
program splicing techniques.
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Abstract

With HFC reaching saturation levels in
North America, much of the focus of the
vendor  community for  infrastructure
development is in the international arena. As
aresult, there is a wide variation in frequency
plans, bandwidths implemented, transport
methods, and cascade requirements. This
variation occurs simply because of global
differences in demographics, topology, and
standards used. As a basic example, it is how
guite common to require system analysis and
design for deployments featuring a mixed set
of analog and digital signals, where digital
channels of multiple bandwidth and
modulation formats exist between groupings
of analog channels, within different segments
of the forward band. This situation means that
a mechanism for analyzing, characterizing,
and under standing the effects on performance
of these systems is necessary to optimally
devel op system solutionsin these cases.

Because of these needs, a user—friendly
tool has been developed that predicts
performance based on manual inputs on all of
the key system variables — analog and digital
frequency multiplexes, relative levels, slopes,
output levels, and distortion variables.
Perhaps the simulator’s most important task
is its ability to calculate the distortion
performance of any set of channels — from all
analog to all digital — at any relative level of
each, for any slope and output level, and for
any particular distortion baseline.  The
simulator output can be delivered in
numerical tables of every analog and digital
distortion component, or plotted. Output

plots can be broken down into each individual
contributing analog and digital distortion
component, by the order of distortion
component. They can be combined into a
single composite plot that includes both the
analog and digital components individually by
order. Or, the output can be combined into
one composite map. These outputs are
critically important to understanding
performance characteristics, and ultimately in
designing and recommending hardware for
such systems.

INTRODUCTION

The purpose of this paper is to present a
summary of a distortion modeling tool, its
capabilities, and applications. The primary
function of this simulation tool is to
graphicaly and numerically report the second
and third-order distortion at any frequency, for
any analog and digital multiplex. Throughout
this paper, graphical examples are discussed,
and some general relationships regarding the
behavior of distortion are given.

TRADITIONAL LINEUP

A traditional, forward-path, NTSC
channel lineup occupies the band from 55.25
MHz to an upper limit of 865.25 MHz. The
lower 500 MHz of is usually reserved for 6
MHz wide, analog channels, while the upper
320 MHz is reserved for 6 MHz wide, digital
channels. The digital channels are typicaly
operated anywhere from 6-10 dB below their
analog counterparts. These lower levels for
digital channels are sometimes referred to as
digital-derate levels. The entire forward path



istilted, such that the lowest analog channdl is
12 dB lower than it's analog equivalent at
865.25 MHz, 6 dB if that high channd is
actually digital, with a 6 dB digital-derate.
This is a “typical”, North American system
whose performance can easily be predicted
with measured specifications and some
generalized rules. Genera relationships are
what allow us to predict the distortion effects
of changing RF levels and cascading RF
amplifiers.

Genera Distortion Relationships

Typically, we can expect third-order
distortion, CTB, to degrade by about 2 dB for
every 1 dB increase in channel level. We can
also expect second-order distortion, CSO, to
degrade by about 1 dB for every 1 dB increase
in channel level. Cascading RF amplifiers
requires that we add CTB performance on a
20-LOG scale, though many times it measures
less. Cascaded CSO performance adds on a
20-LOG scale, though a15-LOG scaleismore
typical. Additionally, changes in distortion
level due to changesin channel loading can be
approximated. However, calculating changes
in the distortion levels requires that the
channel frequencies, which see the most
number of beats, are known. Generalizations
like these create a simple system for
predicting CTB and CSO performance and
they are al based upon specifications obtained
from laboratory measurements and simple
analog beat mapping tools.

Classical Analog Beat Mapping Tools

Without the aid of beat mapping
algorithms, generalizations regarding
distortion behavior would be difficult to
make. Beat maps generate the number of
beats (frequency tones) that fall at any
frequency as well as the distortion magnitude
at that frequency. Simons [1] made this easy
to determine when he showed how to

calculate distortion magnitude and location for
second/third-order distortion. The proof is
nothing more than an algebraic manipulation
of the time-domain representation of the
channel spectrum.

Consider channels A and B. Mixing these
channels produces second-order harmonic
distortion at frequencies 2A and 2B, aswell as
sum and difference distortion at frequencies
AxB. The harmonic distortion is about 6 dB
below the sum and difference distortion. CSO
is a cumulative sum of all the second-order
harmonic and sum and difference distortion
that fall at any frequency.

Now consider channels A, B and C.
Mixing produces third-order harmonic
distortion at frequencies 3A, 3B and 3C,
triple-beat distortion at frequencies A+B+C
and intermodulation distortion at frequencies
2A+B, 2A+C, 2B+A, 2B+C, 2C+A and
2C+B. Intermodulation distortion is about 6
dB below triple-beat distortion. Third-order
harmonic distortion is about 15.5 dB below
triple-beat distortion. CTB is the sum of all
third-order harmonic, intermodulation and
triple-beat distortion that fall at any frequency.

An analog beat mapping tool keeps track
of all these distortions by storing them in a
table of increasing frequency. This can be
easily implemented and plotted in a
spreadsheet program such as Microsoft Excel.
Figure 1 shows an example plot of al output
distortion components throughout frequency.
Different colors identify the distortion
contributor. Figure 2 isthe cumulative sum of
the CTB and CSO components.

Both Figure 1 and Figure 2 are relative
plots, which means the levels shown are not
absolute levels. The levels shown use second-
order sum and difference beats, A+B, and
third-order triple-beats, A+B+C as a starting
point, with all other types of distortions either



about 6 dB or 15.5 dB below in order to get
the total relative plots you see in Figure 1 and
Figure 2

Figure 2 aso shows worst case CTB
occurring near the middle of the band at
397.25 MHz. Worst case, in band CSO is at
the low frequency edge, at 54MHz.

The worst case distortion occurs at
frequencies with the greatest accumulation of
beats and power. Analog beat mapping tools
provide insight on where to expect worst case
distortion as well as distortion levels
throughout the band.

Real Hardware Considerations

It is valuable to know theoretical analog
distortion performance. However, it does not
compare to the accuracy of testing in the lab
and observing the output on a spectrum
analyzer. However, predicting distortion with
real hardware has drawbacks. Lab testing
takes time, particularly given multiple channel
scenarios with different levels and cascades.
Therefore, despite the fact that using redl
hardware is the most accurate characterization
of performance, it may not be the most
efficient route, especially when considering
many scenarios and trying to quickly respond
to customer inquiries.

MODELING DIGITAL MIXING

Accurate modeling is an effective and
efficient way to get answers regarding
performance. Analog modeling is well
understood today, however, that’s not enough.
A way to incorporate digital channels into the
mix as well as making relative distortion
models predict absolute distortion levels
versus frequency would enhance the modeling
required for today’ s applications.

Modifications to Traditional Tools

Predicting and measuring analog
distortion is different from digital distortion
primarily in the effect it has on other channels.
Digital distortion is noise-like. However, the
same rules used to calculate analog distortion
still apply to digital distortions. The trick is
how to describe the digita channel. A
simulator with a frequency domain engine
could easily model digital channels as a series
of discrete tones. A simulator with a time
domain engine could represent digital signals
as asinc or raised-cosine function.

After calculating al the distortions,
including mixing between analog and digital
signals, the three categories must be
distinguished — analog/analog, digital/digital,
and analog/digital. The reason will become
clear once intermodulation noise is defined.

Composite Intermodulation Noise, CIN

Composite intermodulation noise is the
noise-like digital distortion that is generated
from mixing analog/digital and digital/digital
signals together [2,3]. CIN isthe combination
of CIN2 and CIN3. CIN2 is the second-order
digital distortion and CIN3 is the third-order
digital distortion.  Carrier-to-Noise ratio,
CNR, is therma noise associated with a
specific bandwidth and the noise figure of the
RF amplifier.  All of these noise ratios
combine together into composite Carrier-to-
Noise ratio, CCN.

Low Power, Low Bandwidth Digital Loads

You can manage CIN by controlling the
amount of power and bandwidth associated
with your digital channels. Generally, the
lower the power and bandwidth, the lower
your CIN will be. This may seem intuitive
based on what we know about analog
distortion, but may be better understood by



considering the total power load of the
digitally loaded portion of the forward
spectrum.

Total digital power load is the sum of the
power of al the individual digital channels.
Digital distortion varies as a function of the
tota power load. Therefore, digital
bandwidth and derate can be exploited to
reduce total power load, which reduces digital
distortion and improves CIN. This will be
shown in following two cases.

550 MHz Anaog Plus 100 MHz Digital

The analog distortion for this case is
shown in Figure 1 and Figure 2. The digital
distortion, for about 100 MHz of digital
loading, isillustrated in Figure 3 and Figure 4
Figure 3 has the digital channels 10 dB below
the highest analog carrier and Figure 4 has the
digital channels 6 dB below the highest analog
carrier.  The total digital power load is
roughly 4 dB lower for 10 dB digital-derate
than it is for the 6 dB digital-derate. The
second/third-order distortion is about 4 dB
worse in the 6 dB derate system. Therefore,
increasing the digital signal level increases the
distortion, which is the same as degrading
CIN. The oneto-one correspondence
indicates that the dominant CIN3 contribution
isfrom 2A+1D

550 MHz Anaog Plus 320 MHz Digital

Adding digital bandwidth shifts the
maximum third-order distortion. For 320
MHz of digital bandwidth, the maximum CTB
is a 706.5 MHz, compared to the maximum
a 5445 MHz for 100 MHz of digital
bandwidth. CSO distortion is at its maximum
a 31525 MHz for 320 MHz of digital
loading, while 100 MHz digital loading
reaches maximum at 99.25 MHz. Therefore,
expect shifts in the maximum and minimum

locations of CTB and CSO with changes in
the bandwidth.

Increasing the digital bandwidth to about
320 MHz will increase the total digital power
load by about 7 dB. This will increase the
third-order distortion by about 7 dB and
increase the second-order distortion by about
6 dB, asillustrated in Figure 5

In Figure 6, with the digital-derate level
changed from 6 dB to 10 dB, the performance
is4 dB better in both CTB and CSO.

These examples show that by increasing
the total power load, either through increasing
channel level or bandwidth, distortion
increases, ultimately degrading CIN.

M odels and M easurements

Up to this point, it has been shown that
relative changes to total power load resultsin
relative changes in the distortion. Measured
performance can be tied to the distortion
model through nonlinear gain coefficients [1].
Nonlinear gain coefficients effectively scale
the distortion levels from a relativistic to an
absolute value. For example, assume an RF
amplifier has a measured performance of —60
dBc CTB and —66 dBc CSO. Theinput levels
to the amplifier are 17 dBmV per channel.
For 550 MHz worth of analog channels,
assume that the gain of the device is 27 dB
and there is no tilt, so the output power of the
carriersis 44 dBmV. Now, from those values
of CTB and CSO, calculation of the intercept
points yields [5,6], 1P,=128.45 dBmV and
IP;=92.86 dBmV. The intercept points enable
us to calculate k, and ks, which are the
second/third-order nonlinear gain coefficients.
For this case, k;=1.34E-4 and k3=3.14E-6.
Approximating the absolute distortion for
CTB and CSO requires scaling each
second/third-order distortion beat by k. and
ks, respectively. This results in the beat map



shown in Figure 7. The maximum CTB is
about —16 dBmV (-60 dBc), the maximum
CSO is about —22 dBmV (—66 dBc), with the
carrier outputs at 44 dBmV.

CUSTOM MULTIPLEXES

Summarizing, modeling allows prediction
of the distortion spectrum for any amplifier of
specified performance. However, the red
strength of this modeling capability lies
mainly in its ability to predict distortion for
atypical situations. Custom multiplexes are
common in the international arena, offering a
wide variety frequency plans, implementation
of bandwidths, transport methods, and cascade
requirements. The tools described will allow
prediction of distortion for any channel
configuration.  Prediction becomes much
more efficient with the aid of a programming
language like Visual C++ or Visual Basic, or
using MATLAB.

There are some genera rules that are
valuable to keep in mind. CIN behaves more
like a noise floor even though it's generated
the same way analog distortion is. Therefore,
expect to see a nearly flat spectrum, at least in
third order distortion. Also, expect CIN to
increase with any increase in total power
loading. It may not be a one-for-one increase
for al cases, but should increase either way.
Predicting performance  for  custom
multiplexes is no different than for the
traditional case, just simply a matter of
managing the input load and separating the
analog and digital components as necessary.

Using programming as described above,
simulation time is about 1 minute for every
MHz of digital signal. MATLAB provides an
output in as little as 4 minutes, regardless of
the amount of digital bandwidth. This is
because the FFT feature in MATLAB doesn’'t
care what the input spectrum is. It does an
FFT based on the number of data-points of the

input vector. The only trick with MATLAB
simulation is being sure to obey Nyquist.

Using numerical tools, many different
scenarios of channel plans can be determined
in a reasonable amount of time. This makes
for quick turn-around answers with
confidence.

Figures 8 and 9 are plots of the relative
analog distortion generated for two such
cases. Figures 10 and 11 are their respective
cumulative distortions. These two cases have
digital intermixed with analog throughout the
forward band, with digital channel bandwidths
of 8 MHz. As indicated, both relative and
absolute results can be obtained.

Frequency Dependent Effects

Despite these conclusions, there is one
more wild card at work. With today’'s RF
electronics that are often optimized for
performance at particular frequencies, the
distortion effects across frequency are not
constant. The result is that nonlinear gain
coefficients will change over frequency.
Therefore, the model must account for how k;
and ks will change over frequency. Figure 12
shows how two tones, of equal power and
separated by 2, 20 and 100 MHz, resulted in
varying distortion performance depending
upon where they were located in frequency.

CONCLUSION

Today's link analysis requires very
flexible modeling tools. Both relative and
absolute second/third-order distortion for any
analog and digital multiplex can be modeled.
With efficient numerical tools, many
variations of an analog and digital multiplex
can be predicted. The capability to analyze,
characterize and understand the effects of
these systems allows development of optimal
system solutions.
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DETERMINING READINESS FOR 2-WAY INTERACTIVE SERVICES
Bob Harrison
Spyglass Integration

Abstract

A team of RF, system integration, quality
assurance testing, and software development
engineers at Spyglass Integration has recently
created a comprehensive suite of testing and
measurement tools and methodologies that
characterize the downstream and return path
bandwidth utilization for different classes of
2-way interactive services such as VOD,
tCommerce, and unified messaging. These
characterizations can be mapped to an
operator's  existing broadcast  and return
system network as a means to identify and
mitigate bottlenecks and realize a balanced
delivery of services for both steady-state and
peak subscriber access.

In this paper, we will introduce these
tools and methodologies that may enable
operators  to  determine their  current
network's suitability for deploying 2-way
interactive services, and identify where
infrastructure  investment or  bandwidth
allocation modifications may be considered to
achieve required quality of service for
subscribers.

Background

For interactive TV applications it all comes
down to the subscriber’s perceived quality of
the service. Does the interactive guide fully
populate with program information? Is a VOD
purchase request properly provisioned,
enabled, and billed? Is an acknowledgement
for a commerce transaction quickly provided?

Do messaging services such as multi-player
gaming chat and e-mail provide a responsive
user interface?

When the data transport bandwidth for
downstream and return systems in cable plants
is exploited for emerging interactive services,
it is important to know how well the systems
which support these services function,
perform, and scale. Bandwidth bottlenecks in
the network topology need to be anticipated
and identified. Application server response, as
it is integrated within the network, needs to be
stressed and measured. The consumer set-top
terminal’s ability to receive and transmit
messages influences perceived performance.

It is possible to functionally test an
interactive service by configuring a test bed
consisting of an application server which
hosts an interactive service integrated with a
digital head-end on an isolated RF network
with a representative set top terminal.
Anticipated command and control messaging
and data flow between the application server
and the set top may be observed and analyzed,
and a service’s functional goals may be
validated with respect to an agreed upon
service specification. But this functional
validation is not sufficient for deployment
consideration by a network operator. The
operator is concerned with the stability,
performance, and scalability of the service
functionality as tens or hundreds of thousands
of customers subscribe to and use the service.
Will the newly introduced service fail? Even
worse, will the resources absorbed by the new
service break existing and stable revenue



generating services such as core digital video
broadcast and PPV?

How can a network operator or a vendor of
a new interactive service predict that the new
service will not impact current network
operations, and secondly, provide a level of
service quality that will meet the expectations
of all the subscribers who are offered the
service?

Current Service Evaluation Practices

Once a vendor of an interactive application
has demonstrated that the service meets its
specified functionality through a thorough
validation or acceptance test plan, operators
engage in a phased approach to understand
issues of performance, stability, and
scalability of the service, as it applies to their

unique network  environment, without
negatively impacting currently deployed
services.

Operators have created laboratories that
attempt to replicate their operating network so
that they may stage the service in a familiar
environment. For the first time, the service is
integrated in a head-end which maps the
component versions, configurations, third
party video distribution and data network
infrastructure products that represents the
operator’s deployed operations. Service
functionality may be revalidated at this point,
but what about performance, stability, and
scalability?

Internal “Friendlies”

Possibly ten to a hundred operator
employees will be given access to the new
service and asked to “give it a try”. If the
service fails or performs poorly, these non-
subscribers (friendly users) will report their
observations and impressions in a qualitative
way. Rankings on a scale of “1 (poor) to 10

(excellent) ” are solicited. These friendlies are
not quality assurance specialists performing
evaluations based on formal test procedures.
They are considered representative of
exercising the kind of service interaction that
can be expected of subscribers. Are the
friendlies all accessing the service at the same
time ? Are they accessing all the features
offered by the service? Are they examining
boundary conditions or service inflection
points as a means to examine extreme stress
scenarios? Not necessarily.

The goal of this internal friendlies trial
process is often to ascertain the stability of the
application server and set top client
application over a long period of time (weeks
to months) and to understand major issues of
service stability (does the service crash or
become unavailable) to anticipate subscriber
acceptance of the service. This level of
testing, performed on an isolated network (an
internal laboratory head-end) does not predict
service performance, stability or existing
network integrity as downstream and return
path data communication bandwidth by the
service approaches the nominal or peak
utilization of a subscriber population in a
specific property. Nor does it address the load
of the application server itself (ability to
service transaction requests). However, the
level of confidence that the service may one
day be considered deployable may be
enhanced, because the service is consistent
with the configuration and version of
deployed network elements.

Bank of Set Tops

Within  the laboratory evaluations,
operators (with cooperation from their
network infrastructure vendors and the
interactive application service provider) often
attempt stress testing by configuring many set-
top boxes in a scripted or automated test
harness. Using tools such as TestQuest, Inc.’s



TestQuest Pro that can replay streams of
scripted IR commands, monitor the results
produced on screen, and provide comparison
with reference images, it is possible to
repeatedly and deterministically emulate
viewer behavior and create a methodology to
invoke all service features across a finite
number of set tops which have been allocated
for the task. Even if hundreds of set tops are
provisioned for this process, it still falls short
of the subscriber population that will be
expected to be supported by an operational
head-end system.

Limited Operational Field Trials

Once the internal friendlies evaluation has
been performed and (optionally) laboratory
stress techniques have been analyzed, the
service may become a candidate for a field
trial. The operator selects a candidate
property, and the service in integrated within
an operational head-end. A small subscriber
population is selected to evaluate the service.
These subscribers are again friendly to the
evaluation; it is not expected that they will
discontinue service should they experience
service disruption or other anomalies. The
greatest value of the limited operational field
trial is that the service functionality may be
validated within an operational network.
Again, confidence for total subscriber
scalability has not been gained.

A New Approach

When evaluating a 2-way cable plant’s
suitability to support the introduction of an
interactive service, several characteristics
need to be studied:

1. The service introduction will not impact
the actual or perceived delivery existing
deployed services.

2. The server that supports the interactive
application service must be shown to scale
for the expected subscriber population
request load (both nominally and during
peak utilization)

3. Bandwidth limitations in the data network
(downstream in-band and out-of-band)
and return system must be identified so
that bottleneck issues may be alleviated by
network element upgrade or addition or
topology reconfiguration.

A Meaningful Load Tester

Raskin and Stoneback suggest, “HFC
network performance monitoring is likely to
be done most effectively by collecting and
coordinating communication performance
information fromﬂ the applications running
over the network’. This implies that network
performance monitoring needs to be
performed in the context of the applications
that the network is expected to support, not
simply loading a network with variable
volumes and frequencies of data payloads. In
response to this suggestion, Spyglass
Integration created an application load tester
and IP network interactivity tester which
provides the flexibility to coordinate
application oriented communication
messaging and collect the relevant statistics
with the goal of understanding HFC data
network performance in a meaningful context.

Load testing addresses the objective to
interject significant packet data in a cable data
network in an attempt to load the system with
the level of transaction traffic that can be
expected by a realistic subscriber population.
Load testing can be designed to be a vehicle to
provide insight and analysis for throughput for
either a single set top or many concurrent set
tops. Throughput in this context is defined as
the time it takes to receive a response at a set
top for each message request or



acknowledgment sent by the set top to an
application server.

Throughput analysis comprises a technique
and measurement capability to create a
meaningful request from a set-top to an
application server and measure the time for a
meaningful response to be received by the set-
top. The actual interactive service is invoked
and satisfied by the application server.

Concurrent throughput analysis is the
ability to measure processing speed from
multiple set tops (the time it takes to receive a
response at a set top for each command
request or acknowledgement sent by “N”
number of set tops to an application server.

Concurrent throughput analysis comprises
a technique and measure capability to create a
meaningful request from multiple set-tops to
an application server and measure the time for
a meaningful response to be received by the
set-tops. The actual interactive service is
invoked and satisfied by the application
server. The behavior for each set top
configured for concurrent throughput analysis
must be separately identified and measurable.

Packet Characterization

Message packet characterization comprises
the ability to record downstream packet
characteristics from an application server
communicating with a single set top for the
following attributes:

e Size of packets

e Frequency of packets

e Information contained in the
packets (content sensitive)

Concurrent packet utilization requires the
ability to record downstream packet
characteristics for “n” number of set tops for
the following attributes:

e Average size of packets
e Average frequency of packets

To capture packet characterizations it is
necessary to probe (or sniff) communication
between a set top and an application server. A
model can be built which represents the size,
frequency, and content for a message set
between the set top and application server.
This model can be used to build script testing
scenarios to generate meaningful requests and
responses. Scripts that use these packet
characterizations may be invoked to create
repeatable network load that is representative
of true interactive service messaging.

System Loading

In addition to characterizing a specific
interactive service under test and evaluation, it
is important to interject load that represents
the delivery other data or video services.
Therefore, a load testing environment must
also provide the ability to simulate traffic
unrelated to the application service under
investigation, yet representative of other
network  functions (conditional access
messaging, program guide data carouseling,
PPV purchase polling, etc.).

A Load Tester for Motorola Networks

A load testing simulator had been designed
and built by Spyglass Integration to drive
application level requests in a Motorola
DigiCable environment. The DCT 2000 set
top is a proprietary platform that provides
fundamental services on a network (UDP
message packetization, DAC-6000
communications, and NC-1500
communications) as well as providing the
fundamental RF network interfaces with out-
of-band modulators (OM) and return path
demodulators (RPD). It is possible to create a
communication proxy application for the DCT



2000 that enables a PC based application
simulator to use the DCT 2000 as a HFC RF
gateway. The proxy essentially provides the
out-of-band and return path network
communication services requested by an
application on the PC.

RF Combiner

oooooo

A 4

Diplex Filter

A

Local Control

h 4

RF Splitter

RPD-2000

Application Simulator

Figure 1

Figure 1 illustrates the integration of a PC
based application server with the DCT 2000
through the DCT 2000’s serial port. The DCT
2000 can be thought of as a tethered out-of-
band and return path modem for the PC. The
DCT 2000 is used only as a network modem.
There is no need for compute intensive on
screen display functions, IR remote interrupt
service routine handling, or other data
manipulation.

The application simulator may be scripted
to create the various request messages a
specific interactive application server expects.
Commands to the DCT 2000 proxy place the
messages on the HFC network for routing to
the application server.  The scripting is
specific to each application server, and
generally takes the form of an ordered series
of messages as defined by the messaging
protocol used by the set top client application
developed for the service. For example, if the

application server is a VOD server, the
messages scripted for the PC application
simulator would be the series of VOD
commands that can be expected by a native
VOD client on the DCT 2000 (session
establishment, stream control, etc.).

A single application simulator PC and
DCT 2000 proxy can be used to emulate
multiple set top sessions if the IP address
associated with the DCT 2000 proxy can be
altered prior to delivering a message to the
application  server.  This  has  been
accomplished by creating a hardware /
software gateway (indicated in figure 1 as the
“IP Converter”). By changing the IP address
of the packet prior to delivering it to the
application server, the server can be spoofed
to handle multiple logical sessions with
multiple set tops. Through an IP mapping
management technique, application server
responses can be redirected back to the
originating DCT 2000 proxy / application
simulator, or another network device to collect
the characteristics of the response.

The proxy service for the DCT 2000, the IP
converter, and data (packet) collection and
analysis utilities resident on the application
simulation are created once and are
independent of the class of interactive service
which is being evaluated. The only variable is
the messages and state transition protocol for
the interactive service as defined by the
vendor of the application server, emerging
open standards, or by packet characterization
probing.

Although we have implemented this
environment with a DCT 2000 in a Motorola
DigiCable network, the technique may be
applied to wvirtually any infrastructure
provider’s  network. = The  prerequisite
requirement is for a set top application
development environment to expose the
network services required for return path and



downstream (in-band and out-of-band)
communications, as well as serial or Ethernet
communications to a tethered PC.

Scalability of the Load Tester

The load tester can be used to simulate the
realistic request / response application
messaging of hundreds of set tops from a
single set top. If one can characterize the
anticipated consumer generated frequency of
message requests (often represented in units
of requests per minute or requests per hour),
the scripting engine within the application
simulator PC may be configured to generate
the requests expected in nominal and peak
utilization times by hundreds of subscribers.
The IP converter spoofs the application server
to believe that these requests originate from
different set tops.

By positioning multiple load testing
systems as front ends to independent
collections of  multiple out-of-band
modulators, return path demodulators, and
network controller elements in a network, it is
possible to stress and identify bottleneck
conditions with respect to independent
network segments. The capacity, as indicated
by set top population, of a out-of-band or
return path segment can be measured, with
respect to the application service being
evaluated and the nominal loading of the
delivery of existing data and video services.
This is determined by creating scripts for each
application emulator that provides realistic
application server requests. Data (message
packet size for each request and response and
server response time) is collected for
independent network segment to evaluate the
equilibrium point between request and
response message cycles. This equilibrium
point represents the traffic scenario where the
response time delay is deemed to be
unacceptable to wuser’s experience. This
equilibrium point correlates to the number of

set tops that can support a required level of
service  quality given the  network
configuration of an independent network
segment. It is possible to use this data to
develop a model of how set-tops may be
distributed among multiple OM / RPD / NC
network configurations to empirically achieve
the performance goal required for an expected
subscriber population.

We have found that the communication
proxy application within the DCT 2000 can be
extended to provide more than a protocol
gateway. Since the DCT 2000’s serial port can
serve as a bottleneck for requests issued by the
application simulator, request messages from
the application emulator may be pre-cached in
the DCT 2000, sequenced, and issued on a
scheduled basis to an application server.

Discounting Application Latency

Sometimes the response latency of the
application  server is the bottleneck.
Degradation of application response times is a
function of application server performance,
rather than the network. To remove
application latency from a network
performance characterization study a second
tool has been developed, called the
“Interactivity Tester”.

The Interactivity Tester can be though of as
a client message generator and server reflector
of known UDP packets between a set top and
the physical network location of an
application server. Figure 2 illustrates the
components of the Interactivity Tester, and its
integration in an HFC network.
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To remove application server latency, a
PC-based network echo server (labeled
“Demoserver” in figure 2) is positioned at the
same network topology location as the
application server. This echo server may be
flexibly configured to provide UDP packets
with message patterns identical to those that
are expected to be provided by an application
server in response to a request. A client
component, installed on the set top, can be
configured to initiate requests to one or more
echo servers. The messages sent comprise
payloads that emulate application message
requests, and can be throttled at variable
periodic frequencies (within a 1 second
resolution). Figure 3 represents the typical on
screen display that the set top client agent
provides.

Auto Echo Test

htzg Snd Mum: 251
htzg Row Mum: 250

Sent Byte: 451
Init Size: 200
Incr R ate: 1
Intenral(s): 5

hd=g data: 1224966

1. Send meszage

2. Edit size (1-9810)

2. Edit rate (0-572)

4. Edit time intw (= 1)

5. Edat data (1-107

0. Return to prev menu
Status:

Sending Echo

Figure 3

The echo server is configured to provide a
selected response to the client’s request.
Figure 4 illustrates the method to build the
response message.

i+ InteractServer Version 1.0
Server IP: 10160216 SPYGLASS@
Part Murber. |0 INTEGRATION
~ Echo Responze Type Log file configur
€ Mescage only ¥ Erief log IW Browse |
¥ Message and appended text
ABCDE| ¥ Detail log IDetalILog Browse |
Brief Log Msa Recsived: [3
Time | D ate [ Sender IP | Port [ Type | MsaSize | Test |
173212 Feb:07:02 191.254.081.002 7 ER E] Message 2
173217 Feb:07:02 191.264.081.002 7 ER g Message_3
17:32:42 Feb:07:02 191.254.081.002 7 FR 16 pO10.150.0
Detail Log
______________________ =
Server Logging time out on: Feb/07/02 at 17:33:10
Server stopped on: Feb/07/02 at 17:33:10
Server stated on: Feb/07/02 ot 17:33:18
Server Logging time out on: Feb/07 /02 at 17.40:01
Server stopped on: Feb 07402 at 17:40:01 =
Start Server FEwee og | Clean log | Exit server |

Figure 4

The echo server also provides a detailed
logging facility with respect to transactions
generated by the set top client, and responses



issued by the echo server. Figure 5 illustrates
an example of this detailed log file.

& DetailLogFehD802.dlg - Notepad [_[o]x]
File Eeit Fomat Help

[Server started on: Feb@a/M02 at 11:26:25 =]

Message received Success!

On Feb:0:02 at 11:26:34 From IP: 191.254.081.002, at port: 7

Type: PR with message size 16 byte

Sending Ping to 010.150.002.015

Sending attemption 1: success

B4 bytes from 10.150.2.15: icmp_seq = 0. time: 0d m=

Ping attemption 1; success

Sending attemption 2; success

B4 bytes from 10.150.2.15: icmp_seg = 1. time: 10d ms

Ping attemption 2; success

Sending attemption 3; success

B4 bytes from 10.150.2.15: icmp_seq = 2. time: 0d ms

Ping attemption 3; success

Sending attemption 4; success

B4 bytes from 10.150.2.15: icmp_seq = 3. time: 0d ms

Ping attemption 4; success

sroy 4 out of 4 \ng Request

Sent Success amessage detail
log infa

Server Start time

Wait for client message Sevver Stop Time

erver stopped on; Feb/08/02 at 11:27:.03
Saer stated o Feb/EM2 at 114507
Echo Request

Message received Success! rmessage detail

On Feb:05:02 at 11:46:09 From IP: 191.254.081.002, at port: 7 lozinfo

Type: ER with message size 128 byte

hessage Content
123456789012345678901234567 3901 2345673901234567 8301 2345675901 234567 8901234567
8901234567350 1234567 89012345678201 2345673901234567 5

Sending Echo to Client
123456789012345678901234567 3901 2345673901234567 8301 2345675901 234567 8901234567
8901234567350 1234567 89012345678201 2345673901234567 5

Sent Success

erver Logging time out on: Feb/08/02 at 11:46:19

Log stopped time when the
ontivme howrs and —

Conclusion

The Load and Interactivity Testers are tools
that may be applied to a laboratory HFC
network to economically introduce a level of
interactive service utilization to evaluate the
network’s and application service’s abilities to

scale for a  subscriber  population
representative of a deployment environment.
The tools provide the ability to characterize
the data packet messaging between a set top
and an application server, to script and invoke
multiple concurrent sessions, and collect
empirical data that represents messaging
behavior. By analyzing this data, it is possible
to identify either network bandwidth
constraints or the capability of an application
server to support a specific subscriber load
over varying utilization assumptions.
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DEVELOPING MIDDLEWARE FOR THE OCAP MARKET
Joel Zdepski, Ph.D.
OpenTV, Inc.

Abstract

CableLabs, through the Open Cable
process, has decided to adopt certain
elements of the MHP standard. In this
paper, we will provide perspectives on the
nature of the differences between the MHP
and its OCAP equivalent. Some of the
implications of the changes as viewed from a
middleware vendor and an application
vendor will be discussed. OpenTV's road map
for implementation of an OCAP/MHP
solution that will also afford backwards
compatibility with interactive solutions for
existingthin set top boxes. The content
migration path from thin middleware to
OCAP and standards-compliant product
architecture will be reviewed. We will also
produce a forward-looking assessment of
market trends in broadband/iTV content and
resulting implications for set top box
configurations and the softwar e stack.

BACKGROUND

The DVB is a European industry group
with over 250 member companies who have
significant interests in the devel opment and
promulgation of standards for distribution of
digital video services. The group has
developed many standards since its inception
in the early 1990’s, including modul ation
formats for Cable, Satellite and Terrestrial
delivery, System Information formats for use
in EPG implementations, and electrical
interfaces for equipment interconnection, just
to name afew. More recently its members
donated considerable of their resourcesin the
specification of an API for set top boxesin
order to foster interoperability of content.

The technical specifications developed to
date by the DVB consist of two primary sub-
components, an Execution Engine (EE) based
on Java, and a Presentation Engine (PE)
based on HTML/JavaScript. Cable Labs has
also been developing similar specifications
under the headings of OCAP 1.0 and OCAP
2.0. In asignificant development, Cable
Labs has aligned its standards with those
developed by the DVB as much as possible.
This decision isimportant because it offers
the hope the vendors of Applications,
Middleware, and Infrastructure will be able to
leverage their technical developments across
several markets.

The DVB released Version 1.0.2 of MHP
in late February 2002, and the specification
will be published as an ETSI standard.
Version 1.1 of the MHP specification has
also been approved. While version 1.0.2 only
contains Java elements, version 1.1 includes
HTML/JavaScript elements aswell. It must
be pointed out that these HTML/JS elements
are optional, while all MHP receivers must be
Java capable. It must also be noted that
certain functions of the receiver, such as
channel change, are only accessible through
Javainterfaces.

The next milestone to be reached to enable
deployment of MHP products is the release of
MHP Test Suites, which will be made
available through ETSI to all implementers of
MHP run-times and receivers. Implementers
can then self certify their products by issuing
an official statement that their product has
successfully passed the Test Suites and claim
MHP compliance. Only compliant products
can be put on the market. Non-compliant
products would be violating the legal rights



of the DV B concerning the MHP mark as
well asthe IP rights of third partiesin the
MHP specification, because licensing of
these rights under the DVB MoU only covers
compliant products. OpenTV’sbelief, aview
shared by the DVB, isthat MHP will be
successful only if al MHP receivers are fully
interoperable. As a consequence, OpenTV is
in favor of a strong compliance regime
supported by a very comprehensive Test
Suite. Such regime will guarantee that any
MHP compliant application will run on any
MHP compliant receiver, just like any VHS
tape is expected to play on any VHS VCR.

There is currently no schedule for the
development of a Test Suitefor MHP 1.1. As
aconsequence, it isimpossible to predict
when 1.1 compliant receivers will be
introduced in the market

A second milestone relates to the
arrangement of 1PR pooling organizations
patent rights that will enable equipment
implementers so secure from a single entity a
significant fraction of the required IPR for
providing alicensed implementation.

OCAP 1.0 DEVIATIONS FROM MHP

There are severa different types of
changes that adopter of the MHP
specification may need to make in order to
adapt to alocal market. These changes can be
divided into the following classes:

- Underlying-media/legal — changes
required by the underlying transport
infrastructure or by the region’s laws.
These changes generally require
significant modifications or additions
of code to support and as such are
justifiable regional modificationsto
MHP.

Language/cultural — changes required
by the cultural and language
differences of aregion. Though
justifiable regional modifications to
MHP, these changes generally require
minimal code changes and are usually
embodied by changesin the data the
code uses.

Extensions/enhancements — changes
desired by the region to offer services
beyond those provided by the
originating specification. These
changes are acceptable aslong as
these extensions enhancements do not
impact upon the specification as they
form superset of MHP. In order to
maintain the integrity of the receiver
population, it is recommended,
however, to put in place a process that
will review these extensions, reject
unnecessary derivatives and include
approved extensions into future
versions of the MHP specification.

Cost — changes desired by the region
to minimize the cost of implementing
the specification. The number of
issues under this category is very
large and can range from minor to
very significant differencesin cost.
E.g. Usng DVB-Sl inthe USis
technically possible but not practical
in terms of cost. As such, some cost
issues are justifiable regional issues
while others are near term expedients
and should be avoided.

Technical improvements — changes
desired by the specification writers
based upon their belief that they have
a better technical solution. These
types of changes are usually not wise
and should be resisted, since they lead



to incompatibilitieswith MHP. Itis
better for al involved if truly superior
technical solutions are submitted to
the DVB for inclusion in future
versions of the standard.

- Business Model — changes desired by
the region to preserve or develop a
given business model. Such issues
often not advisable as they may lead
to loss of application interoperability.

- Error —thereisan error in the
specification. Aswith improved
technical design, corrections to error
in the MHP specification are best fed
back into the DVB for inclusion in
future versions.

The changes made to OCAP 1.0
encompass most of these categories. Some of
the key changes include (but are not limited
to):

- Excising non-Cable protocols

- Substitution of AC3 Audio for
MPEG-1 Layer 2 audio.

-  Removal of DVB Sl.

- Removal or Modification of subtitling
and teletext.

- Replacement of AIT with XAIT.

- Moadification to the application
lifecycle.

- Prohibition of DVB HTML
descriptors.

- Namespace changes for Xlet's, etc.

While many of these deviations are logical
regional variations, we believe that some of
them should be revisited during the
Corrigenda process for the OCAP 1.0

specification. In particular, changes, which
result in undesirable side effects for
applications being ported from a pure MHP
market to an OCAP market should be
reconsidered and in many cases, revised.

Perhaps one of the changes with the most
far-reaching effect is the prohibition in
OCAP 1.0 for signaling DVB HTML content.
HTML isthe most pervasive and important
of the Internet protocols after TCP-IP.
Restricting its use in the standard removes a
key tool in achieving content interoperability
across heterogeneous STB platforms. The
US cable market continues to convert from
analog to digital at arobust rate, and for the
foreseeable future thisis being achieved with
STB' s purchased by the MSO and decidedly
below the capabilities required to deploy the
MHP specification. Content authoring and
distribution in HTML/JavaScript affords
many possibilities for achieving
interoperability through transcoding to
formats that can be rendered by the
lightweight receivers that have already been
deployed by US M SOs.

OPENTV’'s MHP/OCAP
IMPLEMENTATION

OpenTV'’s Advanced STB implementation
isshown in Figure 1. In addition to our MHP
stack it includes a light-weight virtual
machine and the Device Mosaic Browser.

We distinguish four main layersin our MHP
stack, where upper layers leverage resources
shared by lower layers:

- Thedriver layer, which provides
interfaces to the hardware through
generic portability layers that
guarantee interoperability between
different hardware implementations.
Because of OpenTV'’sleading market



share, our portability layer has
become the de-facto standard in the
industry, which is now emulated by
our competitors. The design of our
portability layer allows multiple
clients to share the same resource
through asingle set of APIs. More
specificaly, C, Javaand HTML
components co-exist on the receiver
and access the hardware through a
common set of APIsthat handle
arbitration and serialization of
requests where required.

- Thekernal layer, which provides
interfaces to the processing resources
through generic portability layers that
guarantee independence between
different operating systems. C, Java
and HTML components access the
operating system through a common
set of APIs.

- Thelnteractive TV libraries layer,
which implements the core
functionalities of our ITV run-time,
such as communication, graphics,
security, etc. C, Javaand HTML
components co-exist on the receiver
and access these libraries through a
common set of APIs. Arbitration and
serialization of requestsis
implemented through policies such as
application life cycle that are captured
in our Control Task driver.

The Execution layer, which provides
independence of the application binaries from
the CPU of a particular receiver through an
interpretive abstraction. We currently offer
ANSI C, Javaand HTML/JavaScript
execution environments. It is likely that we
will also introduce a Flash execution
environment at a date to be determined.
OpenTV istheonly ITV middleware
company offering an ANSI C execution

environment, deployed on over 24 million
receivers. Our Java environment is based on
Sun Microsystems VM. Our HTML/JS
environment is based on our Device Mosaic
technology, which has already been licensed
to PowerTV, Sony, Motorola, Tivo and
WorldGate deployed on over 6 million cable
receivers

Figure 1: MHP/OCAP Softwar e Stack

The main benefits of an integrated
architecture include a smaller footprint, as
well as flexibility in possible evolutions of
the product, such as embedding Java scripts
inan HTML page or carrying Flash content
in DSM-CC carousels. It also allows usto
quickly introduce new standards as they
become available. One exampleisthe
implementation of an ARIB compliant BML
module as an extension of our XHTML
engine for the Japanese market. Finally, this
architecture also allows usto make all
features of our ITV libraries availableto all
execution environments. For example, our
ITV libraries can support PVR functionalities
(see for example the integrated PVR product



introduced by ViaDigital later this year),
which can be exposed to our Java module.
The benefit is a Java execution environment
that is fully MHP compliant but can aso
offer features that are not currently covered
by the MHP standard, such as PVR. In other
terms, our architecture can continue to
progress at the forefront of the state of the art
while incorporating standard components, as
they emerge.

CONTENT INTEROPERABILITY

OpenTV sees the emergence of networks
with multiple tiers of receivers, which will
offer different levels of capabilities. Basic
receivers with limited processing power and
memory will remain dominant. Some of them
will be able to render HTML content, but
most of them, for the short to medium term,
will not have the hardware capabilities
required to render Java based content such as
MHP. On the other hand, we expect the
emergence of high to very high-end receivers
with mass storage. These receivers will have
enough hardware capabilities to execute
MHP applications. OpenTV offers a number
of solutions to enable delivery of content on
such hybrid networks.

One option is to develop content around
OpenTV'’s C based APIs. Since both low-end
and high-end receiversinclude OpenTV’sC
player, C based content can be executed on
the entire population of receivers.

A second option is to develop content around
OpenTV’s HTML/JavaScript based APIs.
OpenTV’s HTML engine can run on both
mid-range and high-end receivers. In
addition, OpenTV is currently developing an
extension to its Publisher product that
compiles HTML/JavaScript content into
OpenTV’slightweight byte code (named o-
code). Since low-end receiversinclude

OpenTV’s C player (which includes the o-
code interpreter), it is possible to execute this
content on these receivers. As a consequence,
itispossible to create ITV content once, and
deliver it to the entire range of receivers,
either through Publisher for low-end
receivers, or directly for mid to high-end
receivers. As market demand arises, OpenTV
will consider extending Publisher to support
the HTML profile of the MHP 1.1
specification.

Another option for content migration isto
create multiple executables for different
classes of receivers, while sharing the data
for al classes of receivers. In this scenario, a
C based executable would be created for low-
end receivers and an MHP version would be
created for MHP capable high-end receivers.
These receivers can already share data
provided through the return path, since both
classes of receivers support the same
communication protocols (HTTP, TCP). The
benefit there isto use asingle Web server
infrastructure for al receivers. It would also
be possible to for the receivers to share
broadcast data. While our C player and our
MHP extension currently support different
carousel formats, as market demand arises,
OpenTV isready to implement acommon
broadcast stack for its C and MHP playersin
order to share carousels. The benefit would
be to reduce broadcast bandwidth
consumption.

CONCLUSIONS

The OCAP 1.0 specification is well
aligned with the MHP 1.0.2 specification.
Software Vendors will be able to
significantly leverage their MHP
development when developing for the OCAP
market, however maintenance of two test
regimes for MHP and OCAP remains a costly



by product of the deviations which OCAP
takes from the MHP specification.
HTML/JavaScript is expected to form the
largest body of interoperable content in
interactive TV and fact that OCAP 1.0 does
not provide for DVB HTML signaling.



DYNAMIC ADAPTATION TO IMPAIRED RF UPSTREAM CHANNELS
USING ADVANCED PHY

Daniel Howard
Hal Roberts

Abstract

The use of advanced receiver processing
and system adaptation in the cable modem
termination system (CMTS) can easily quad-
ruple the upstream capacity by opening up
new RF spectrum and by more efficiently using
existing RF spectrum. The advent of DOCS S
2.0 provides a ‘toolkit’ of physical layer fea-
tures that allow this potential. However, since
the upstream spectrum in previously unused
portions of the band is highly dynamic in the
level and type of interference present, it is
critical that the CMTS be able to dynamically
sense and adapt to changing channel condi-
tions. Such dynamic adaptation ensures that
the channel remains active, even in the pres-
ence of strong interference, and (as impor-
tantly) ensures that as the channel conditions
improve, the capacity is restored to higher lev-
els. The DOCSS 2.0 ‘toolkit’ provides many
more options for the CMTS to handle ingress
while maintaining high bandwidth, but without
well designed adaptive algorithms the toolkit
will be unused or worse, ill-used.

In this paper, an intelligent CMTSwith
advanced receiver processing and advanced
system algorithms for dynamic adaptation is
shown to provide significant benefits to exist-
ing deployments of DOCSS1.0 and 1.1 cable
modems, as well as set the stage for futureim-
provements using DOCS S 2.0 technology.
The performance improvements will be dem-
onstrated in the presence of all of the most
common upstream plant impairments. additive
white Gaussian noise (AWGN), ingress, con
mon path distortion (CPD), and impul se/bur st
noise. Mitigation of these impairments will be
shown to open up spectrum below 20 MHz that
may previously have been considered unus-
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able. Further, thereliability of interactive
servicesisincreased by such dynamic adapta-
tion, improving the market appeal of applica-
tions such as voice over |P over cable. Snce
the CMTS cost per subscriber isfar lessthan
either the cost of the cable modem itself and/or
further plant upgrades, the solution described
in this paper provides the lowest cost and fast-
est time to market approach for quadrupling
the upstream capacity of existing cable modem
networks.

INTRODUCTION

The spectral efficiency of current cable
modem RF upstream channels can be greatly
increased now that advanced PHY technolo-
gies such as higher orders of modulation, in-
creased error correction, interleaving, ingress
cancellation processing and better equalization
are readily available in modern CMTS sys
tems. Twice the spectra efficiency can be ob-
tained by operating at 16 QAM instead of
QPSK, more if the Reed Solomon (RS) for-
ward error correction (FEC) overhead can be
reduced. Three times the spectral efficiency
can be obtained if new advanced PHY mo-
dems are deployed which can operate at 64
QAM. Further, RF spectrum that was previ-
ously unusable due to ingress, impulse/burst
noise, or lack of sufficient equalization can
now be used by all modems on the network,
thereby creating even more capacity on the
upstream for cable operators.

To obtain the greatest increase in spectral
efficiency on the RF upstream, cable operators
will have to deploy both advanced PHY cable
modems as well as an advanced PHY Cable
Modem Termination System (CMTS). How-



ever, if current plants are operating at QPSK
levels on the upstream, the greatest incre-
mental increase will come from increasing the
signal constellation from QPSK to 16 QAM,
and opening up new RF spectrum that was
previously unusable. This incremental in-
crease can be obtained merely by upgrading
the CMTS since current DOCSIS 1.x modems
can operate at 16 QAM as well as QPSK, but
may have previously been unable to use 16
QAM either due to ingress or due to lack of
sufficient equalization.  Further, the most
likely deployment scenario is a mixture of 1.x
and advanced PHY modems since significant
numbers of 1.x modems have already been and
are till being deployed. Hence, the question
becomes how to use an advanced PHY CMTS
with a mixture of current and future advanced
PHY modems to obtain the most capacity out
of the cable network without requiring rede-
ployment of modems or plant upgrades. This
is the question addressed by this paper, and the
answer turns out to be via adaptation of the
mixed cable modem network to the various RF
impalrments that exist on the network.

The paper begins with a description of ad-
vanced PHY features, with emphasis on those
that apply to DOCSIS 1.x modems as well as
advanced PHY modems. Next, a discussion of
channel impairments and mitigation strategies
will be used to show how an adaptive CMTS
using advanced PHY features can keep chan-
nel capacities high most of the day, and only
increase robustness (thereby dropping capac-
ity) when the channel conditionsrequireit. To
accomplish this, an adaptation system is de-
scribed which incorporates spectrum monitor-
ing with control of CMTS burst profiles for the
various traffic types being transported. The
result is operation at high spectral efficiencies
for the great majority of the day, meaning
more throughput to users or alternately more
users possible on current upstream channels.

ADVANCED PHY FEATURES AND
APPLICATION TO DOCSIS 1.X MODEMS

As described in a companion paper in this
session [1], DOCSIS 2.0 advanced PHY tech-

nology includes both advanced TDMA
(ATDMA) and  synchronous CDMA
(SCDMA). These advanced PHY technolo-

gies increase the capacity in clean upstream
channels by providing higher spectral efficien-
cies, with up to 64 QAM for ATDMA in the
specification, (and up to 256 QAM in some
vendor implementations). Advanced PHY
also provides significant increases in the ro-
bustness of upstream signaling against the
most common RF impairments. additive white
Gaussan noise (AWGN), ingress of ra
dio/navigation signals, common path distortion
(CPD), and impulse/burst noise. For a detailed
analysis and modeling of upstream impair-
ments, the reader is referred to a previous
NCTA paper by one of the authors, which also
has references to other upstream measure-
ments and modeling papers|[2].

However, there are several features in ad-
vanced PHY CMTS systems that improve not
only performance with advanced PHY CMs,
but also the performance of existing 1.x CMs.
A listing of several advanced PHY features,
some of which apply to 1.x CMs is shown in
Table 1.



Tablel. Advanced PHY Features

Feature Improves1.x ?
Improved AWGN Mitigation
Lower implementation loss YES
Better receive equalization YES
Improved burst acquisition YES
More FEC (T=16) NO
Ingress/CPD Cancellation
Cancellation of ingress YES
Cancellation of CPD YES
Improved Mitigation of Impulse
and Burst Noise
Cancellation of spectral peaks
in periodic impulse noise YES
More FEC (T=16) NO
RS byte interleaving NO
SCDMA mode NO

As is seen from the table, existing
DOCSIS 1.x modems will benefit significantly
from deployment of a modern advanced PHY
CMTS in mitigation of AWGN, ingress/CPD,
and impulse/burst noise. The most significant
improvement for 1.x modems is in the area of
cancellation of ingress and/or CPD: over 30dB
of narrowband ingress can be cancelled from
the received spectrum. Since all of the proc-
essing for cancellation resides in the new
CMTS, existing modems of any DOCSIS ver-
sion will benefit from the advanced PHY tech-
nology. Figure 1 shows the improvement pos-
sible in 16 QAM mode against multiple in-
gressors, and Figure 2 shows the improvement
possible against wideband ingressors. The lat-
ter impairment case is also applicable to a
group of ingressors that must be cancelled as a
zone as opposed to individual cancellation.

Figure 1. Cancellation of 51ngressors
in 16 QAM mode, SIR=0dB
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Figure2. Cancellation of Wideband
Ingressin 16 QAM mode, SIR=0dB
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Figure 3. CPD may be seen as multiple
narrow band ingressors, capable of being can-
celled by an adaptiveingressfilter.

The impact of the ability to cancel ingress
and CPD from 1.x modems is significant:
DOCSIS 1.x CMs can now be operated with
less FEC in channels heavy with ingress
and/or CPD, such as channels below 20 MHz
which may have previously been considered
unusable.

Further, the improved equalization and the
lower implementation loss in advanced PHY
CMTS hardware means that ingress-free chan-
nels, which previously could not support 16
QAM, can now easily support it.

The improvement in mitigation of im-
pulse/ burst noise is less substantial than that
of ingress and CPD, but nonetheless exists.
For example, a previous paper by one of the
authors showed that periodic impulse noise
could be tracked and avoided by intelligent
scheduling in an advanced CMTS. Note also that
most impulse noise has a non-uniform spectral
signature. This characteristic may be exploited
and significant amounts of the noise energy
reduced via the ingress cancellation process-
ing. If either of the latter capabilities are not



supported in the advanced PHY CMTS, the
benefits of advanced PHY can still be reaped
via deployment of data-only service in chan-
nels which have high impulse/burst noise. The
additional packet loss due to impulse noise can
easily be low enough for the most commonly
occurring events that the result is a degrada-
tion that most users would seldom notice.

Thus, an advanced PHY CMTS can result
in current DOCSIS modems operating at 16
QAM, and additional spectrum below 20 MHz
being usable by these modems. If data-only
modems are moved below 20 MHz, there
would be more room at higher frequencies for
services requiring higher quality of service or
higher channel capacities.

EVOLUTION OF DEPLOYMENT
STRATEGIES

In the previous section, the notion of how
MSO'’ s could deploy advanced technology was
introduced, especialy as it relates to the exis-
tence of legacy systems on the plant. In this
section, a more detailed look at deployment
strategies is presented; in particular, the transi-
tion from hardware-limited capacity to spec-
trum-limited capacity is described. Given the
constraint of legacy modems on the plant and
the desire to use spectrum below 20 MHz, it
will be seen that the logical transition path is
from upstream channels with relatively fixed
center frequencies, symbol rates, and modula
tions to channels which can adapt the modula-
tion, center frequency, and symbol rate to the
instantaneous conditions of the channel.

Currently, many MSOs have more RF
bandwidth available than upstream receivers,
as evidenced by node combining and the lack
of utilization of al RF upstream spectrum on
the plant. Since often the modulation scheme
currently in useis QPSK with maximum levels
of FEC, the only adaptation strategy available
isto hop the cable modem frequency. With the

advent of guaranteed pre-equalization in
DOCSIS 1.1, 16-QAM may be used for the
majority of spectrum. Note that the fact that
that the upstream can support high QAM lev-
elsis evidenced by successful deployments of
ADCs OFDMA based cable telephony system
in 32-QAM mode. OFDMA isinherently ro-
bust against multipath, however multipath may
be mitigated by pre-equalization in
TDMA/SCDMA systems.

INCREASING UPSTREAM BANDWIDTH

Already some MSOs have run out of up-
stream bandwidth due to a variety of factors:
low frequency ingress, legacy FDM set top
boxes, and bandwidth allocated to other enti-
ties, including government agencies and
schools.

At the same time, due to the advent of
more symmietric services, such as 'Voice Over
IP, the demand for upstream bandwidth is be-
ginning to increase. The MSOs are either cur-
rently faced with or soon will be facing the
choice of improving the usage of the limited
upstream resource, or to engage in expensive
plant upgrades or node splitting.

As we shall see, the improved modulation
techniques of advanced PHY systems opens
the potential of optimally using this upstream
resource.

Before utilizing advanced PHY, for many
MSOs the first step to increasing upstream ca-
pacity is node 'decombining’. In systems with
lower penetration rates, a common practice has
been to combine the upstream signals from
multiple node into the same CMTS receiver.
As penetration rises, decombining the up-
stream nodes results in a low cost upstream
bandwidth expansion. This allows separate
optical nodes to be serviced by separate CMTS
channels. To achieve this it is necessary to
evolve to higher density CMTS receivers. Ul-



timately, however, if costs are to be contained
it is necessary that the CMTS utilize the spec-
trum assigned to it in the most efficient man-
ner.

MAXIMUM SPECTRAL EFFICIENCY IN
DYNAMIC IMPAIRMENTS

As was stated above, the DOCSIS 1.x and
2.0 PHY ‘toolkits provide the potential for
maximum utilization of the upstream channel.
However, this cannot be realized without intel-
ligent CMTS sensing, analysis and reaction
mechanisms.

In addition, it will be necessary to have
spare upstream receivers in the CMTS to take
advantage of ‘divide and conquer’ strategies
that will be seen below.

A weéll-known technique used in DSL
(digital subscriber loop) to achieve "Shannon
limited" capacity in available channels is to
dlice up the available bandwidth into micro-
channels and adjust the modulation parameters
to the maximum bandwidth that the micro-
channel conditions will allow. With the use of
spare upstream CMTS receivers, this same
technique may be used in a coarser fashion to
maximize the capacity of HFC upstream band-
width (see Figure 5 below).

Dynamic Adaptation

Obviously dynamic adaptation only
makes sense if the channel is changing dy-
namically. That this is true of HFC upstream
channels is evidenced by many studies [3].
These studies show that impulse and burst
noise is often higher at lunch and dinner times.
Ingress is often higher at night, while CPD
varies with temperature, humidity and wind
due to the source of CPD, cable connectors.

(CPD, or Common Path Distortion, is often
caused by a diode effect resulting from the
corrosion of cable connections.)

These same studies show that the percent-
age of time that impairments exist on the plant
is usualy well below 10%. While the new
modul ation technologies embodied in DOCSIS
2.0 provide increased robustness to tolerate
these higher levels of impairments, the in-
creased robustness may be had at the expense
of spectral efficiency. On large packets for
example, the spectra efficiency can be re-
duced from the maximum of about 4.7 bitsHz
(64 QAM, minimum FEC) to about 1.2 bits/Hz
(QPSK, maximum FEC), a 4x reduction in ca
pacity (see Figure 4 below). On a plant with
12 MHz of bandwidth currently used for up-
stream data service, the capacity can thus be
varied from 14 Mbps to 57 Mbps with
DOCSIS 2.0 modems on the plant. Clearly,
dynamic adaptation is a key strategy in the op-
timization of upstream bandwidth.

The variation is dlightly less when the
modems on the plant are all DOCSIS 1.x, but
is dtill dramatic.  The maximum capacity
would result from using 16 QAM, which has a
spectral efficiency of about 3 bits/Hz. In this
case, the plant capacity can be varied from 14
Mbps to about 36 Mbps. Further, dynamic
adaptation can also open up new spectrum for
service and increase capacity. If 6 MHz below
20 MHz were useable at 16 QAM with ad-
vanced CMTS processing most of the day, this
would give an additional 18 Mbps of upstream
capacity with existing DOCSIS modems.
Thus, by upgrading the CMTS to one that uses
dynamic adaptation to leverage ingress cancel-
lation, improved equalization, burst acquisition
and lower implementation loss, existing
DOCSIS 1.x networks can be expanded from
14 Mbps to 54 Mbps, again a four-fold in-
crease in capacity.
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ADAPTATION TECHNIQUES

Adaptive Modulation

The examples of capacity improvements
in the previous section point to simple adapta-
tion techniques. First, the level of FEC used
on packet transmissions can be increased as
impairments increase. Over 6 dB improve-
ment in robustness is possible with this tech-
nique, albeit with a 20-30% drop in spectral
efficiency. The other simple technique is to
decrease the order of modulation. As previ-
ously discussed, with 2.0 modems, 64QAM
can be reduced to 16 QAM for 6 dB of
improvement in robustness, or al the way
down to QPSK for 12 dB of improvement.
Taken together, changing FEC and modulation
order provide up to 18 dB of improvement in
robustness at the expense of 75% of network
capacity. As can be seen by the plots of ingress
from 24 nodes below, the ingress noise ap-
pears to vary from one end of the spectrum to
the other by 15 dB to 20 dB, confirming that
spectrum may be opened up by using the
modulation choices available in advanced
PHY.

Raw Ingress Snapshots from 24 Nodes

50 70 90 110 131 151 171 191 211 231 251 27.1 292 312 332 352 37.2 39.2
Frequency, MHz

Figure 5. Upstream Plotsfrom 40 Optical
Nodes shows Ingress Decreasing by 15 dB to 20
dB at Higher Frequencies.

Channdl Hopping

The next level of adaptation involves
changing the channel center frequency to
avoid significant levels of impairments such as
ingress. While the availability of ingress can-
cellation technologies in the CMTS will re-
duce the necessity of changing channels much
of the time, this adaptation technique remains
viable for MSOs with spare RF upstream
bandwidth. However, since now only the
highest levels of ingress need be avoided, the
frequency hop adaptation technique may now
involve dlight shiftsin carrier frequency as op-
posed to hopping to an entire new block of
spectrum on the upstream.

Decreasing Symbol Rate

Next, the symbol rate can be reduced for
increased robustness against al types of im-
pairments, again at the cost of reduced capac-
ity. Assuming the transmit power is main-
tained at the original level, areduction in sym-
bol rate by a factor of 2 will add 3 dB more
robustness against AWGN, ingress, and burst
noise. Further, the length of an impulse event
that can be corrected is doubled by the fact
that in the time domain, the symbols are twice
as long as before, therefore fewer symbols are



corrupted by the same impulse event. Both
aspects of symbol rate reduction are shown in
Figure 6.

Impulse Noise

Colored AWGN
or Burst Noise

QPSK 16 QAM
Fe o

Frequency Frequency

Figure 6. Adaptation via
Symbol Rate Reduction.

Thus, for MSOs with spare RF spectrum
but without spare upstream receivers, the fol-
lowing adaptation techniques apply:

Increase FEC

Reduce order of modulation
Reduce symbol rate
Change carrier frequency

If, on the other hand, the operator has run
out of available bandwidth, and wishes to
avoid costly plant upgrades, an effective next
step is to employ backup CMTS receivers in
the adaptation process. In particular, if the
symbol rate is reduced to mitigate im-
pulse/burst noise, the capacity on the plant can
be maintained by dividing the channel into
smaller subchannels with the same spectral
power density. Thus the symbol rate and cen-
ter frequency must be changed for this adapta-
tion technique. Note that when atering the
center frequency of current upstream channels,
the following conditions apply:

1) Reranging is generally required.

2) If the order of modulation is aready
reduced to QPSK, reranging will likely
not be required as pre-equalization can
be avoided.

The benefits of channel dividing against
narrowband and broadband impairments are
shown in Figure 7 below, where it is seen that
dividing an RF channel which previously
could only support QPSK produces subchan-
nels which support much higher orders of
modulation. The technique merely requires
the availability of backup upstream receivers
to optimize the capacity of the network under
impaired conditions.

QPSK
64 QA 16 QAM
\ '
Ingress ‘

Frequency Frequency

QPSK QPSK 16 QAM

reavt

Frequency

Colored AWGN
or Burst Noise

Frequency

Figure7. 'Divide and Conquer Strategy' -
Channel Dividing to Combat Ingress and
Broadband Noise.

Note that special considerations exist for
mixed DOCSIS 1.x/2.0 channels. The CMTS
must not select an adaptation technique that
only works for 2.0 modems, although 2.0 spe-
cific techniques can be applied to the 2.0 mo-
dems as long as an aternative for the 1.x mo-
dems is applied as well. For example, if mod-
erate impulse noise is detected, the CMTS
could increase the interleaving on 2.0 modems
while maintaining the order of modulation at
64 QAM, and reduce the order of modulation
on 1.x modems. Alternatively, the 2.0 modems
could switch to SCDMA mode, if impulse
conditions warrant. If the impulse noise is too
long for simple constellation changes, the
symbol rate of all modems on the network may
need to be reduced so that the 1.x modems stay
active. There are dso differences in the
equalization capabilities of 1.x and 2.0 mo-
dems, and this may also lead to a different ad-
aptation strategy when mixed networks are
deployed.



Finally, additional adaptation techniques
will likely exist depending on vendor imple-
mentations. For example, a smart scheduling
aternative to periodic burst noise exists if the
noise can be detected and tracked. In this
case, the packets from 1.x modems (and the
2.0 modems if necessary) can be scheduled
around the impairment without requiring a
symbol rate reduction. And the modems may
similarly have vendor specific performance
and/or adaptation capabilities. Hence, the
rules for adaptation should take into account
any and al differences in CMTS and modem
capabilities.

SYSTEM ADAPTATION

The heart of any scheme to dynamically
adapt to changing channel impairments is the
ability to detect and classify RF impairments
on the upstream. Figure 8 depicts a basic ad-
aptation system, with key components being
the spectrum monitor and a lookup table of
burst profiles. The spectrum monitor can be
interna or external to CMTS, but it is impor-
tant that RF impairment detection and classifi-
cation process use rules based on plant meas-
urements and impairment models, such as
those presented in [2].

RF Impairments
and Parameters

Lookup Table:
Impairments

> vs.Burst

Profiles

Select IUC
Burst Profiles

Spectrum
Monitor

AWGN background Level

Number, power, bandwidth, and

Nt Short and long
position of ingressors

Data and voice
l.xand2.0
Max impulse duration, min time

between impulses, rep rate and

duration of periodic impulses

Figure 8. Adaptation Process.

In particular, the spectrum monitor should
classify each impairment separately, since dif-
ferent adaptation strategies exist for different
impairments. For example, if the total inter-
ference power used to characterize channel,
then ingress cancellation and FEC/interleaving
will not be leveraged to their fullest extent.
Consider the case with an AWGN background
noise floor that is 22 dB down from the signal

power level, but an ingress signal is present
that is 10 dB above the signal power. A 2.0
modem could easily operate at 64 QAM and a
1.x modem could operate at 16 QAM in this
level of noise. But if the total interference
power were used to characterize the channel,
the system would erroneously assume the
channel was unusable due to SNR being too
low for even QPSK operation.

Further, the spectrum monitor should ex-
amine both in-band and out-of-band impair-
ments to be most effective. In the case of a
single strong in-band ingress signal that is near
the channel edge, a dight shift of center fre-
guency only may be required to keep the
channel active and at peak capacity. If the
symbol rate is to be reduced without the crea
tion of additional subchannels, the best posi-
tion for the signa with the reduced symbol
rate must be determined. Finaly, for im-
pulse/burst noise adaptation, the spectrum
monitor should also have the capability to
measure impairments in the time domain as
well asin the frequency domain.

Once the RF impairments have been de-
tected and classified, the results must be used
to determine the burst profiles for the channel
that optimize capacity while maintaining suffi-
cient robustness against the impairments. A
lookup table is one approach to this require-
ment, where the system performance is charac-
terized in a lab against a variety of impair-
ments and levels, and optimum burst profiles
determined for each impairment and level of
impairment. Table 2 shows an example
lookup table for AWGN impairments with
coarse parameter changes. In redlity, a finer
table would be desired so that the burst pro-
files can truly be optimized for the channel
conditions that exist.



Table2. Lookup Tablefor AWGN

SNR  Modulation FEC
35dB 256 QAM Low!
30dB 256 QAM Med
25dB 64 QAM Low
200dB 64 QAM High
15dB 16 QAM High
10dB QPSK Med

As the FEC overhead is increased and the
modulation type reduced, the spectral effi-
ciency will drop, but for the benefit of greater
robustness. The actual FEC used in the burst
profile will depend on the packet size, quality
of service required, and so on. For example,
one set of tables could apply to a packet error
rate of less than 1%, while another set of tables
could allow error rates of up to 5%. The for-
mer could then be applied to voice packets and
the latter to best effort data packets. Hence,
there could be severa lookup tables for each
type of service and packet size that optimizes
the burst profile subject to the main constraint
of tolerating the given level of AWGN with a
selected packet error rate.

Similar lookup tables can be developed
for each impairment and even combinations of
impairments. In this manner, when any previ-
ously seen (or postulated) combination of im-
pairments are detected on the cable upstream,
the CMTS can use the optimum burst profiles
for those particular impairments.

Customization of Algorithms

The agorithms described above, which
are embedded in the CMTSs, should alow
customization by the MSO. This is due to the
fact that HFC plants may differ greatly in the
typical ingress signature. Plants with large im-
pulse noise compared to ingress may require
different optimization than the reverse situa-
tion. In addition, algorithms will need modifi-

! Proprietary 256-QAM Mode

cation over time as experience grows and/or
the mix of 1.x/2.0 modems migrates towards
al 2.0 modems.

Intelligent CM TS Initialization

How might such a system operate in a
global sense? Upon boot-up, the CMTS would
characterize the upstream channel using the
spectrum monitor. Next, an initial burst pro-
file based on the detected AWGN background
level could be selected. Again, ingress and
impulse/ burst noise power in the channel must
not be used for this decision if it is to be opti-
mal.

Next, if ingress is present and levels are
too high for cancellation in the measured
AWGN background, a new burst profile can
be selected that the ingress canceller can han-
dle. The same process can be used for other
impairments such as impulse/burst noise, a-
though some adaptation techniques such as
interleaving are fairly independent of the
background AWGN and ingress power levels.

CONCLUSIONS AND FUTURE
DIRECTIONS

The need for, benefits of, and basic design
aspects of an adaptation system for mixed
DOCSIS cable modem networks have been
described in this paper. It was shown that ad-
aptation can quadruple the bandwidth on the
network during the great majority of the day.
Adaptation also reduces the capacity during
detected impairments but in a manner that
keeps spectral efficiency as high as possible
for the detected impairments and returns to the
highest spectral efficiency when the impair-
ment diminishes.

As MSOs transition from hardware lim-
ited capacity to spectrum limited capacity,
more complex adaptation schemes will be em-
ployed, for example channel dividing. Thisis



necessary to adapt 1.x modems while main-
taining capacity, but as more 2.0 modems are
deployed, the need for channel dividing may
be reduced. Further improvements in the ro-
bustness and capacity of DOCSIS modems can
also lead to modifications of the strategies de-
scribed here.
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ECONOMIC IMPLICATIONS OF AN ADVANCED OPERATIONAL SUPPORT
SYSTEM
Bruce Bahlmann
Alopa Networks

Abstract

An Advanced Operational Support System
(AOSS) offers Broadband Service Providers
(BSPs) the means to activate (provision)
multiple broadband services and streamline
numerous tasks. This paper will review the
benefits of AOSS while quantifying the cost
savings, productivity gains, overall
economic benefit, and compounded revenue
that can be realized fromits use.

Introduction

There are least five different areas impacted
by AOSS that BSPs should consider when
exploring such an investment. They include:

* Timeto Market: The reduction in the
time required to create and deploy
new products and services as a result
of an AOSS deployment.

* Market Penetration & Scalability:
The increased installation capacity
that results from an AOSS
deployment and the ability to scale
its peformance in step with
subscriber growth.

* Operational Cost Savings. The
reduction in operating costs (e.g.
labor, phone support, service calls,
etc) as a result of an AOSS
deployment.

* Future Proofing: The ability to
leverage/reuse the interfaces and
functionality to grow the number of
services (e.g. data, voice, Video,

gaming, etc.) supported by the
AOSS.

e Service Assurance: The increase in
service availability and reliability
that results from an AOSS
deployment.

Let’s take a closer look at each area as well
as the challenges and benefits they represent
to the BSP.

Time to Market:

Too often in business, advancesin
technology drive product offerings.
Companies acquire raw technology along
with suggestions or hints from developers,
vendors, and the mediato create new
products that they have been led to believe
will sell.

Providing broadband servicesis one area
where product offerings are excessively
driven by technological advances. Many of
these advances do not come in any order
and, more often than not, BSPs seeking to
benefit financially from these advances are
faced with expensive re-fitting of their
infrastructure. BSPs need to focus on
meeting the needs of their customers rather
than reacting to technological innovation.

An AOSS that is structured around a clear
and identifiable business model enables
BSPsto quickly bring new productsto
market. In this way, the business needs drive
the technol ogy requirements lessening the
reliance on innovation while maximizing the
return on existing capital investments. In
other words, the business people say, “This



iswhat we need” to the technology people
who then go about leveraging existing
technology and readily accessible
information about their infrastructure to
build and maintain the highest quality of
service.

Vendors supplying AOSS products address
the needs of their customers by offering one
of the following solutions:

Tightly Integrated Approach: A system of
related components that have been designed
(often from the ground up) to al work asa
unit and provide superior functionality.
These AOSS products offer the foundation
for multiple service capability, reduced
complexity, lower overall costs, and vast
functionality in exchange for a single vendor
dependency.

Component-Based Approach: A collection
of individual components (or applications)
that are assembled according to the needs of
the customer to provide the required amount
of functionality. These AOSS products
permit the flexibility of somewhat
interchangeable components (or reduced
single vendor dependence) in exchange for
higher overal costs (largely due to multi-
vendor profitability requirements), more
complexity, and less functionality.

While the benefits of the component-based
approach are certainly important, the trend
of all major AOSS vendors has been to
bundle their provisioning applications
together. They do this out of the need to
offer full-functionality and atightly
integrated solution. Vendors still offering a
component-based approach fail to match the
functionality of the major vendors, as the
best they are able to offer is mean
functionality — only that functionality that
works across all disparate components.

BSPs who do not seek a single vendor
solution to their AOSS needs face adying
breed of vendors attempting to offer full-
featured component-based systems. These
component-based systems tend to be
complex, expensive to maintain, and feature
deprived. BSPs using them must take on
outside consultants or develop unique
integration experience among their
employees to manage the complex blend of
vendors required by such a system. These
BSPs must also take steps to ensure these
integration consultants or internal employees
stay around for yearsto come if the resulting
solution isto have any kind of shelf life.
Troubleshooting between components
quickly becomes burdensome and costly. In
addition new features require coordination
and help with integration among multiple
companies resulting in long lead times and
costly development. Even with acquired
expertise and close relationships with all
vendors, these solutions will always lack the
functionality of tightly integrated solutions
and find the road to new broadband service
offerings slow and cumbersome. That is,
unless BSPs depl oying them become full-
fledged development houses creating their
own software. However, most BSPs want to
keep subscriber and service focused so the
distraction of internally designing,
developing, and supporting software goes
beyond their desired core competency.

If BSPs want to expand their number of
service offerings but don’t want to keep
purchasing entirely new applications and
equipment for each service offering, they
need to lay down aframework on which
they can build. This framework should not
be an individual component of the system
that BSPs must add other components to and
then continually re-glue them to create new
service offerings. Rather, afully functioning
framework should support all the basic
aspects of AOSS — perhaps like those



described in Data Over Cable Service
Interface Specification (DOCSIS). Equally
important, but not addressed in DOCSIS, the
framework should support interfaces to
billing, troubleshooting and trouble
ticketing, administration and management,
etc. BSPs can use this framework to grow
and expand their service offerings by merely
reusing and/or expanding their existing
AOSS system. Treating AOSS as a system
also buys BSPs alower incrementa cost to
enter new service offerings.

Deployments of entirely new systems can
come with hidden costs such as the potential
for impacting existing services that are fully
deployed and operational. These
deployments may well require lengthy and
expensive risk assessments be completed
and carefully reviewed before they can
proceed. Fork lifting these entirely new
systems into place also requires months of
preparation, testing, integration, and field
trials before they are ready for primetime.

Time to Market is a magjor consideration for
BSPs exploring an AOSS investment.
However, quantifying Time to Market can
be difficult and subjective depending on the
presence of any existing AOSS capability.
Here are some things to consider when
evaluating AOSS and Time to Market:

* AOSS Installation and Deployment:
AOSS vendors vary on the time they
require to install and deploy their
AOSS. These times could range from
30 days to six months (or more).
Since the start time can have a
compound effect on your Return on
Investment (ROI) moving forward,
BSPs should keep thisin mind.

* New Service Rollout: Non-AOSS
supported new service rollout will
generally take between six months to

ayear to complete - this figure could
be less if minimal AOSS capability
exists. An AOSS supported new
service rollout may take between 60-
90 days depending on amount of
hardware that needs to be configured
or added. As a result, AOSS
empowers BSPs to offer new
services in one-third to one-fourth
the time it takes anon-AOSS BSP.

New Variation of Service Rollout:
This type of service rollout merely
involves creating a new combination
of service parameters to meet the
needs of a different subscriber
population. Non-AOSS BSPs would
still take between 60 days and six
months to complete. Note that
completing this involves a number of
organizations (e.g. sales, marketing,
engineering, operations, field
fulfillment, etc). An AOSS
supported rollout of this nature may
take between two weeks and a month
to complete with much of the effort
focused on aspects other than
technical (e.g. organization tasks
such as training cal centers, field
fulfillment, marketing, etc.). As a
result, AOSS empowers the BSP to
offer a new service variation in one-
fourth to one-sixth the time it takes a
non-AOSS BSP.

Leverage Existing Deployed
Hardware: While this may be
implied in the previous bullets on
service rollouts, there are economic
benefits to being able to simply
reconfigure existing components to
offer something entirely new to
subscribers. The potential savings
generated by this capability allows
BSPs to prolong their investments in



new hardware while potentially
creating aternative ways to meet
subscriber requirements within the
functiona means of their existing
distribution network and AOSS.

The impact that AOSS can have on aBSP's
Time to Market can be a very subjective.
Perhaps the easiest way to quantify this
benefit is that AOSS enabled BSPs will
reach their Time to Market an average of 13
weeks before non-AOSS enabled BSPs. In
addition, the whole process will be cheaper
and more precise.

Market Penetration & Scalability:

An ever-present fact in the business of
providing new broadband servicesisthe
need to increase the number of subscribers.
Thisistypically done through some type of
installation process that, depending on the
type of service, may include wiring,
configuration, and/or provisioning. The size
and scope of these activities depends on how
well the service(s) was/were designed and
built. Many broadband services require as
little as a simple activation (which can be
easily handled remotely) whereas others
reguire much more, including skilled labor.
Theinitial installation of broadband data as
well as other similar services requires all
three activitiesas well as skilled labor. The
dependency on manual intervention with
each installation has slowed the
accumulation of these subscribers.

Seeking efficiencies is paramount when
rolling out new services. New services
Create growth in subscriber
installation/activation and require
coordinated efforts between marketing,
sales, and field fulfillment groups to more
rapidly place these services in the hands of
subscribers. Without efficiencies, growth of
subscribers and profitability in the new

services are slow to develop. Out of this
need grew something known as “auto-
provisioning”. The concept of
autoprovisioning was simple -- create a way
to automatically activate/enroll subscribers
on broadband the way the diaup industry
doesit. However, it did not completely work
in practice and thus “ Auto-Provisioning” has
now branched off into a number of different
installation options for broadband operators
— each installation option requiring a varying
degree of BSP involvement and automation.
As aresult, a whole spectrum of installation
options has evolved for prospective
subscribers ranging from totally subscriber
driven installs (known as self-install) to the
traditional BSP employee driven installs.

BSPs are extremely interested in exploring
ways to speed and automate installations.
However, many products on the market do
not represent a complete AOSS because they
have elected to address only certain aspects
of the installation process (e.g. automating
the computer configuration portion) — few
take the approach of trying to streamline the
installation as a whole or address multiple
installation methods. As a result, the benefit
from these products is minimized by the
additional need to glue al these systems
together to benefit only a single installation
option. BSPs stand to substantially increase
(between  20-40%) their instalation
capability by increasing the number of
instalation options. Augmenting their
employee driven efforts to instal new
subscribers offers BSPs new ways to
increase subscriber growth without hiring
more employees. Here are some things to
consider when evaluating AOSS and Market
Penetration:

* Multiple Installation Option
Support: Increasing the number of
installation options that BSPs make
available to their  subscribers



distributes the responsibility of
installing new subscribers. As a
result, BSPs are not solely dependent
on the their current number of
installers to gan market share.
Instead, this chore falls upon the
technology (AOSS) as wel as
multiple BSP subscriber support
organizations. By  augmenting
traditional BSP employee driven
instals, BSPs can increase their
install capacity by and average of 20
percent. This increase represents the
additional install capacity realized
through the addition of self-install
(contributes a 5% increase in install
capacity) and semi-manua installs
(contributes a 15% increase in install

capacity).

Enhanced Employee Driven Installs:
Introducing an AOSS provides a
number of efficiencies to a BSP's
existing employee driven instals.
These efficiencies enable the BSP
instaler to streamline a number of
ordinary tasks including streamlining
verification of the subscriber's
equipment meeting minimum
specifications, provisioning, software
installation, and operational checks.
The result of these efficiencies
results in an increase in instal
capacity by and average of 20
percent.

Packaging Support: The ability to
offer the same set of services over all
markets or to have the flexibility to
offer customized service offerings to
targeted markets. Packaging support
offers BSPs the ability to increase
demand for services by tailoring
services to subscribers, select
markets, etc.

e Compounded Revenue Effect: The
additional revenue generation that
results from the increased installation
capacity of AOSS that is realized
over traditional BSP installation
methods. Essentially AOSS creates
opportunities to install more
subscribers each year over traditional
BSP installation methods. This
surplus of installation capacity will
generate revenue that can be above
and beyond what would have other
wise been possible using traditional
BSP installation methods. This
revenue can be compounded and
saved or used to fund additional
subscriber acquisition enhancement
mechanisms.

Closely related to increasing the number of
subscribers maintained by the BSP is the
capacity of the BSP AOSS to grow/scale
with the BSP needs. AOSS Scalability is not
something that sticks out when evaluating an
AOSS and unfortunately there is not any
standardized means to measure it or
compare one vendor’s means of addressing
this with another. Instead, it's a process of
due diligence that must be completed for
each vendor to ensure that ther
product/solution will indeed be able to
support the numbers of subscribers that are
being projected.

If the AOSS does not grow/scale with the
BSP needs, it will ultimately limit future
growth in the various services it supports.
Here are some things to consider when
evaluating AOSS and Scalability:

* Consider its Composition: Explore
what makes up the AOSS, which
parts are homegrown and which
parts are third party, and consider the
framework of the underlying code.



* Review the Range of Solutions:
Determine how far each AOSS
vendor can grow and determine
which pieces get added/replicated/or
reused (if any) asthe AOSS is called
upon to address increasingly larger
numbers of subscribers.

The impact that AOSS can have on Market
Penetration is very well understood.
Depending on the capability of the AOSS
the BSP should expect to see between a 20-
40% increase in their installation capacity.
What this means is that by installing an
AOSS a BSP can increase their installation
output by 20-40% (assuming demand is
there) without bringing in additional install
personnel.

Operational Cost Savings:

Rarely does a newly installed broadband
service meet the highest efficiencies
possible. This only happens over time, as
various details about a service are better
understood. These efficiencies may well be
organizational or procedura or both. Other
efficiencies will have technica or
operational communications dependencies —
it is these efficiencies that can be addressed
with AOSS.

BSPs who invest in an AOSS find that they
are not just buying technology that can help
them interface with equipment and other
applications — they are aso buying
expertise. Each AOSS represents an
accumulation of best practices obtained
through years of exposure to BSPS
products, services, and personnel. These best
practices can range from the addition of new
technology that streamlines a particular task
to complex associations and
communications that can connect a number
of different tasks e€iminating some
employee’ sresponsibility.

BSPs who are just beginning to explore an
AOSS investment or deploy a new
broadband service find that they can be
effectively  catapulted into  greater
operational efficiency through deploying a
new AOSS. This ultra efficient state allows
BSP employees to worry less about
technology and more about the most
important thing — their subscribers. By
streamlining tasks the employees are able to
spend more time one-on-one with the
subscriber — reinforcing their decision to
choose the BSP over some other provider.

Here are some things to consider when
evaluating AOSS and Operation Cost
Savings.

* Account maintenance: This is an
activity where information about the
subscriber’'s  account, devices,
service, etc. can be modified. The
modification performed includes
add, modify, or deete and
traditionally this has been done over
the phone. AOSS alows a subset of
these operations (those frequently
asked by customers) to also be
completed via the subscriber's
personal computer. By augmenting
call centers, BSPs can decrease their
phone support costs by an average of
nine percent.

* Employee Training: Since AOSS has
the ability to automate a number of
tasks associated with BSP field
technician’s work, the size and scope
of the technician’'s duties at the
customer residence can be reduced.
In fact, this reduction in duties can
even result in a change to the field
technician skill level required for
new services (e.g. voice and data). It
is conceivable that through continued



advancements in AOSS that field
technicians will require increasingly
less specialized skills to install voice
and data services. At that point, all
installs will appear as standard video
installs  with  the technician
performing al the wiring and
connections and then technology
playing akey role in ssmplifying and
completing the service specific tasks.
In this way, BSPs can leverage the
AOSS to lower their risk of training
employees for thelr competitors
while standardizing their install costs
across multiple broadband services.
AOSS is well on the way to
achieving this goa while reducing
the labor costs for installs.

Subscriber Education: One of the
keys to offloading calls into BSP call
centers is a  better-educated
subscriber.  Subscribers constantly
seek information about changes to
the service, service
availability/performance, and how to
do various tasks. AOSS can help
augment BSP employee driven
efforts to provide this information to
subscribers by  placing  this
information on line as well as on the
subscriber’'s computer. With this
information readily available a good
percentage of subscribers can resolve
problems independently. As a resullt,
BSPs may see a reduction in call
center information requests and
potentially fewer service cals
depending on how aggressively this
areais approached by the BSP.

Service Calls: BSPs track severd
service specific indicators that help
them gauge how well each of their
organizations are doing. One area of
particular interest is service calls to

new installs that happen within 30
days of the install. This particular
service call is very costly to the BSP
as it typicaly represents a poor
quality initial install and can be
detrimental to the subscriber's
confidence in the overal service
quality. While the reasons for these
service cals may vary, they are due
in large pat to the lack of
standardization of the install process.
Each install is unique and handled by
any one of severa field technicians.
Although all field technicians receive
the same training, tools, and install
the same service, their finished
product (a completed install) varies
from one installer to anther. These
variances in the completeness and
quality of the overal install
occasionally show up when a service
cal is requested from a newly
installed subscriber. When this
happens the original installer may be
advised on what (if anything) they
did wrong. However, this feedback
loop, that can include additional
training for the field technician, is
not a sure fix. The AOSS can help
standardize installs by automating
various steps the field technician
takes regarding subscriber computer
installation and configuration to
ensure that all necessary steps are
completed. If the field technician
uses such atool, their BSP employer
can be assured that a portion of the
install was completed the same as
any other subscriber’'s computer.
Note: the wiring will remain a task
that varies from one field technician
and subscriber dwelling to another.
By standardizing subscriber installs,
BSPs can decrease their service calls
to newly installed subscribers by an
average of 18 percent. Also note that



as service calls are reduced due to
AOSS capability (which results in
increased revenue and decreased
costs) it creates a compound revenue
impact.

The impact that AOSS can have on
Operational Cost Savings is mixed. Some
aspects of the projected savings have been
well  researched and their numbers
confirmed while other areas are still
subjective. Depending on the capability of
the AOSS as well as how aggressively the
BSP pursues these efficiencies, the BSPs
that forge ahead in this area should expect to
see at least a 20% reduction in their overall
support costs.

Future Proofing:

Investing in an AOSS should not be
something done for a single service rollout.
Rather, it is an act of planning for the future.
Essentially, AOSS lays down a framework
on which one can build a number of
services. Similar to DOCSIS that builds
upon former releases, so should the AOSS
in providing an increasing number of
services that effectively reuse as many
existing components as possible. It
represents the thinking of interfacing with
al the necessary BSP service components
(e.g. trouble ticketing, network operations,
subscriber management systems, billing
systems, network/hardware appliances, etc.)
and then builds on top of these interfaces a
strong, scalable, and reliable base that will
support any number of additional services
and functions.

To Future Proof means to create something
that can endure and assimilate with changing
BSP needs over time. This area is subjective
only to the point that the BSP finds that
offering a new service requires a completely
new system. A completely new system

involves purchasing and installing new
hardware and software to run the system as
well as al the other necessary components
to operate it — network management
software, troubleshooting software, training,
billing interface software, etc. Since these
would be entirely new applications, the
impact on training as well as equipment/rack
space would be significant. Instead, if this
only required a new module of an existing,
completely implemented system, the impact
of change would be “manageable’. All the
training would be within an environment
that is aready familiar to the employees.
Additionally, new services would generally
not represent additional hardware but rather
reuse that which is already deployed. One
other aspect of trying to install a number of
independent systems for each new service is
that it places varied dependencies on
existing applications maintained by the BSP
(e.g. network management, trouble ticketing,
billing, etc.). So if any of these systems
became outdated, replacing the system
might break one or more of the services
dependent on the interface. Having fewer
interfaces into these BSP applications
reduces the risk that something will break
during atransition.

The impact that AOSS can have on Future
Proofing is subjective but only to the point
where offering multiple services becomes a
priority to the BSP. If the BSP does not feel
aneed to offer multiple services the need for
an AOSS is minima. However, since thisis
a priority for most BSPs, there is a need to
justify the expense of investing in an AOSS
in terms of the overall savings it could
generate as well as the number of broadband
servicesit can deliver.

Service Assurance:

Running a broadband service requires a high
degree of technical expertise and most



importantly -- consistency. As BSPs provide
service to an increasing number of
subscriber  dwellings, the pressure to
maintain  initial service quality and
reliability requires substantial attention of
BSP technical staff. The case where the BSP
delivers an “aways on” broadband service
provides the most challenging aspect of
maintaining performance and scalability.

The introduction of AOSS within this
environment provides opportunities to tie
previously autonomous systems together.
The resulting tightly integrated system
provides real-time information about various
network devices with a particular focus on
those directly used by subscribers (modem,
media termina adapter, set top box,
computer, residential gateway, etc.). Unlike
network management systems that oversee
the health of fixed assets (such as routers,
servers, etc.) within a network, the AOSS
focuses its attention on the health of
subscriber specific devices as well as the
communications between network elements
used by the AOSS. Subscriber specific
devices fall out of the space network
management systems can comfortably
observe as they can change over time and
the network management system is not the
authoritative source for this information.

The impact that AOSS can have on Service
Assurance varies between AOSS vendors
and can be very subjective depending on the
functionality provided. While it makes sense
that BSP subscribers want to know when
and why their service is unavailable, it is
very difficult to provide a figure that
justifies the savings a BSP should expect as
a result of deploying any given AOSS.
Regardless, the BSP should expect that an
AOSS with built-in  Service Assurance
should provide operational efficiencies that
extend beyond the capabilities of their
network management system.

Conclusions:

Exploring the need for an AOSS is not just
an exercise in determining what services are
next in line to deploy and what components
are available to assist in this deployment.
AOSS is something that, after it is deployed,
continues to grow aong side the
demand/need for additional services and
variations of service.

The economic implications of deploying an
AOSS reach areas of operations, field
fulfillment, call centers, and even
engineering. While some of the benefits of
AOSS remain subjective, an increasing
number of them have been thoroughly
researched and verified in thefield. In fact, a
number of these benefits have been
incorporated into ROl models that AOSS
vendors are now circulating to BSPs in order
to help them more fully comprehend the
impact of introducing an AOSS.
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EFFICIENT SERVER DISTRIBUTION IN ALL DEMAND SYSTEMS
Doug Makofka, Bob Mack
MotorolaBCS

Abstract

AllDemand systems are systems that only
carry services on the plant when some client
demands (tunes) them. VOD (sub)systems are
the closest well-known analogy to the
AllDemand system. Although AllDemand
systems are similar to VOD systems, there are
differences between the two. These differences
require an AllDemand system designer to
consider several potential architecture models
in order to assure efficient media server
distribution.

When considering server distribution in
AllDemand service environments, one must
take into account the types of AllDemand
services that will be offered as well as the
bandwidth available at different points in the
network. This paper provides an overview to
help in the selection of a trade-off of
AllDemand system facets. A summary of
AllDemand service types, and architecturesis
provided.

AllDemand SERVICE TYPES

In addition to the standard VOD, SVOD
type services that exist in current systems,
new service types are possible in AllDemand
systems.

Broadcast AllDemand

Broadcast AllDemand services save plant
bandwidth by only carrying a service on the
plant if some set-top device has actually tuned
the service. Once the service is tuned, it is
placed on the plant. Every client then
accesses (tunes) the same copy of the service.

There is no motion control or time shifting of
these services.

AllCached

AllCached services break the service
schedule paradigm by alowing the subscriber
to watch programs on an as-desired basis over
some time period. All services delivered as
AllCached are cached (surprise!). Tuning a
service causes it to be played from the caching
deviceto the viewer.

Network PVR

Network PVR can be approached two
ways. One can think of providing a virtual
disk in the network for use by the client. One
can also think of it as adding motion control,
and longer-term storage to the AllDemand
service type.

Points of Note:

1. Broadcast AllDemand saves plant
bandwidth. Other service types require
more plant bandwidth;

2. The first ‘tuner’ of a Broadcast
AllDemand service experiences two-
way communications latency. Other
service  types cary  two-way
communications latency with every
tune;

3. Broadcast AllDemand services are
shared between subscribers. Other
AllDemand services are served
uniquely to each subscriber;

4. Loca Insertion into cached material
(e.g., locally-sourced advertising) must
be accounted for in each of the service
types, athough it is not directly
analyzed here.




ALLDEMAND ARCHITECTURE TYPES

Centralized Architecture

Figure 1 provides schemas for centralized
architectures. The media servers are co-
located in the head-end, and their content is
distributed from the head-end to remote hubs.
The re-multiplexing, encryption, QAM
modulation and up-conversion equipment can
be co-located with the media servers or
located within aremote head-end. Centrally
located equipment that requires skilled
technicians to operate and maintain is a major
benefit of acentralized architecture. The

downside of the centralized architectureisthe
need for high bandwidth, high reliability, and
low delay variation (i.e. jitter) connections to
remote hubs. Usually, these kinds of
networks are expensive; however, many of the
larger M SOs have already deployed these high
capacity networks. Customerswith SONET
rings with data capacities to OC-48 or OC-192
are not uncommon. Dense Wave Division
Multiplexing (DWDM) over dark fiber isaso
gaining favor. Thisisbecauseitis
comparatively less expensive to deploy than
SONET or ATM networks.

Centralized Server, Multiplexers and Encryptors Hub
u
Headend SONET/OC-3/DS-3,
Dense WDM, GigE, oril0
GigE
H . . Digital/ Digital/ ol
Media > N;E I'." > Optical Optical U QAM and
Server and Encryption Transport Reception pconversion
Centralized Server, Remote Multiplexers, Encryptors, Modulation and Upconversion
Headend Hub
SONET/OC-3/DS-3,
Dense WDM, GigE, or 1D
i - Digital/ GigE. Digital/ - - -
Media Optical Optical hguglplexlrtlg u QAM anq
Server Transport Transport ani ncryption pconversion
Could combine these functions
Centralized Server, Multiplexers, Encryptors, QAM and Possibly Upconversion
Hub
Headend IF or DWDM
RF Transport
H . DWDM, RF, | DWDM, RF,
Media M I > u QAMand | —» orIF orIF B Upconversion
Server and Encryption peonversion Transport Reception
Could Combine These Fucntions

Figure 1 - Centralized Architecture Schemas



Physical Transport Type Comparison

Table 1 and Table 2 compare the number
of physical transport channels required when
distributing content using GigE, 10 GigE,
ASI, and DS3. Table 1 isbased upon adigital
penetration rate of 60% with an on-demand
usage rate of up to 80%. Table 2 is based
upon adigital penetration rate of 30% with an
on-demand usage rate of 30%. In each casg, it
was assumed that each user would require

3.75 Mbps of capacity for their on-demand
service. Table 3 provides nomina
assumptions about media server
characteristics. With actual media server
values, the media server resource
requirements for a give system can be sized to
the degree that it is the number of
simultaneous streams that drive media server
needs, rather than aggregate storage
requirements.

Homes Digital Simultaneous  Number of Number of  Capacity Capacity ~ 0C-192s SEMs SEMs SEMs

Connected Connects Users (Gig Es) 10 GigEs  (ASIs)® DS3s®  Required w/GigE w/ASI  w/DS3
5000 3000 2400 15 2 58 232 2 15 15 58
10000 6000 4800 29 3 116 464 3 29 29 116
15000 9000 7200 44 5 174 696 4 44 44 174
20000 12000 9600 58 6 232 928 5 58 58 232
25000 15000 12000 73 8 290 1160 7 73 73 290
30000 18000 14400 87 9 348 1392 8 87 87 348
40000 24000 19200 116 12 464 1856 10 116 116 464
50000 30000 24000 145 15 580 2320 13 145 145 580
60000 36000 28800 174 18 696 2784 15 174 174 696
70000 42000 33600 203 21 812 3248 17 203 203 812
100000 60000 48000 290 29 1160 4640 25 290 290 1160
250000 150000 120000 725 73 2900 11598 61 725 725 2900
500000 300000 240000 1450 145 5799 23196 121 1450 1450 5799

Table 1 - Comparison of Transport Types (60% Digital Penetration, 80% Usage)

Homes Digital Simultaneous  Number of Number of Capacity ~ Capacity = OC-192s SEMs SEMs SEMs

Connected Connects Users (Gig Es) 10 GigEs  (ASIs)®@ DS3s®  Required w/GigE w/ASI  w/DS3
5000 1500 450 3 1 11 44 1 3 3 11
10000 3000 900 6 1 22 87 1 6 6 22
15000 4500 1350 9 1 33 131 1 9 9 33
20000 6000 1800 11 2 44 174 1 11 11 44
25000 7500 2250 14 2 55 218 2 14 14 55
30000 9000 2700 17 2 66 261 2 17 17 66
40000 12000 3600 22 3 87 348 2 22 22 87
50000 15000 4500 28 3 109 435 3 28 28 109
60000 18000 5400 33 4 131 522 3 33 33 131
70000 21000 6300 39 4 153 609 4 39 39 153
100000 30000 9000 55 6 218 870 5 55 55 218
250000 75000 22500 136 14 544 2175 12 136 136 544
500000 150000 45000 272 28 1088 4350 23 272 272 1088

Table 2 Comparison of Transport Types (30% Digital Penetration, 30% Usage)

The Gigabit Ethernet solution requires the
fewest number of physica interfaces.
ASl requires four times as many interfaces
when compared to GigE, and DS3 requires a
14 to 16-fold increase in the number of
interfaces as compared to GigE. GigE is also

considerably less expensive than either DS3
or ASl.
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Table 3 — Media Server Assumptions

Building Blocks

AllDemand systems require different
building blocks than * broadcast-based +
VOD’ systems. The needs of AllDemand
services require that the dense mux/mod
chain packaging used in the VOD
environment be extended to the entire
system. Real-time encryption devices are
needed to protect content served from the
media caches with encryption that is
associated with the access control scheme of
the client set-top devices. Also, depending
upon the scale of the system, switching
between the media servers and the
encrypt/mux/mod chain may be needed.
Switching alows the media serversto scale
naturally, rather than having to devote
separate media servers to specific
encrypt/mux/mod chain.

The centralized architecture schemas are
fleshed out below. In current VOD
environments the mux/mod chain is often

integrated tightly with the VOD server. In the

AllDemand system, the tight integration may
lead to less than optima media server
scaling. In the AllDemand system,
encrypt/mux/mod chain is split out. It can
then be used for any service typein the
AllDemand system (Broadcast AllDemand,
VOD, cached, Network PVR etc), and it can
scale with the transport needs of the network

The Super Encryptor Modulator (SEM)
combines session-oriented encryption
multiplex creation and QAM modulationin a
single device. This gives the functional
density needed to support the number of
streams required in an AllIDemand system.
For thisanalysis, the SEM is assumed to
support 16 QAM outputs (the number of
outputs supported by an actual SEM may be
different). Multiplex management isincluded
in the SEM.

AllDemand
Service GIGE
Subsystem ASI SEM
(e.g., VOD)
e
SeSSi-on Mux and Mux and
Config 1/10 110
\> Provisioning _Provisioning
Request
for
Session RM

Network
Config./Provisioning

Figure 2

Resource Manager (RSM or RM)

The Resource Manager (RSM or RM)
controls the SEM. It also performs bandwidth
management. It provides an interface to the
Service subsystems that allows sessions to be
established between media servers and client
devices.

Figure 2 shows a high-level view of the
flows between atypical AllDemand service



subsystem, the RM, and the SEM. The Mux
circlein front of the SEM is normally part of
the SEM. In some environments it may be
desirable to have a separate Mux block.

DWDM Transport Carry Options

DWDM technology can be used to carry
baseband digital, IF or RF modulated signals
over the transport network. This provides
flexibility in selecting locations for
equipment in AllDemand systems. Of course
other transport types can be combined to
yield the same effect.

Media
Server 15

Media
Controller

The following figures show architectures
transporting different signals over DWDM.
These diagrams also show different options
tradeoffs in equipment locations. Fig. 3
shows GIGE over DWDM, with some level
of switching available in the remote hub. Fig.
4 shows IF over DWDM, with just an optical
to IF conversion and up conversion in the
remote hub. Fig. 5 shows ASI over DWDM,
with QAM modulation and up conversionin
the remote hub.

QAM +UC

QAM +UC
GigE
Switch

QAM +UC

B2 Lambdas
oo

GigE
Switch
QAM +UC
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Switch
GigE
Switch

Switch

Lambdas
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Figure 3 - Centralized Multiplexing, Encryption, and Gigabit Ethernet Transport
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Figure 6 shows the nominal Centralized
AllDemand system architecture. This
architecture supports the most flexible,
efficient use of media server resources. It
requires a high-capacity transport network,
but it gains ease of support aswell aslow
support overhead.

NON-CENTRALIZED ARCHITECTURE
TYPES

Other architecture types are presented here
for completeness. Although there are clear
advantages to the centralized approach, there
may be reasons to use a distributed or routed
approach to the AllDemand system. These
are summarized in Figures 7, 8, and 9.

Distributed Server, Remote Multiplexers, Encryptors, Modulation and Upconversion

Headend

IP Connectivity

Hub

Media Controller |«

Media ulti QAM and
Server and Encryptiorr »| Upconversion

\ 4
=

Could combine these functions

Figure 7 - Distributed Architecture Schema

Figure 8 — Distributed System




Distributed Architecture

In the distributed architecture, the media
servers are placed in the remote hubs. This
may be necessary in systems that lack the
transport resources to distribute streams from
acentral head-end. Some remote, distributed
servers may also find themselvesin
centralized system to support regional
insertion activities that are actually managed
on aregional level. In general, unlessthe
media server resources exactly match the
needs of the local hub population, this
scheme cannot be as efficient as the
centralized approach:

* Mediawill need to be distributed
(duplicated) in remote environments;

» On-going service, support,
provisioning, and maintenance will
need to be done at remote sites;

» ‘Slack’ resources to handle demand
peeks cannot be broadly shared. They
can only address alocal population.

Routed Architecture

If the media servers support aroutable
output protocol (e.g., GIGE), then the output
of the media servers can be routed to
encrypt/mux/mod chains in remote hubs.
This gives the advantages of a centralized
system, but:

* Requires atransport network with

QoS support at a higher protocol level
(IP, or GIGE);
* Requires routing/switching hardware;
» Extends the provisioning/network
management network for the
encrypt/mux/mod chain to the remote
hubs.

The routed architecture may be desirable
in systems that are built primarily to serve IP
data and media distribution over broadband
environments. Systems built primarily to
deliver Voice over IP (VolP) and/or internet
streaming media may already be designed in
this fashion.

Routed Network
Media
RSVP
Server Router \\
RSVP
Router
Headend 2

Gigabit Ethernet RSVP

Router

Media RSVP

Gigabit Ethernet

Hub

Server Router

RSVP
Router

»  Multiplexing -
and Encryption

QAM and
Upconversion

Headend 1

Could be combined functions

Figure 9 - Routed Architecture Schema



Summary

There are three categories of
AllDemand services. Only
BroadcastOnDemand saves plant resources.
The rest demand more simultaneous services
to the subscriber — culminating ultimately
with a session per subscriber.

Network architecture drives the
efficient distribution of media server
resourcesin AllDemand systems. The GIGE
protocol carried over DWDM enables alarge
reduction in the number of channels needed
to transport fully formed streams to remote
hubs. These transport improvements allow
the AllDemand system to be centrally located
in the head-end. Encrypt/mux/mod chains
should be loosely coupled to the media
servers. This alows the media serversto
scale naturally — with total media storage and
total simultaneous stream requirements, as
opposed to being primarily partitioned by
hub/transport architecture.
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ABSTRACT

In ATSC-compliant DTV broadcasts, PSIP data
provide DTV receivers with tuning information,
electronic program guide data, as well as other
information supporting a variety of functions.
When the DTV broadcasting signal is received by
a cable provider, multiplexed and carried on a
cable network, the PSIP data need to be preserved
and transformed to comply with cable standards.
Otherwise, cable-ready DTV receivers may not be
able to tune to the signal. In light of this need, the
NCTA and CEA have reached an agreement
regarding the carriage of PSIP on cable. This
paper explores the issues surrounding the
adaptation of PSIP data to the cable environment,
including the consequences of merging multiple
terrestrial transport streams into a single cable
transport stream. The paper also presents a sample
design and implementation of a system to support
PSIP carriage on cable as highlighted by the
NCTA-CEA agreement.

INTRODUCTION

In DTV broadcasts, a single MPEG-2-compliant
transport stream (TS) can simultaneously carry
multiple video, audio, and/or data programs [1]. In
ATSC-compliant broadcasting, metadata
describing the contents of the transport stream
multiplex are carried by PSIP — the Program and
System Information Protocol [2]. The PSIP data
consist of collections of “table sections”, which
are also encapsulated into MPEG-2 TS packets.
These packets have unique PID values that can be
used to distinguish the PSIP tables from each
other, as well as from the audio, video, and data
streams.

The PSIP tables are defined in ATSC standard
A/65A [2]. These tables enable a number of
important features for digital television (DTV)
receivers:

e Tuning to programs by virtual channel
numbers, rather than physical broadcast
bands;

e Selecting language tracks;

Creating interactive electronic program
guides;

e Applying “V-chip” restrictions on viewing
based on content advisory ratings.

The ability for a DTV receiver to tune to the
terrestrial broadcasting signal based on virtual
channel number rather than physical frequency
band is very important for terrestrial broadcasters.
Network broadcasters typically have one
frequency band for broadcasting an analog signal
and a different frequency band for broadcasting a
digital signal. They have often invested
substantial resources over the years in brand
recognition for their analog channel number.
Moreover, a DTV broadcast may consist of
multiple programs, so it is necessary in many
cases to identify multiple “virtual channels”
within a single digital broadcast band.

The PSIP standards identify virtual channels
(VCs) by the combination of “major channel
number” (mandated to be equal to the analog
channel number for stations with existing NTSC
licenses) and “minor channel number.” . The
virtual channel numbers allow DTV receivers to
tune the DTV signal using the same analog
channel number, even though the physical channel
is at a different frequency. In addition, PSIP data
provide details about alternative language tracks,
content advisory ratings, and audio and video
streams within the broadcast bands.

PSIP data also support interactive electronic
program guides (EPGs) in standard, off-the-shelf
TV sets and set-top boxes (STBs) by supplying
information on upcoming programs. The
standards and mechanisms described thus far
allow the user to purchase a standard DTV
receiver, hook it up to an antenna, turn it on, and



have it work over-the-air with a minimum of
manual configuration.

When a DTV signal is carried on cable to the
consumers, the PSIP information needs to be
preserved in order for consumers to retain the
ability to tune to the signal using a cable-ready
DTV receiver, analogous to using an antenna. For
analog signals, consumers can purchase “cable-
ready” TVs that can receive signals from an
already-established cable connection. The same
holds true for digital television; consumers will
expect equivalent commercially available “cable-
ready” DTVs or STBs that they can deploy
without direct intervention from their cable
provider. This is especially important for those
consumers that only want the free or low-cost,
entry-level “antenna extension” service to view
the unscrambled DTV programs. These services
do not require the use of the Point of Deployment
security module (POD). These consumers will not
be able to access the out-of-band channel
navigation information and must rely on the in-
band PSIP information for tuning and EPG
services.

NCTA-CEA CABLE PSIP CARRIAGE
AGREEMENT

With the intention of achieving this type of
environment, the FCC issued a Report and Order
on Cable Carriage of DTV (Docket 98-120),
which in paragraph #83 requires carriage (if
present) of PSIP data related to the primary video
service.

To meet the needs of PSIP carriage on cable and
to make the data meaningful for cable-ready
receivers, an agreement has been established
between the Consumer Electronics Association
(CEA) and the National Cable Television
Association (NCTA). The agreement describes
the carriage of PSIP on cable in support of
consumer digital receiving devices (digital
receivers) connected directly to the cable TV
system [4]. The intent is that consumers will be
able to purchase a cable-ready receiver that can
process unscrambled cable channels immediately,
as well as play “host” to a cable-system specific
decryption processor referred to as a POD
module.

Key provisions of the NCTA-CEA agreement

include:

e If a digital transport stream includes services
carried in-the-clear, that transport stream must
include VC data in-band in the form of ATSC
A/65 (PSIP), if present in the stream.

e VC table data are also sent out-of-band to the
POD module in the receiver.

e VCs are identified by a one- or two-part
channel number, and a textual channel name.

o At least twelve hours of PSIP event data must
be included, if received from the broadcaster.

e The cable provider has the option to limit the
total bandwidth for PSIP data to 80 Kbps for a
27 Mbps multiplex and 115 Kbps for a 38.8
Mbps multiplex.

e Event data may be transported in-band and/or
out-of band. The in-band data may be used to
augment out-of-band data at the receiver.

e For access-controlled services, the out-of-
band SI channel number may or may not
match the channel number identified with in-
band PSIP data.

e The channel number identified with out-of-
band SI data should match the channel
number identified with in-band PSIP data, for
in-the-clear services.

The NCTA-CEA agreement does not preclude the
possibility that cable providers may choose to
implement alternative agreements with specific
stations, station groups, or networks. These
“private agreements” could have cable providers
including different amounts of PSIP data from
different terrestrial/broadcast sources, with
different types of manipulations and bandwidth
limitations allowed for each.

One implementation challenge from the PSIP
agreement involves the handling of PSIP data
when multiple transport streams containing PSIP
data are multiplexed in cable plants. Terrestrial
DTV channels have fixed bandwidth of
approximately 19.39 Mbps, but digital cable
systems use modulation methods that allow
carriage of 27 Mbps or even 38.8 Mbps per
transport stream. In addition, cable providers may
want to select which programs (or VCs) from a
given transport stream to carry. In order to
optimize the usage of cable bandwidth, the cable
providers naturally want to combine programs



from several terrestrial transport streams together
in one multiplex.

However, traditional MPEG-2 multiplexers are
not designed to handle the PSIP data. Thus, a new
PSIP-aware device needs to be developed that can
process the PSIP data from the input transport
streams and generate the in-band PSIP and out-of-
band service information (OOB SI) using the
input PSIP data according to SCTE standards.

DESIGN OF METADATA PROCESSING
SYSTEM FOR CABLE HEAD END

Comparison of Terrestrial PSIP, Cable In-
Band PSIP, and Cable Out-of-Band SI

The terrestrial PSIP metadata consists of a number
of tables:

Table 1. Terrestrial PSIP Tables

Table Description

Master Guide gives PIDs, sizes, and
Table (MGT) version numbers for all other
PSIP tables.

System Time gives current time,

Table (STT) convertible to wall clock
time at receiver.

Rating Region describes system(s) for

Table (RRT) rating broadcast content,

referenced by “content
advisory descriptors” in EITs
(not sent when RRT is fixed,
as in U.S.).

Virtual Channel | provides details about the
Table (VCT) VCs in the stream, including
channel name and number
(different forms for
terrestrial and cable PSIP).

Event Informa- | describe upcoming program
tion Tables “events,” including title,
(EITs) time, captioning services,
rating information.

Extended Text give extended descriptions of
Tables (ETTs) VCs and events.

Data Event describe upcoming data
Tables (DETS) “events,”.

Directed provides definitions of

Channel Change | virtual channel change

Table (DCCT) requests.
DCC Selection carries code values &
Code Table selection criteria names for

reference from DCCT.

(DCCSCT)

These tables are encapsulated as private data into
MPEG-2 TS packets and multiplexed along with
the video, audio and data streams. The tables are
identified by PID and table ID. The PID for MGT,
STT, RRT, VCT is O0x1FFB, the so-called PSIP
base PID. The PIDs for EITs and ETTs can be
arbitrarily selected as long as they do not conflict
with other PIDs in the same transport stream. The
MGT provides the information necessary to
discover what PIDs have been used for the EITs
and ETTs. The DETs, DCCT and DCCSCT will
not be discussed in this paper because they are
beyond the scope of current PSIP carriage
agreements.

In the cable environment, the service information
is carried in two forms — in-band PSIP and out-of-
band SI. The cable in-band PSIP differs in some
subtle but significant ways from the terrestrial
PSIP described above. Cable metadata relies
much more on information in the PMT. For
example, both the caption service descriptor and
the content advisory descriptor (when present)
must be carried in the EITs and may optionally be
included in the PMT in the terrestrial world. For
cable, these descriptors (when present) must be
located in the PMT, and may be carried in the
EITs. Additionally, in cable the AC-3 audio
descriptor is found in the PMT, and so is optional
in the cable EITs.

Another difference is in the VCT. The VCT
comes in two forms, one for terrestrial broadcasts
(the TVCT) and one for cable broadcasts (the
CVCT). They are mostly similar with a few
differences. Both list the virtual channels that
appear in the broadcast stream and give
information for each one including: Channel
name, Channel number (two-part for TVCT, one-
or two-part for CVCT), MPEG-2 program number
(used by receivers to coordinate with entry in
PAT), Service type (video, audio, or data-only),
and Source id (used to coordinate VCs with EIT
entries). The TVCT supplies PID values of all the
video / audio / data streams in the channel.

Terrestrial broadcasters may include the CVCT in
their transport streams, in addition to the
mandatory TVCT. Cable providers will have
instances when they receive the CVCT within a



terrestrial stream and pass it through, and other
occasions when they will need to generate it
locally based on the content of the TVCT and
other tables. In terrestrial broadcasts, it is
required to include a service location descriptor in
the TVCT. This descriptor identifies the various
elementary streams (video, audio, and data)
included in the complete program. However, the
CVCT does not require the presence of a service
location descriptor—the information is expected
to be present in the PMT.

The OOB SI is defined in SCTE standard DVS
234[3]. While similar in nature to PSIP, the DVS
234 tables are optimized for the cable
environment. Tuning relies much more heavily
on the data in the PMT. Aggregate EITs (AEITs)
and ETTs (AETTs) are used to reduce the number
of PID values that the POD host will need to
process (MGT table types and corresponding tag
values associate and distinguish the various table
sections, rather than multiple PID values). Other
notable differences include:

e The SI base PID value is 0x1FFC (in contrast
to Ox1FFB for ATSC PSIP).

e The Network Information Table (PID
O0x1FFC) delivers the Carrier Definition
Subtable (CDS) and the Modulation Mode
Subtable (MMS). CDSs define number of
carriers used in the system and their frequency
locations. MMSs define the modulation
format (e.g. QPSK or 64QAM) for each
carrier in the system.

e Two alternative types of Virtual Channel
Table, Short-form (S-VCT) and Long-form
(L-VCT), may be present in the transport
stream, depending on selected profile (see
Table 2).

e The Network Text Table (PID Ox1FFC)
carries Source Name Subtables to associate
names with each service listed in an S-VCT.

e The S-VCT and L-VCT deliver the Virtual
Channel Map, Defined Channels Map, and
Inverse Channel Map — the keys to channel
navigation using the OOB metadata. VCTs
also identify the physical cable carrying the
transport stream. The L-VCT also includes
carrier frequency and modulation mode
information.

e Up to 30 days of event information may be
carried in AEITs and AETTs. These use a
maximum of four PIDs.

e Multiple MGTs corresponding to distinct
channel maps may be included in the transport
stream, distinguishable within the POD
module (the POD identifies the “correct”
MGT using the included map id value and
discards the others).

In-band PSIP Processing

According to the Agreement, when DTV services
are carried over cable in-the-clear, PSIP data must
be provided in-band if PSIP data is available in
the original input signal. When multiple transport
streams that contain PSIP data are multiplexed in
the cable head-end, care must be taken to preserve
the PSIP data from input streams and merge the
data for the multiplexed output transport stream.
As shown in the previous section, all PSIP data
packets have the same base PID 0x1FFB, and use
standard protocols to arrange EITs, ETTs and
DETs. Thus, simply merging the streams is
unlikely to work. Intermingling packets from
different transport streams with a common PID
value (for example PSIP’s Ox1FFB) results in a
stream that is not MPEG-2 compliant, and is
certain to confuse receivers.

In order to meet the requirements of both the PSIP
agreement and in-band cable PSIP carriage
standards, the metadata processing system must
provide the following two functions:

e Resolving the conflicts of PSIP data between
multiple terrestrial streams and merging the
data for a single output transport streams.

e Making sure the new PSIP data for the output
transport stream complies with cable
standards.

To do these, the metadata system must extract the
PSIP data from the input transport streams,
decode it, and parse the PSIP data to obtain the
semantic contents. The decoded PSIP data are
then modified to reflect the characteristics of the
new output transport stream. Next, the PSIP data
from different inputs are consolidated and merged
into a single set of PSIP data. Finally, the new
PSIP data are re-encoded into MPEG-2 packets
and multiplexed back into the output transport
stream with consolidated video and audio packets.
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Figure 1: Flow chart of in-band PSIP processing

Figure 1 illustrates the flow chart of the in-band
processing routine.

Specific changes have to be made for certain
individual PSIP tables. In the VCT for each input
Transport Stream, the list of Virtual Channels
needs to be decoded. The description of each
Virtual Channel will be translated with a new
virtual channel number and the frequency of the
output ransport Stream. The channel numbering
system in cable can be different from that of
terrestrial broadcasts. Terrestrial DTV channels
are designated by a two-part, major-minor channel
number to preserve branding and viewer
familiarity, as described above. Broadcasters are
likely to want to preserve their major channel
numbers onto the cable system, much as they do
on analog systems today. However, cable
providers will sometimes have to re-map
terrestrial broadcasters’ channel numbers within
the cable system. Cable providers typically do not
use the two-part numbering scheme, and may
want to convert the two-part number to a one-part
number to coordinate it with the out-of-band
guide information, though this is not
recommended. Once the translation is made, the
VCs from different input streams will be merged
together to form a single CVCT for the output
transport stream.

The EITs from the various input streams must be
consolidated. Terrestrial broadcasters are required
to carry at least four EITs, namely EIT-0, EIT-1,
EIT-2, and EIT-3 that cover 12 hours of
programming information. Additional EITs are
optional; the number of additional EITs carried
will vary between broadcasters. The ATSC
recommended practices suggest carrying at least 3
days worth of EITs. In addition, for each EIT

group, multiple instances of the tables may exist,
each of which is related to a single VC. Because
EIT PIDs are arbitrarily selected by each
broadcaster, EIT packets from different input
sources may have different or overlapping PIDs.

To process the EITs, the MGT from each input
transport stream must be decoded in order to find
all the EITs contained in the transport stream.
Each EIT is decoded to find its association to a
specific VC. When EITs from multiple transport
streams are merged, the source id in the EITs
may need to be modified in ord