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Abstract

This paper compares two types of fiber optic
supertrunking methods - Lightly Loaded AM
(LLAM) and uncompressed digital video - to
determine the 'overall' cost and performance
impact on 750 MHz CATV upgrades and rebuilds
employing a supertrunk. The analysis outlines
channel loading, performance, fiber requirements,
cost, and system compatibility issues for both AM
and Digital supertrunking technologies. Included
is a discussion of the advantages and disadvantages
of each method as well as the associated cost and
performance tradeoffs. It is found that the choice
of supertrunking technology has a notable impact
on the end-of-line system performance and, hence,
the total cost of the CATV network upgrade or
rebuild.

INTRODUCTION

The advances in AM and digital video fiber
optic technology have led to dramatic improvements
in CATV network designs that enhance system
performance and reliability. One application for
both AM and Digital fiber optic technologies has
been their use in CATYV supertrunking to deliver
high quality signals deeper into the network.

Supertrunking is not a new concept in CATV.
In the past, supertrunking was done to avoid the
relatively higher costs of adding additional headends
with their associated earth stations, large buildings,
satellite receivers, modulators, and maintenance.
Franchise extensions were accomplished through
feedforward amplifiers, FM -over coax, FM over
fiber, and AML microwave. While signal quality at
the end-of-line (EOL) improved, these technologies
had their limitations with respect to transmission
distance, performance, reliability, maintenance and
" cost.

The objective of today's CATV fiber optic
supertrunks is to deliver a headend or near-headend
quality signal at the receive site(s) or hub(s)
relatively deep in the CATV network. The

supertrunk receive site location also serves as a
launch point for secondary AM fiber links which
distribute services to the subscriber serving area.
Future CATV supertrunk hubs may be a point of
presence for telephone service transmission similar
to the current telephony CO (Central Office). As
such, the supertrunk receive site equipment is
typically located in an environmentally controlled
building with plenty of available equipment rack
space.

The supertrunk must also support a variety of
signal formats such as VSB-AM, baseband and RF
scrambled video, digital data, future digitally
compressed video, and provide an output that is
easily interfaced to the CATV RF distribution. It
should have the capability for upgrade and
expansion for redundancy and have minimal
maintenance requirements.

This paper builds upon the information
presented earlier in [1]. In the following pages, two
types of CATV supertrunking methods are
compared. The first is Lightly Loaded AM (LLAM)
which transports about 10 channels per transmitter.
The second is uncompressed 8-bit digital video
transporting 16 channels per transmitter at 1.6 Gb/s.
This analysis describes the channel loading, fiber
requirements, performance, configuration, cost and
compatibility issues of each supertrunk technology.
This paper will also demonstrate the cost and
performance impact on the secondary AM fiber link
distance and RF distribution operating levels served
from the supertrunk hubsite.

LIGHTLY LOADED AM SUPERTRUNK
DESCRIPTION

AM supertrunking is described in [1] and {2] as
a method for eliminating and/or consolidating
headends. This approach utilizes a tiering method
whereby groups of 9 to 13 VSB-AM signals are
directly modulated onto seven DFB lasers and
transported over seven fibers (four fibers using wave-
division-multiplexing). A block diagram of an AM
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Typical Lightly Loaded AM (LLAM) Supertrunk Configuration

Figure 1.
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supertrunk is shown in figure 1. The main the hub site. The receive equipment is usually

advantage to this approach is the frequency
arrangement of each tier. Except for the first
transmitter, each subsequent transmitter is channel
loaded at less than one octave. By loading to octave
or less, the composite second order (CSO) distortion
products fall out of the band being transmitted by the
respective laser,

However, the CSO products which fall out of
one RF band will appear in another RF band. To
reduce the effect of this problem, each frequency
band is filtered such that the distortion products are
attenuated before recombining the various RF bands.
Pads and post-amplifiers are used to obtain proper
isolation and RF output levels. Through a 26 km
path, the performance of the LLAM system is
approximately 57 dB CNR, -70 dBc CSO, and -70
dBc CTB.

LLAM supertrunks are usually considered when
the distance to the hubsite and/or secondary headend
is 15 to 35 km away from the primary headend. This
means that the LLAM supertrunk will operate
through about 8 to 14 dB of fiber loss, assuming 0.4
dB/km at 1310 nm. The loss budget should typically
not exceed 14 dB in order to maintain an adequate
CNR performance (>55 dB).

After adding in connector, splice and WDM
losses, little, if any, additional budget is available for
splitting the optical output power from each
transmitter in order to share a bank of transmitters
with two or more hubsites. Therefore, when
multiple hubs are served, the AM supertrunk
requires a separate and dedicated LLAM link (bank
of transmitters and bank of receivers, filters and
combinors) from the headend to each hub site.

A complete 80 channel LLAM system with RF
outputs typically occupies no more than one half of a
six-foot rack at the headend and about the same at
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housed in an environmentally controlled building.

DIGITAL VIDEO SUPERTRUNK
DESCRIPTION

Uncompressed digital video transmission is
described in [3] as another method for transporting
headend quality video/audio signals to hubsites. One
type of system is based on 8-bit video resolution
codecs that provide RS250C medium haul
performance at each hub site. A typical high speed
digital transmission system has a data line rate
between 1.6 and 2.4 Gb/s operating at either 1310 or
1550 nm and transports up to 16 uncompressed
channels on a single wavelength through an optical
loss budget of 30 dB. A block diagram of an 80
channel digital supertrunk is shown in figure 2.

In an uncompressed digital video system, each
of the 16 channels are digitally encoded separate
from one another then time-division-multiplexed
(TDM) to create a high speed serial data stream
operating at say, 1.6 Gb/s. The high speed data is
then directed to the laser transmitter where it
intensity modulates a Fabry-Perot or DFB laser
diode.

The digital transmission system provides
RS250C medium haul performance which is
considered headend quality in that it delivers a 60
dB video SNR. Also, because of the use of
synchronous time division multiplexing within the
digital network, each channel is completely
independent of one another and, therefore, no
composite distortions are generated.

Digital transmission technology provides
consistent signal performance at each hub and is not
affected by channel loading, path loss variations or
fiber chromatic dispersion as in AM fiber optic
technology. Digital signals can be transparently
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dropped and repeated and new signals inserted
(Add/Drop Multiplexing) at each hub. The digital
network can be expanded to offer full optical
component and path redundancy. Further, digital
systems require very little maintenance and no
operational adjustments or optimization.

An 80 channel digital system with RF outputs
typically requires no more than one six-foot rack at
the headend and about two six-foot racks at the hub
site. The digital transmit and receive equipment
requires an environmentally controlled building.

COST COMPARISON BETWEEN LLLAM AND
DIGITAL SUPERTRUNKING

Given below in Table 1 is a direct cost
comparison between supertrunking technologies for
an 80 channel system with multiple receive sites.
The LLAM system cost includes all optical modules,
RF filtering and post-amplification. It is assumed
that each of the hub sites are fed with a dedicated
LLAM system, ie., no optical splitting of the
transmitters.

Digital _,Video/Audij . TV T
L_Receiver | . Madulators |

The uncompressed digital fiber network, with a
30 dB loss budget, can make use of optical splitting
at the transmitter output to increase the number of
receive sites served from a transmit site. Sharing the
transmitters with multiple receive sites lowers the
total cost of the digital network. The cost provided
for the digital network includes all modulators
and/or IF to RF output converters for delivering RF
outputs.

Table 1 indicates that the LLAM system
equipment cost is less than the digital video system
equipment cost regardless of the number of receive
sites. However, one must look beyond the direct cost
differences and consider the overall impact from the
supertrunk with respect to cost and performance on
the entire CATV system. In other words, what
effect, if any, does the slightly lower performing
(near-headend quality) LLAM supertrunk have on
the secondary AM fiber and RF cascade
performance? And specifically, what impact do
changes in that portion of the system have on the
overall system cost due to the finite composite
distortions (CSO and CTB) incurred through the
LLAM system?

Cost Comparison Between LLAM and Digital Supertrunk
Table 1.

1 110,000 345,000 235,000
2 220,000 580,000 360,000
3 330,000 815,000 485,000
4 440,000 1,050,000 610,000
5 550,000 1,250,000 700,000
6 660,000 1,480,000 820,000
7 770,000 1,710,000 940,000
8 880,000 1,940,000 1,060,000
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Fiber Rich Architecture Employing Fiber Optic Supertrunk, Secondary AM and RF Distribution

Figure 3.
@ N © -
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EOL PERFORMANCE AND COST PER MILE
IMPACT RESULTING FROM EACH
SUPERTRUNK APPROACH IN A FIBER RICH
ARCHITECTURE

Figure 3 shows the CATYV network diagram that
uses headend to hub supertrunking within a 750
MHz fiber rich system loaded with 80 analog
carriers. The output of the hub site is a secondary
AM link defined in this paper as the SAM link. The
SAM link carriers the full 50 to 550 MHz AM-VSB
signal format on a single fiber. Following the SAM
link are two power doubling trunk amplifiers, a
power doubling bridger and two power doubling line
-extenders. On average, the serving area covered by
each secondary AM node is 10 miles of RF
distribution. The EOL performance objective is 48
dB CNR, -53 dBc CTB and -58 dBc CSO.

EOL Performance from a Digital Hub

The output of a digital video fiber optic
supertrunk yields a performance identical to that of
a standard CATV headend. This is a best case
initial starting point and allows the maximum
optical path losses on the SAM link and the highest
operating output levels on the RF amplifiers. The
SAM link distance and the RF amplifier operating
levels are determined to meet the EOL performance
of the system. Table 2 shows the secondary AM path
distance, RF operating levels and EOL performance.

EOL Performance from a LLAM Hub

With the hub site fed from a LLAM supertrunk,
the system again meets the EOL performance by
determining the secondary AM link distance and RF
amplifier operating levels. The secondary AM path
distance, RF operating levels and EOL performance
are given in Table 3.

The LLAM supertrunk provides near-headend
quality performance with a CNR of 57 dB. However,
even though lightly loading the transmitters with 9
to 13 channels, a finite and measurable level of
composite distortions still exist.

Table 3 shows that the LLAM performance does
affect the secondary AM node optical path distance
as well as the operating levels in the RF distribution.
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To meet the same EOL performance as achieved
with a digital supertrunk, the secondary AM link
distance was decreased by 1 dB and the RF
operating levels of the line extenders was lowered by
2 dB. Next, the total system cost impact from the
SAM fiber link loss and RF level changes will be
discussed.

Secondary AM Electronics Cost per Mile Using
Digital Supertrunking

From Table 2, we see that the SAM link is
designed for an 11 dB link loss. Typically, the SAM
link uses optical splitting in order to serve two or
more nodes from a single transmitter. A common
transmitter-to-receiver usage ratio (p) is 1:2.5 or one
transmitter for every 2.5 nodes. In other words, each
AM link shares 40% of the cost of an AM
transmitter. From this, we can determine the
secondary AM cost per system mile from an ideal
starting point (a headend or digital hub) using the
equation,

SAMpg = [(Ct* py) + Cy1 /N, eq. 1
where,
SAMy¢ = secondary AM cost per system mile
using Digital supertrunk

Cy = cost of AM transmitter

Cy = cost of AM Node

p; = AM transmitter usage ratio with Digital

N, = number of miles of RF distribution

served per node.

With C = $13,000, Cy = $2,000, p; = 0.4 and N =
10 miles, we find the secondary AM fiber electronic
cost to be about $720 per mile. Again, this cost is
assuming that the Hub is providing headend quality
signals at the input to the SAM transmitters.

Secondary AM Electronics Cost per Mile Using
LLAM Supertrunking

With a LLAM fed hubsite, the secondary AM
link can still use optical splitting in order to serve
two or more nodes from a single transmitter. And
each node still serves 10 miles of distribution.
However, there is now only 10 dB of fiber link loss
to work with instead of 11 dB, a 20% reduction. As



End-of-Line Performance with Digital Supertrunk (Analog carriers to 550 MHz)

Table 2.
1 Digital Supertrunk to hub site(s) N/A 60.0 -120 -120
1 Secondary AM fiber to Nodes, 80 channel 37/32 51.0 -65.0 -63.0
' loading, 11 dB optical link loss
2 29.5 dB spaced, 750 MHz Power Doubling 38.5/27.5 55.5 -72.5 -67.0
Trunk, 80 analog channels
1 37 dB gain power doubling Bridger 46/35 58.5 -69.0 -70.5
2 33 dB gain power doubling Line Extender 47/36 57.5 -59.5 -62.0

End-of-Line Performance with LLAM Supertrunk (Analog carriers to 550 MHz)

Table 3.
1 LLAM Supertrunk to hub site(s) N/A 57.0 -70.0 -70.0
1 Secondary AM fiber to Nodes, 80 channel 37/32 520 -65.0 -63.0
loading, 10 dB optical link loss
2 29.5 dB spaced, 750 MHz Power Doubling 38.5/21.5 55.5 -72.5 -67.0
Trunk, 80 analog channels
1 37 dB gain power doubling Bridger 46/35 58.5 -69.0 -70.5
2 33 dB gain power doubling Line Extender 45/34 55.5 -63.5 -64.0

a result, this reduces our transmitter-to-receiver
usage ratio (p) by 20% to 1:2.0 or one transmitter
per 2 nodes.
supports 50% of the cost of an AM transmitter.
From this, we can determine the LLAM fed
secondary AM cost per mile. Using equation la we
find,

In other words, each AM link now

SAM,g = [(Cy* py) + Cy1 /N, eq. la

where,

SAM ¢ = secondary AM cost per system mile
using LLAM supertrunk

Cr = costof AM transmitter

Cy = cost of AM Node

p, = transmitter usage ratio with LLAM

N, = miles of RF plant served per node.

With Cp = $13,000, Cy = $2,000, p, = 0.5 and
10 miles, we find the secondary AM fiber

electronic cost to be about $850 per mile. This cost
is assuming that the Hub is providing a near-

headend quality signal at the input to the SAM
transmitters.  Relative to the headend quality
digitally fed hub site, this represents an additional
$130 per system mile in secondary AM fiber
electronic costs.

RF Electronics Cost Impact due to LLAM
Supertrunking

There is also a cost penalty for operating line
extender RF amplifiers at lower levels relative to the
levels when served from a headend quality hub site.
Lower operating levels in the RF distribution results
in an increase in the number of active and passive
RF components used. Design models [4] have
shown that the associated cost penalty ranges from
$175 to $225 per 1 dB lower operating levels per one
mile of CATV system with active return. An
equation is given to calculate the additional cost of
operating RF amplifiers at lower levels.

CPgr = RFp *n eq. 2
where,
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CPgp = cost penalty per n dB of RF level
change in one mile of active plant
RF = additional RF electronics cost per mile
per 1 dB of level change
n = number of dB level change from an
optimum headend output

Using the average additional cost of $200 per 1
dB level change per system mile, we find that 2 dB
lower RF operating levels results in an additional
cost of $400 per mile in the RF distribution.

Overall CATV Cost Impact Associated with Each
Supertrunking Method

This section investigates the total system cost
impact on the secondary AM and RF electronic
components as a result of employing a supertrunk.
We look at various system sizes and determine the
cutoff point where any cost savings from the LLAM
supertrunk are offset by additional expenses in the
secondary AM and RF portion of the plant.

From the above discussions, we can formulate
an equation (equation 3) which characterizes the
total system cost penalty from using a LLAM
supertrunk system. This model considers system
size in miles and assumes that a certain number of
hubs are required for a given system size. In this
example, it is assumed that a Hub is required for
every 500 miles of CATV distribution. The cost
premium of the digital supertrunk is then subtracted
from the cost penalty associated with the LLAM
supertrunk.

CP,g=S,,[CPgp + (SAM g - SAM[q)] - CPg €q.3
where,
CP,g = total system cost penalty from using
LLAM supertrunk
Cre= RF electronics cost per mile associated
' with change in RF operating levels
SAM,q = secondary AM cost/mile when using a

LLAM supertrunk
SAMps = secondary AM cost/mile when using
a digital supertrunk
S,, = total number of system miles

CPpg = cost premium of digital supertrunk

The following example illustrates the point.
Assume a 2,000 mile plant with four hub sites.
From Table 1, the cost premium for a digital
supertrunk (CPpyq) with four hub sites is $610,000.
From equation 3 we get,

CP,s = 2000 * [$400 + ($850 - $720] - $610,000
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=2000*($530) -$610,000
= $1,060,000 - $610,000
= $450,000

In other words, the original cost savings of
$610,000 ($1,050,000 cost for digital minus
$440,000 cost for LLAM) from using a Lightly
Loaded AM supertrunk is offset by $1,060,000 from
additional costs in the secondary AM and RF
distribution portions of the network. This results in
an additional $450,000 overall system cost from
using the LLAM supertrunk. Table 4 and figure 4
shows the total system cost impact from
implementing either LLAM or digital supertrunk
over a variety of system miles.

Cost Impact of Each Fiber Optic Supertrunk on

the CATYV Network
Figure 4.
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Note that the digital network used in the
example is a simple point-to-multipoint star
configuration and it is assumed that a single bank of
optical transmitters can be split to feed all the
receive sites. More sophisticated digital networks
with "self healing" and redundancy options and/or
longer path losses requiring additional transmitter
and/or repeaters will increase the cost of the digital
network.,

ADVANTAGES AND DISADVANTAGES OF
EACH SUPERTRUNKING TECHNOLOGY

LLAM Supertrunk Advantages

There are a number of advantages when using
the LLAM supertrunking approach as outlined
above. Using wave-division-multiplexing (WDM)
only four fibers are required to transport 80
channels. There are no signal format changes that



Total CATV System Cost Penalty When Using AM Supertrunk

Table 4.

il o Eabl

500 1 235,000 265,000 30,000
1,000 2 360,000 530,000 170,000
1,500 3 485,000 795,000 310,000
2,000 4 610,000 1,060,000 450,000
2,500 5 700,000 1,325,000 625,000
3,000 6 820,000 1,590,000 770,000
3,500 7 940,000 1,855,000 915,000
4,000 8 1,060,000 2,120,000 1,060,000

need to take place (AM-VSB in, AM-VSB out).
Scrambled signals are transported in the same
manner as non-scrambled signals. Spare equipment
requirements are relatively modest and inexpensive.

For the system architecture shown here, the
overall system cost is not significantly impacted
when the Hub site is fed from a Lightly Loaded AM
supertrunk and the RF distribution served from that
Hub is less than 500 miles.

The rack space requirements are modest - about
one half of a six foot rack in the headend and the
same in the receive site. The receive site equipment
can even be located within an outdoor pedestal that
is environmentally controlled with a relatively small
(< 2,000 BTU's) air conditioning unit.

LLAM Supertrunk Disadvantages

The main disadvantage of LLAM supertrunk is
its cost impact on the secondary AM and RF
distribution electronics in the network. This is the
result of its slightly lower performance (near-
headend quality) relative to uncompressed digital.
For the given model above, this occurs in supertrunk
Hub distribution areas larger than 500 miles.

Also, for an 80 channel LLAM supertrunk, there
can be as many as twelve RF bandpass filters. The
use of these filters yields seven cross-over channels.
EBach cross-over channel will suffer a slight
degradation relative to the non-crossover channels in
carrier level and CNR performance.

Additionally, each AM link will require
optimization for obtaining the proper RF output and
signal performance from each frequency band. If
optical automatic level control (ALC) is not
employed within each transmitter and receiver, path
loss and transmitter output power variations over

time may cause one or more of the RF frequency
bands to vary in level relative to one another causing
each group of frequency bands being "off" in level.

Digital Advantages

Uncompressed digital video networks provide an
identical and consistent headend quality signal
performance at each and every hub site regardless of
path loss. Digital systems do not require
optimization of each link or path. Optical loss
budgets of 30 dB allows multiple splitting of the
transmitter output so as to share the cost of the
transmit equipment with multiple receive sites.
WDM can be used to transport 80 uncompressed
digital channels over three active fibers with a spare
window available for future use.

Neither diplex filtering nor post-amplification is
required and there are no cross-over channels in a
digital system. The RF output levels and
performance at each digital receive site does not vary
with changes in the optical path or additional
channels added to the network. At least one digital
video equipment supplier can now transport all
forms of IF scrambling. The technique used to
accomplish IF scrambling allows transportation of
digitally compressed video using 64 QAM and/or 16-
level VSB carriers.

A relatively simple and inexpensive digital
network (point-to-multipoint) can be installed and
later upgraded to a redundant and automatic "self-
healing” ring network that provides the maximum
level of protection from fiber path or component
failures. With an installed digital network, a
platform is in place for future growth into regional
networking.
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Supertrunking Comparison

Table 5.
Consistent Signal Performance at each Hub Site Yes No
Variation in performance due to different path losses or channel No Yes
loading
RF Diplex Filters required No up to 12
Number of Cross-over Channels None 7
Potential for variation in RF output level due to fiber electronics No Yes
Requires RF Scramblers at receive site(s) No No
Transports all forms of scrambling (Baseband and IF) Yes Yes
RF Scrambled channels transmitted per wavelength 16 Variable
Requires Modulators or IF/RF converters at receive Site(s) Yes No
Post-amplifiers required at receive rite(s) No Yes
CNR 60 dB 57 dB
CSO (worst case) None -70 dBc
CTB (worst case) None -70 dBc
Number of fibers required without WDM 5 8
1550 nm optical terminals available Yes Yes
Number of fibers required with WDM 3 4
Platform in place for interconnected hub sites and regional networking Yes No
Transports digitally compressed video carriers Yes Yes
Transparent optical repeating Yes No
Optical loss budget available 30dB <14 dB
Maximum point-to-point distance 100 km <35 km

Digital Disadvantages

Digital video networks do, however, require
considerably more rack space and power
consumption than an AM supertrunk approach.
This is primarily because each channel is processed
separately. Unlike the VSB-AM in/out from AM
fiber systems, digital system inputs typically require
baseband video and either baseband audio or 4.5
MHz audio subcarrier.  Modulators or IF/RF
upconverters are required at each hub site. Each
digital receive site requires as many as 2 seven-foot
racks and air conditioning of about 7,000 BTU's.
Table 5 shows a comparison between LLAM and
digital supertrunking.

CONCLUSION

Two methods of fiber optic supertrunking for
CATV applications, Lightly Loaded AM and
uncompressed 8-bit digital video, have been
examined to determine the impact each technology
has on the overall cost and performance. LLAM
supertrunking provides near-headend quality
performance through less than 12 dB of optical loss
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while digital video transmission provides headend
quality through 30 dB path losses. Both
technologies can employ WDM to reduce active fiber
count requirements,

The slightly lower performance of the AM
supertrunk relative to digital supertrunking has been
shown to directly add expense in the RF distribution
and secondary AM portions of the CATV system.,
This leads to the requirement of, 1) operate the RF
distribution at lower operating levels and, 2) design
lower path losses for the secondary AM links that
serve the nodes.

As a result, the total system cost can actually be
less when using a digital as opposed to a LLAM
supertrunk. This is due primarily to the performance
difference of the LLAM relative to the digital
supertrunk which results in shorter allowable
secondary AM path links and lower RF distribution
levels which translate into additional AM transmitter
and RF electronics costs, respectively.

This analysis has shown that there are more
factors associated with the selection of a supertrunk
than simply the head to head cost comparison. The
CATV network design engineer must carefully



consider the overall system cost impact from each
method of supertrunking. Factors include
transmit/receive  site  building  size, power
consumption and cooling requirements, as well as
any additional RF distribution and secondary AM
costs.
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Abstract

The purpose of this paper is to
investigate and construct a generalized
Jramework for CATV transmission on future
BISDN by using some new concepts and
“mechanisms of UNIX. The software
developments have been made. In addition,
- some future works have been pointed out

briefly.

INTRODUCTION

Clearly, the HDTV standard has
already been decided in all-digital format,
which is compatible with packet-oriented
BISDN technologies. Hence, the HDTV
technology can not only be used in broadcast
networks, but also be used on the BISDN {[8].
Furthermore, the BISDN is going to impact
the CATYV industry [10]. In the future,
internetworking will construct one network in
the world including BISDN, LANSs, wireless
networks, and so on. Due to frequency
limitation on radio communications, BISDN
will play the role of basic backbone for future
communications.

The ultimate target of future
communications will be the universally
personal communications. Due to its
established subscribers, CATV industry will
keep the key role for information service
provider on BISDN for business
consideration. The information sources for a
variety of future CATV-based multimedia
information services will definitely be located
on BISDN. To provide real-time-oriented
CATV-based multimedia information services
to large volume of users simultaneously is a
must for the success of applications.

FAX: +886 3 4262309

The purpose of this paper is to design a
generalized framework for BISDN-based
CATYV information source (CATV server)
serving the information services to a large
volume of users simultaneously by using
distributed client-server architecture with
socket and fork mechanisms in UNIX.

A _GENERALIZED FRAMEWORK

Up to now, it might be one of the best
solutions that the interfaces between the
CATV-based terminal system set or
multimedia workstation in user's side and
information sources elsewhere are based on
distributed client-server architecture [3]. In
[4], a new better mechanism for distributed
client-server architecture on the personal
communications networks than the ones
currently available has been designed. This
new mechanism associating with the
information management system designed in
[1, 2] could play the role of basic framework
for interactive customer control of future
personal communications services [4].

On existing computer networks, UNIX
is a well-accepted operating system. The
socket mechanism of 4.3BSD UNIX [5] [6] is
a special means of application program
interfaces to a variety of different
communication protocols [7]. The distributed
client-server architecture needs socket as the
means for interconnecting many client
processes to some specific server process in
order to provide corresponding users with the
same information service virtually
simultaneously. However, based on the
current status of 4.3BSD UNIX and our
experimental experiences on Sun workstation
SparcStation SS10, the total socket number
available for the server process is 256 and the
number of child processes generated by one
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parent process through fork mechanism is
small too [9] [11].

In this paper, many study efforts and
experimental experiences on the topic
mentioned above have been made for shaping
the proposed generalized framework. It is our
conclusion that the multi-client multi-children-
server single-parent-server architecture
communicating with multiple pipes and
sockets is the generalized framework for
CATYV transmission on future BISDN.

Parent server opens P pipes, generates
P children in order to let every child own a
private pipe. The value P is decided by
MAXFORK defined in the following program.
Then, it reads K-byte data from the file,
sequentially sends them to its children with
pipes. After the K-byte data have been send to
all destinations, parent reads next K-byte data.
The read-write procedure will repeated until
parent reads the end of the file.

Every child opens S sockets, binds
every socket to a unique port number. So,
there is a port number range for every child,
and the intersection of these ranges is null set.
Then child enters a loop. Child receives data
from its pipe, stores them in its buffer, and
waits for a short time which is decided by
timeout (a static timeval structure
variable) to see if there are new client
connections reaching. If there are indeed,
child performs accept () function to
establish connection with the client(s). Then,
child sends the data in buffer to all connected
clients with sockets. The loop procedure will
not end until child can not read any data at all
from its pipe.

The server, including parent part and
child part, can be developed as the following
program.

/*

* Example of max client connection number testing

*/
#include *inet.h"

#define MAXFORK 3
#define MAXSD 3
#define BEGINPORT 10000

char *pname;
int line{MAXLINE];

main(argc, argv)
int argc;
char *argvl(];

{

int  childpid, pipefd[MAXFORK]([2], i, n,

f;

int sockfd [MAXFORK] [MAXSD], acptflag[MAXFORK] [MAXSD], newsockfd, clilen, maxfdpl;

int maxsd = MAXSD, readynum, cc;
char buffer [MAXFORK] [MAXLINE] ;

FILE *fp;

char bufferpnt [MAXLINE];

fd_set writeto[MAXFORK], ready;
static struct timeval timeout;
struct sockaddr_in peer;

int peerlen = sizeof (peer);

struct sockaddr_in serv_addr, cli_addr;
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pname = argv[0];
timeout.tv_sec = 0;
timeout.tv_usec = 5;

for(i=0; i<MAXFORK; i++) (
if (pipe(pipefd[i]) <0)
err_sys("can't creat pipe%d (No.%d)", 1, pipefdlil);

for(£f=0; f£<MAXFORK; f++) {

if ((childpid = fork()) < 0 )
err_sys("can't fork ");

if (childpid == 0) {/* child */

for(i=0; i<MAXFORK; 1i++) {
close(pipefd[i] [1]);
if(it=f) close(pipefd[i][0]);
}
printf('child(%d): pipe%d (No.%d) is ready for
reading\n", £, f, pipefd(£f]1[0]);

FD_ZERO(&writeto[f]);
for({i=0; i<MAXSD; i++) {

/* set the accept flags of the sockets off */
acptflag[f] [i] = O;

/*

* Open a TCP socket (an Internet stream
*  gocket).

*/

if ((sockfd[f][i] = socket (AF_INET, SOCK_STREAM,
IPPROTO_TCP)) < 0)
err_dump ("socket () error! Max socket
No.= %d", 1);

/* Bind our local address so that the client can
* send to us.
*/

bzero({(char *) &serv_addr, sizeof(serv_addr));
serv_addr.sin_family = AF_INET;
serv_addr.sin_addr.s_addr = htonl (INADDR_ANY) ;
/* INADDR_ANY _long)0x00000000 */
serv_addr.sin_port
= htons (f*MAXSD +i +BEGINPORT) ;
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if (bind(sockfd[£f][i], (struct sockaddr *)
&serv_addr, sizeof(serv_addr)) < 0)
err_dump (*child(%d) : bind() socket%d
(No.%d) error!*, f, i, sockfdl(f]l([i]);

listen(sockfd[£][i], 5);

forintf (stdout, "child(%d): socket%d (No.%d)
(port %d) is listening !\n",f, i,
sockfd(f1[i], (f*MAXSD +i +BEGINPORT));

maxfdpl = sockfd[f] [maxsd-1] + 1;
printf(*child(%d): maxfdpl = %d \n", f, maxfdpl);

clilen = sizeof(cli_addr);
while(1l) {

for(i=0; i<MAXSD; i++)
FD_SET(sockfd{f][i], &writeto[f]);

readynum = select (maxfdpl, &writetol[f],
(fd_set *) 0, (fd_set *) 0, &timeout );
if (readynum < 0)
err_sys("srever: select() error");

if ({n =readn{pipefd{£f] [0],buffer(f],
MAXLINE))<=0) {
printf(*child(%d): closes pipe%d
(No.%d)\n", £, £, pipefd[f][0]);
close (pipefd([£f] [0]);
for(i=0; i<MAXSD; i++)
close(sockfdl£f] [i]);
exit (0);

printf("child(%d) :\n", f);
if(writen(l, buffer{f], n)<0)
err_sys{"child errorg}Writen error on
screen\n") ; B

for(i=0; i<MAXSD; i++)

if (acptflagl{f]{i)) |
if(writen(sockfd(f][il],
buffer(£f], n)<0)
err_sys("child(%d):
writen error on socket"
, £):
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if ((FD_ISSET(sockfd[f][i],
&writeto[f]))&& (lacptflag[f]l[i])) (

printf("child(%d): port %d is

selected

\n", £, (£*MAXSD +i

+BEGINPORT) ) ;

if ((sockfd[f] (i] =

accept (sockfd[£f]l[i],

(struct sockaddr *) &cli_addr,
&clilen)) <0)

err_sys("child(%d):

accept ()

else

{

error", f);

acptflaglfl[i] = 1;

if (getpeername(sockfd[f][il],
(struct sockaddr_in *)&peer,
&peerlen) < 0)

err_sys("child(%d):
getpeername() error', f);

fprintf (stderr, "child(%d):
select from %s\n", f,
inet_ntoa(peer.sin_addr));

if(writen(sockfd[£1[i],
buffer(f],n)<0)
err_sys{"child(%d): writen error
on socket", f);

} /* end while: read from pipe, write to sockets loop*/

} /* end child */
} /* end fork */
/* parent */

for(i=0; i<MAXFORK; 1i++)
close(pipefd[i] [0]);

if({fp = fopen('data", "r")) == NULL) {
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printf("error: fopen() ! \n");

exit (0);
}
else printf("parent: open file ok, transmitting data ....\n");
do {
if(fgets(bufferpnt, MAXLINE, fp) == NULL) {
for(i=0; i<MAXFORK; i++) close(pipefdl[i][1]);
fclose(fp);
printf("parent: close descriptors ...\n");
exit (0);
}
n = strlen(bufferpnt);
for(i=0; i<MAXFORK; i++) {
if (writen(pipefd{il {11, bufferpnt, n)<0)
err_sys("parent: writen{() error on pipe%d
(No.%d)\n", i, pipefd(i]([1]);
}
sleep(l);
} while(feof (fp) != EOF);
}
Client acquires a port number from from the socket and shows them on screen.
command line, and binds its socket to that port The following program performs it.

in order to connect to server. It receives data

/*
* Example of client using TCP protocol.
*/

#include *inet.h"

#define BUFLEN 1024

main(argc, argv)

int argc;
char *argv([];
{
int sockfd, port, n;
char buffer [BUFLEN] ;

struct sockaddr_in serv_addr;
/* name = argv[0]; */
if(argec < 2) {
printf ("Usage: c ### , ### indicates the port number\n");

exit();

}
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argv++; argc--;
port = atoi(&argv([0][0]);

/*

* Fill in the structure "serv_addr" with the address of the

* server
* that we want to connect with.
*/

bzero((char *) &serv_addr, sizeof(serv_addr));

serv_addr.sin_family = AF_INET;

serv_addr.sin_addr.s_addr = inet_addr (SERV_HOST_ADDR} ;

serv_addr.sin_port = htons(port);

/*

* Open a TCP socket (an stream socket).

*/

if ((sockfd = socket (AF_INET, SOCK_STREAM, 0)) < 0)
err_sys("client: can't open stream socket.");

else printf("client: socket() ok \n");

/*
* Connect to the server.
*/

if (connect(sockfd, (struct sockaddr *) &serv_addr,

sizeof (serv_addr)) < 0)

err_sys("client: can't connect to server");

else printf(*client: connect() ok,

str_read(sockfd);

close(sockfd);
exit (0);

socket is connected \n");

The question is that: what is the
maximum number of the clients that can be
served by this server? It is dominated by the
following two variables:

P: the maximum number of child
server processes generated by the
parent server process on the same
machine.

S: the maximum number of socket
descriptors that a process can
open.

So, it is important to know the values of these
two variables because the available client
connection number is dependent on them.

FUTURE WORK

Our first-cut results on this generalized
framework for distributed client-server
architecture on packet-oriented networks are
very impressive, which might be beneficial to
all CATV industry and multimedia
applications by sharing the same public
BISDN. Many important issues need to be
studied. The comparison between high-speed
protocol XTP and TCP/IP is needed for
CATV-based information services. Further
research efforts and experimental trials on this
generalized framework are needed and have
been planned in order to improve its
functionality and performance.
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Abstract

This paper describes a standard for
the  representation of  portable
application programs in the television
set and set-top environment. The
representation solves many practical
problems in  distributing  digital
interactive television services.

THE TELEVISION COMPUTER

The word “"digital” in "digital
interactive television" is a code word for
"computer." Digital interactive
television, in any conceivable meaning,
implies "the television set contains a
computer." The television computer
makes it possible, in fact, outrageously
important, to investigate how to apply
the "hardware-software" distinction we
exploit in computer science.

As we will see, the result of the
investigation reveals straightforward,
economically viable and stimulative,
solutions to many problems in cable
television and telecommunications in
general, including problems of copyright
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ownership and interoperability among
systems.

The purpose of this paper is to present
the technology that enables a sharing of
the "software" of digital interactive
television by varieties of "hardware."
This is to reduce the "box count" in the
living room, while, perhaps, at the same
time increasing the "invisible box" count
in the house and office. This goal is kind
not only to the consumer, but also to the
box maker because of manufacturing
volume requirements. A hardware
manufacturer can make more money by
contributing components of widely
accepted boxes than from diverse, low
volume, boxes. Software companies can
make more money by contributing
components as well.

We coined the term "television
computer" [1][2]{3] to refer to the
computer in the television. This is
distinct from the term "telecomputer"
coined by Jim Clark [4] that extends past
computer, television, and into telephony
as well. There are many television
computers. Most televisions sold today
contain micro controllers. Every game
machine and converter box contains
micro controllers. To date these



controllers are "hard programmed" in the
sense that they are re-programmable only
at the factory. This situation will change.

Open programmability is on the
horizon and already available in a number
of boxes, such as the Philips CD-I
television computer. However, there is
no way to program, or write sofiware,
that can operate reliably across the
different television computer platforms.
Each platform must be individually
coded. This is true whether we state that
the meaning of "platform" is the "raw
hardware" or, even, "the sofiware
operating system on the raw hardware."
In other words, there is no way to write a
piece of code that is the same across
software operating systems. We believe
there is a fairly simple, straightforward,
and well understood way to free up this
bottleneck without otherwise "giving up
the store."

THE G-CODE SYSTEM

Our proposal is analogous to the
NTSC standard for analog video data
streams into (and out of) television sets.
NTSC allows any supplier of television
programs to send those video programs
to any body's television set. Open
programmability for digital interactive
television then, quite naturally, means the
transmission of computer software,
digital programs, into television sets with
the same guarantee of interoperability. If
there is technology that can provide open
programmability by controlling the form
of the transmission of computer software
into television sets, this technology
should be examined. The technological
know-how does exist. There are many
computer scientists aware of this. To

date the proposals have been for

proprietary standards.

Our proposal is distinguished from
others in that it proposes a free and
public technology. Our technology does
not replace, but properly augments, the

~ many valuable contributions made by the

authors of the proprietary standards,

other software makers,
telecommunications companies, and
hardware manufacturers. Television

Computer, Inc,, copyrights the work,
but this is in order to provide a
mechanism for a single authoritative
source for the software. The company is
also committed to cooperating with the
various industry standards groups and we
have endeavored to place the
contribution in the context of actual or
emerging industry standards.

The clean separation of software and
hardware in the television computer is
achieved by providing a software layer
that speaks a standard language. But
what should this language be? Qur view
is that the language should not be the top
level of the operating system, but should
rather be a level that allows direct
programming of the television computer.
This programming level should not be a
high level programming language, such
as "C" or "FORTRAN," but a low level
programming language similar to
"assembly code." It has been recognized
and well known for decades that all
computers share basic sets of operations
at the "assembly code" level. This shared
set, at minimum, can provide a universal
framework for minimal programming.

What is required of the operating

system software is an "interpreter" that
can read the universal assembly code
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(commonly called "virtual machine
code") and translate this into the precise
hardware environment in which that
operating system resides. A second, and
last, minimal requirement is for a few
well defined "system calls" for input and
output from the computation that the
television computer can be made to
perform. Every operating system must
support these few system calls that take
the form of code call outs to the real
operating system.

We have named this code "G-Code"
where "G" stands for "Group."  The
group allocator mechanism described
below provides a means by which
different "networks or channels" can
operate on one set-top without the
possibility of interfering with one
another. But, basically, G-Code was
inspired by the "P-Code" or "Pseudo
Code" of the old UCSD Pascal Compiler
from the 1970s. In contrast to "P-Code"
and others such as the GNU C
intermediate, Microsoft C P-Code or
even FORTH, G-Code was developed
expressly for the purpose of creating a
standard software platform for digital
interactive television. This idea is not
new to either science or practice.
Another example is the IBM-Apple
consortium's  proprietary  "Kaleida"
operating system and high level language
that uses proprietary (but probably
similar) instruction codes to achieve
interoperability between the Maclntosh
and IBM PC platforms.

Eor the G-Code to be interesting, it
must be simple and universally
interpretable. The requirement of
simplicity has to do with the
manufacturing and materials cost of
putting a G-Code interpreter into every
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television or set-top box. The
incremental cost to support G-Code
must approach insignificance.

To this end, the present proposal is to
specify G-Code as a possible "payload"
within a SMPTE Header/Descriptor
framework. MIT initiated efforts to
define a Header/Decriptor framework for
advanced television and digital video
systems, and this prompted formation of
a Society of Motion Pictures and
Television Engineers (SMPTE) task
force on Headers/Descriptors. The task
force completed its work early in 1992
and a working group, whose work is
nearing completion, was formed to take
the task force report and produce a
standard. The SMPTE
Header/Descriptor provides for unique
identification (using the ISO/ITU
registration system) of payload encoding
rules. Descriptors are defined to provide
for payload parameterization and the
insertion of application  oriented
information including copyright
notification. Payloads can be digital
video programming, such as MPEG
compressed NTSC, or, as in our case,
transportable computer codes.  The
header standard is itself embedded in an
international standard for declarative
syntax known as ITU/ISO ASN.1 [6].
Done in this way, if a television does not
support any G-Code interpreter, it can
simply reject payloads that have the G-
Code header. This is done simply
because a single internationally standard
authorizing number does not match. If
it does support G-Code because the
header number matches a number in the
television's capability list, it can accept
the payload and interpret it.  Thus, the
incremental cost of G-Code, through a
standard already worked out



internationally, does indeed approach
zero dollar cost.

The next step up in cost is when the
G-Code interpreter is present in the
operating system of the television
computer. We provide a G-Code
interpreter for as many micro controllers
as possible (without discrimination but
dependent on resources). Furthermore,
unlike the several propriety systems, G-
Code is sufficiently simple and
straightforward that a vendor can freely
"roll his own version," if, for one reason
or another, he does not desire to use
ours. This would allow any operating
system vendor to include a G-Code
interpreter at minimal cost. The
working G-Code Draft Document is
available from Television Computer, Inc.

[7].

At the core of the G-Code system is
the G-Code Virtual Machine — an
abstract computer that does not favor
any one vendor's hardware over
another's. Programs written for the G-
Code virtual machine are executed in
either of three ways:

- An emulator directly interprets the
program's instructions and system
calls.

- The program's instructions are
translated to native code, and the
native code is executed in a software
environment that emulates the system
calls.

-0or-

- The hardware directly implements the
G-Code instruction set.

The G-Code virtual machine is
designed to facilitate translation of G-
Code programs to both CISC and RISC
style native instruction sets. G-Code
defines a rich set of instructions that
allows a translator to make effective use
of the rich instruction sets of typical
CISC processors.  For RISC type
machines, it contains hints about flow of
control and storage classes that simplify
register and branch optimizations.

Some  set-top and television
manufacturers may wish to make only a
minimal commitment to supporting the
G-Code standard. For this reason, the
G-Code virtual machine is defined as a
core instruction and system call set and
a set of standard virtual machine
extensions. The virtual machine core
specifies the minimum set of data types
and operations needed to allow software
to be loaded and run on any set-top or
television. It provides for integer
arithmetic, simplistic graphics, and the
most essential system calls.

The standard virtual machine
extensions are optional instructions and
data types that, if either present or
absent, can be handled by the program,
or by the G-Code interpreter's group
allocator.

To take one example: A hypothetical
“atlas of the planets” program might use
floating point arithmetic. When run on
set-top box A, that has a floating point
co-processor, the G-Code floating point
operations are translated to co-processor
instructions, and executed directly. On
another set-top box, B, there is no
floating point hardware support, but the
manufacturer has elected to provide
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software emulation for the floating point
G-Code extension in native code.
Finally, on a third set-top box, C, that
does not support the floating point G-
Code extension, the app can still run if its
group allocator provides a software
emulator for the extension.

In the example above, if the app's
group allocator provides floating point
emulation in a discardable library, and the
app is run on either set-top box A, or B,
then the group allocator can discard the
emulator library and reclaim the
associated memory, knowing that the
app-provided emulator will not be
needed on those set-top boxes.

If a certain set-top box contains a
unique “hardware accelerator”, the
manufacturer is encouraged to define a
non-standard G-Code extension, thereby
enabling application vendors to use the
accelerator. If it is meaningful for them
to do so, application vendors can define
software extension emulators to mimic
the custom hardware and thereby enable
their applications to run on other
vendor's set-top boxes. (Presumably,
they will not run as fast without the
custom hardware). In order to handle
speed of operation variations, there is a
standard extension G-Code system call
provided for clocking. An application can
use this when it requires certain real-time
constraints to operate.

A "group" in our proposal refers to a
single managed collection of software
programs made to run on the television
computer through initial "G-Code"
booting. In practice, Groups are
identified by the SMPTE Header under a
branch of the ISO/ITU name space. For
example, a header number ({iso(1)
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organization(3) smpte(52) 68} could be
the prefix used to identify a SMPTE
defined class for downloadable television
G-Code. In this hypothetical case, the
ID and identifiers with this prefix (for
example, {1 3 52 68 1}) uniquely identify
G-Code programs in the class. A G-
Code allocator, in keeping with the
proposed standards, could be declared in
the Descriptor portion (the
parameterization) of the SMPTE Header
which contains the G-Code payload.

The "Time Warner Full Service
Network" might have (a version) that
request to use {1 3 52 68 1} as its "G-
Code publisher's" number.  Since this
number, as per the SMPTE standard, is
unique, the group will have a unique
Header ID and identifier in the operating
system of the television computer.
Because we cannot guarantee symmetric
communications in and out of the
television computer, it is impractical to
have the television computer generate a
supposedly unique number for a group.

However, if symmetric
communications is possible in a particular
plant, and in any manner that symmetric
communications is possible, the G-Code
Group allocator mechanism allows the
definition of cooperative communication
processes between any two or any one-
to-many configuration of tasks running
on different machines.

The most significant potential problem
with something like a G-Code standard
for digital interactive television is that the
code may not be efficient on a particular
piece of hardware or for a particular
computer programming language. The
microcomputer manufacturers extend the
instruction sets of their computers



precisely in order to provide higher
computing efficiencies. ~ Furthermore,
high level programming languages like
"C," "Basic," and "Pascal," and scripting
languages like "Lingua" and "ScriptX,"
also may not compile or interpret
efficiently in G-Code. Indeed, the box
makers and computer language people
extend the system calls and sometimes
the instruction sets in order to
accomodate specialized  hardware
"accelerators." The most well known
instance of this is the "sprite controller"
in game boxes such as Atari, Sega, and
Nintendo. We believe that our G-Code
proposal effectively and correctly

addresses both the hardware
interoperatability and software
interoperability problems. We also

believe that it simultaneously addresses
the scaleability problem that allows a box
maker to control the cost of supporting
G-Code.

Once there is a commitment to have
the set-top or television set handle
SMPTE Header/Descriptors, basic G-
Code support is designed to have a real
cost that is as little as a fraction of a
dollar. At the other end, for the more
aggressive among us, it facilitates
efficient code deployment for high-end
digital interactive television. This in no
way decreases the value, or necessity, of
native code in high, or low, end
hardware.

Security

We understand that the very idea of
allowing someone else to run a computer
program in one's television computer can
send shivers up the spine. What happens
if the program grabs the television's
display so the poor homeowner has to

"power cycle" his television to get it
back? What happens if the program has
a "bug" and "crashes?" Curiously, the
technology that can guarantee against
these failures (except when there is an
outright electronics failure that interacts
with computer state conditions) has been
well understood for many years. The
basic idea is quite simple:

e Because the G-Codes are symbolic
and actively interpreted by the computer,

» because they do not run directly on
the hardware or in the operating system,
and '

ebecause the Group allocator
mechanism allows program groups to be
isolated from each other,

any G-Code task can, at worst, get
itself messed up. This technology is
rarely employed in PCs, but it has been
common in  workstations, and
mainframes for decades.

We believe that it should be overtly,
and standardly, employed in television,
precisely to offer the interoperatibility
that permits the classic interplay of
independent hardware, transport, and
content. A box maker, for example a
Sega, might have a G-Code
demonstration that runs, albeit slowly
and only illustratively, on a Nintendo
box, and, vice versa. Furthermore, with
G-Code Groups, Sega can  distribute
highly optimized G-Code to varying
models of Sega boxes.

In summary, the box and the
operating system are secure.  This
security is absolute. It is impossible to
create a virus using G-Codes except for a
virus internal to one's own publishing
group. There is no "password"
mechanism outside of a group.
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The word "impossible" is very strong.
We should caution that, if a hardware or
.operating system, or software vendor,
publishes a G-Code extension that opens
the door on his hardware, operating
system, or software, the door is opened
to anyone using that extension. It is up
to these people to protect their own
security when they proactively generate
and publish new extensions.

t

'First Copy" Protection

We will close this short paper with
what we regard as perhaps one of the
most interesting examples of the use of
G-Code that we call, "first copy
protection.” This is the kind of
protection offered by pay-per-view.
However, it can be controlled on a finer
grain, by the publisher. A publisher can
change his encryption frequently. He uses
a G-Code program to create a permission
for the receipt of further programming.
In receivers that can decrypt an entire
program the permission can provide
absolute first copy protection.

Of course, once a receiver has gained
permission to play the program once, it
would be possible for a hacker to gain an
illegal copy in principle (even if hardware
architecture may make that difficult).
Nevertheless, this is copy protection that
is under the control of the publisher. In
effect, he downloads G-Code that hides a
permission.

Interestingly,  this  does  not
disenfranchise the forms of copy
protection that have been developed for
pay-per-view.  Technically, at least in
the computer world, the method
employed by box makers like General
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Instrument and Scientific Atlanta for
"addressable converters" is known as
"multicasting."  First copy protection
through G-Code downloading s
enhanced by a multicasting architecture,
because  multicasting  secures an
authorization, as opposed to a
permission, on a box-by-box and event-
by-event basis. The Group Allocator
mechanism provides the means of tying
the permission with the authorization. A
G-Code  program cannot  obtain
authorization  without a G-Code
extension provided by the hardware
manufacturer that gives the G-Code, or
certain G-Code groups (e.g., the Turner
or Viacom XYZ channel) such
authorization.

The Information Highway

G-Code programs are designed to
support the information highway, again
through the adoption of international
standards. Structured text is supported
by the G-Code system. Structured text
objects are represented by arbitrary
length sequences of characters. The
structuring is based on SGML or
"Standard Generalized Markup
Language" developed at the National
Institutes of Standards and Technology
and widely employed on the Internet.
SGML is made to enable computer
documents to be marked up for retrieval,
search, and playback by specific
"players" (such as MPEG players). For
example, in one SGML application,
World Wide Web (from CERN in
Geneva, Switzerland), one can traverse
the global community on Internet
through hyperlinks. SGML is on the
other end of the spectrum from the
SMPTE Header/Descriptor standard. G-
Code provides a natural method by



which publishers can control the region
in between the two. An SGML
interpreter is possible on anybody's box,
even with only core G-Code support.

SUMMARY

The G-Code system is a software
system, freely distributed, that adequately
and correctly describes a standard for the
representation of portable application
programs in the television set and set-top
environment. The G-Code system has
the following technical attributes:

¢ MODULAR SYSTEM with STANDARD
EXTENSIONS requires only a minimal
commitment from a set-top box maker who
wishes to comply with the standard.

e  EFFICIENT, HIGH-PERFORMANCE
implementations are possible using many
different RISC and CISC type processors.

o LOADABLE EXTENSION EMULATORS
allow any application software to be run on a
minimal system in which the standard
extensions are not built-in.

e DESCRIPTOR BASED ADDRESSING
allows each application to run in a protected
address space, even when there is no specific
hardware support.

e MULTITASKING allows one vendor's
information services to be “on line”, even when
another vendor's services are “in use”.

e EXTENSIBLE RESOURCE
MANAGEMENT allows different applications
to share not only the standard resources such as
memory, audio-video display, infrared remote
control, PCMCIA cards, and printers, but also
APPLICATIONS

» DEFINED HARDWARE
SOFTWARE RESOURCES.

AND

e STANDARD, COMPACT ENCODINGS
for STRUCTURED TEXT and GRAPHICS.
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AC-3: The Multi-Channel Digital Audio
Coding Technology

Craig C. Todd
Dolby Laboratories
San Francisco

Abstract

AC-3 is a digital audio compression
technology which has been designed to
provide very high quality audio at bit rates on
the order of 64 kb/s per audio channel. This
paper will cover the background of the
development of AC-3, the details of the
coding techniques which allow AC-3 fto
achieve very high coding gains, and the
Jfeatures of AC-3 which offer true solutions to
a number of problems inherent with audio
program delivery to a broad audience.

1. Introduction

In the United States, the High Definition
Television (HDTV) standardization process
formally began in 1987 with the formation, by
the Federal Communications Commission
(FCC), of the Advisory Committee on
Advanced Television Service (ACATS). The
initially proposed sound systems involved
matrix-encoding a multi-channel audio source
into a stereo pair, which was then digitally
encoded. At the receiver, the two audio
channels would optionally be decoded into
four channels using a matrix decoder. This
proposal basically used the 4-2-4 multi-
channel matrix system as a 2-1 bit-rate
reduction system, since the matrix technology
reduced the bit-rate required to convey four
channel audio by a factor of 1/2.

By 1990, there were suggestions by some, that
the limitations of the 4-2-4 matrix technology
should be avoided in HDTV, and that four
discrete audio channels should be transmitted.
Others felt that the small gain in multi-channel
performance was not worth the required
doubling of the bit-rate. It was at this point
that the concept of AC-3 was bom: a
fundamentally multi-channel audio coder,
operating at approximately the same bit-rate
required by two independently coded audio
channels, while offering multi-channel audio
performance without the limitations of the 4-
2-4 channel matrix system. Basically, it was
realized that the bit-rate reduction process that
was being performed by the 4-2-4 matrix
system could be better performed in the coder
itself, and not by an addition of the matrix
technology to a two channel coder. If
successful, the concept of AC-3 would allow
HDTYV to gain the benefit of going to discrete
audio transmission without paying the price of
a corresponding doubling of the required bit-
rate,

While conceived in response to a need for
HDTYV, AC-3 was first realized in response to
a similar need in the cinema. By 1990, a 4-2-4
matrix based analog sound system had been in
place in the 35 mm cinema for some 14 years,
and interest was growing to offer the cinema
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industry new digital sound technology. In
1988, a SMPTE subgroup had studied the
issue of how many sound channels a new
digital film sound system should offer. The
conclusion was that 5.1 channels should be
provided (left, center, right, left surround,
right surround, subwoofer), which is identical
to the 70 mm split surround format which has
been in use in the cinema since 1979. In order
to place digital sound data on film reliably, and
yet not interfere with either the picture or
analog sound area of the film, the available
data rate is limited. It was determined that
320 kb/s of error corrected audio data could
be reliably placed in and extracted from the
film area between the sprocket hole
perforations on one side of the 35 mm film.
The first cinema industry demonstrations using
AC-3 began in May of 1991. By Dec. of
1991, the first AC-3 coded digital film, Star
Trek VI, played in three theatres. The formal
roll out of the Dolby SReD system (as it is
called) was in June of 1992, with release of
the film Batman Returns.

In mid-1991 the existence of the AC-3 audio
coding system was publicly disclosed, and AC-
3 was eagerly embraced by the HDTV audio
community in the United States. The ITU-R
(formerly CCIR) Task Group 10-1 met in June
of 1991 and accepted the basic 5 channel
audio format, making it the basis for a
recommendation. In February of 1992 the
US. Advanced Televisions  Systems
Committee released a document formally
recommending composite coded 5.1 channel
audio for the U.S. HDTV service. In Oct. of
1992, TG 10-1 accepted the 0.1 low
frequency channel and modified the draft
recommendation accordingly. In 1993 the
AC-3 system underwent subjective testing in
the United States in order to evaluate its
suitability for inclusion in the HDTV system
being proposed by the Grand Alliance (a
consortium of the remaining U.S. HDTV
proponents which has been authorized to
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collaborate on the U.S. HDTV broadcast
system). In Oct. 1993 the Grand Alliance
recommended the use of Dolby AC-3. In
Nov. 1993, the full ACATS committee
formally approved the use of AC-3 by the
Grand Alliance HDTV system. Final system
tests are expected to be completed in early
1995, final FCC approval should occur in late
1995, and some initial broadcasts may begin in
1996. While the U.S. HDTV process will take
some additional time to complete, AC-3 is
expected to begin a widespread roll out in
cable television and direct broadcast satellite
equipment in 1994,

There are a diverse set of requirements for an
audio coder intended for widespread
application. The intent was to make AC-3 into
a universally applicable low bit rate coder by
satisfying many diverse requirements. This
allows AC-3 to deliver an audio signal in a
form usable by an entire audience, even
though different members of the audience have
different needs. While the most critical
members of the audience may be anticipated to
have complete multi-channel reproduction
systems, most of the audience may be listening
in mono or stereo. Some of the audience may
have matrix based multi-channel reproduction
equipment without a discrete input, thus
requiring a 2-channel matrix encoded (and
generally not mono-compatible) output from
the AC-3 decoder. Most of the audience
welcomes a restricted dynamic range
reproduction, while a few in the audience will
wish to experience the full dynamic range of
the original signal. There is a market in
serving the visually and hearing impaired. All
of these (and other) diverse needs were
considered early in the design of the AC-3
coding technology. Techniques to satisfy
these needs have been designed in from the
beginning, and not added on as an
afterthought.



2. Filter Bank

The choice of the type of analysis/synthesis
filter bank to employ in an audio coder is a
trade-off between frequency resolution, time
resolution, and cost, where cost is measured in
random access memory bits (RAM) and
multiply/accumulate cycles (MACs). Steady
state audio signals benefit from finer frequency
resolution, whereas transient signals require
finer time resolution. It is not possible to
simultaneously achieve fine time and fine
frequency resolution, so a compromise must
be reached. Fine frequency resolution has a
very real cost, in that longer blocks of audio
must be buffered which requires larger
amounts of RAM. Cost of RAM dominates in
the single chip decoders which are demanded
by the market. Very fine frequency resolution
can allow somewhat higher coding gains to be
achieved, but requires significantly more costly
RAM.

AC-3 makes use of the oddly stacked time-
division aliasing cancellation filter bank
described by Princen and Bradley.
Overlapping blocks of 512 windowed samples
are transformed into 256 frequency domain
points. The filter bank is critically sampled,
and of low complexity, requiring only 13
MACs for computation. A proprietary 512
point Fielder window is used to achieve the
best trade-off between close-in frequency
selectivity and far-away rejection.  Each
transform block is formed from audio
representing 10.66 msec (at 48 kHz sample
rate), although the transforms are performed
every 5.33 msec. The audio block rate is thus
187.5 Hz. During transient conditions where
finer time resolution is useful, the block size is
halved so that transforms occur every 2.67
msec. The low 13 MAC computation rate is
maintained ~during transient block size
switches. The frequency resolution of the
filter bank is 93.75 Hz. The minimum time
resolution is 2.67 msec. The full resolution of
the filter bank is used; the individual filters are

not combined into wider bands (or critical
bands), except during a portion of the core bit
allocation routine. Bit allocation can occur
down to the individual transform coefficient
level, with neighboring coefficients receiving
different allocations.

3. Bit Allocation

The challenge of bit-rate reduction of audio
signals is, of course, to remove bits from a
representation of the audio signal in a manner
that is inaudible (to humans). There are two
broad classes of bit allocation strategy:
forward adaptive; and backward adaptive.
Forward adaptive (fig. 1) refers to the method
where the encoder calculates the bit allocation
and explicitly codes the allocation into the
coded bit stream. In theory, this method
allows for the most accurate allocation since
the encoder has full knowledge of the input
signal and (in principle) may be of unlimited
complexity.  The encoder may precisely
calculate an optimum bit allocation within the
limits of the psychoacoustic model employed.
An attractive feature of forward adaptation is
that since the psychoacoustic model is resident
only in the encoder, the model may be
changed at any time with no impact on an
installed base of decoders. While forward
adaptation has some attractive features, there
are practical limitations to the performance
which can be obtained with this technique.
The performance limitation comes from the
need to utilize a portion of the available bit-
rate to deliver the explicit bit allocation to the
decoder. For instance, the ISO MPEG1 layer
IT audio coder requires a data rate of nearly 4
kb/s/ch to transmit the bit allocation with time
resolution of 24 msec and frequency
resolution of 750 Hz.  During transient
conditions it is beneficial to be able to alter the
bit allocation with a much finer time resolution
but, of course, that would require a
significantly greater allocation data rate
(nearly 12 kb/s/ch for 8 msec time resolution
in the case of the LII coder).
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Figure 1: Forward Adaptive Bit Allocation

During steady state conditions it is useful to be
able to allocate bits with much greater
frequency resolution. For example, in the case
of a signal with a spectrum which contains
spectral lines in every 750 Hz frequency band,
all bands would have to be allocated bits and
very limited bit-rate reduction may be obtained
before audible degradation occurs. If bits can
be allocated on a finer frequency grid, then
even spectrally dense signals may have bits
removed at frequencies between the spectral
lines, and more useful bit-rate reduction may
be obtained. Like an improvement in time
resolution, an improvement in the frequency
resolution of the bit allocation would also
require a substantial increase in the allocation
data rate (an increase by a factor of 8 in order
to improve the frequency resolution by a
factor of 8). While attractive in theory,
forward adaptive bit allocation clearly does
impose significant practical limitations on
performance at very low bit-rates.

Backward adaptive bit allocation (fig. 2) refers
to the creation of the bit allocation from the
coded audio data itself, without explicit
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Signal(s)

information from the encoder. The advantage
of this approach is that none of the available
data rate is used to deliver the allocation
information to the decoder, and thus all of the
bits are available to be allocated to coding
audio. The allocation may have time or
frequency resolution equal to the information
used to .generate the allocation. Backward
adaptive systems are thus more efficient in
transmission, and allow the bit allocation to
have superior time and frequency resolution.
The disadvantages of backward adaptive
allocation come from the fact that the bit
allocation must be computed in the decoder
from information contained in the bit stream.
The bit allocation is computed from
information with limited accuracy, and may
contain small errors. Since the bit allocation is
intended to be able to be performed in a low-
cost decoder, the computation can not be
overly complex, or else decoder cost would
not be low. Since the bit allocation algorithm
available to the encoder is fixed once decoders
are deployed into the field, the psychoacoustic
model may not be updated.
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Figure 2: Backward Adaptive Bit Allocation

The AC-3 coder makes use of hybrid
backward/forward adaptive bit allocation (fig.
3), in which most of the disadvantages of
backward adaptation are removed.  This
method involves a core backward adaptive bit
allocation routine which runs in both the
encoder and the decoder. The core routine is
relatively simple, but is based on a
psychoacoustic model and, in general, is quite
accurate. The input to the core routine is the
spectral envelope, which is part of the
encoded audio data delivered to the decoder.
With AC-3, the spectral envelope has time and
frequency resolution equal to that of the
analysis/synthesis filter bank (5.3 msec and 94
Hz).

There are two aspects to the forward
adaptation: psychoacoustic model parameter
adjustment, and delta bit allocation. The core
- bit  allocation  routine  employs a
psychoacoustic model which has certain
assumptions about the masking properties of
signals. Certain parameters of the model are

explicitly sent within the AC-3 bit stream.
Thus, the details of the actual psychoacoustic
model implemented in the decoder may be
adjusted by the encoder. The encoder can
perform a bit allocation based on any
psychoacoustic model of any complexity, and
compare the results to the bit allocation based
on the core routine used by the decoder. If a
better match can be made to an ideal
allocation by altering some of the parameters
used by the core routine, the encoder can do
so. If there is a condition where it is not
possible to approach the ideal allocation by
means of parameter variation, the encoder can
then explicitty send some allocation
information. Since the allocation computed by
the core routine should be very close to ideal,
only small deltas to the default allocation are
ever required. The AC-3 data syntax allows
the encoder to explicitly send delta bit
allocation information which will cause the bit
allocation in small frequency regions to be
increased or decreased. Since the final bit
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Figure 3: Hybrid Backward / Forward Adaptive Bit Allocation

allocation used by the encoder and decoder
must be identical, the final allocation actually
used by the encoder is the decoder core
routine with whatever parameter variations
and delta bit allocation are in effect.

4. Spectral Envelope Encoding

Each of the individual transform coefficients is
coded into an exponent and a mantissa. The
exponent allows for a wide dynamic range,
while the mantissa is coded with a limited
precision which results in quantizing noise.
The synthesis filter bank in the decoder
constrains the quantizing noise to be at nearly
the same frequency as the quantized signal.
The set of coded exponents forms a
representation of the overall signal spectrum,
and is referred to as the spectral envelope..

The filters of the transform filter bank are not
perfect brick wall filters, but have gentle
slopes. In general, the response falls off at
approximately 12 dB per adjacent filter, or per
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93.75 Hz. If the signal spectrum is analyzed
with the filter bank, the level in any two
adjacent filters seldom exceeds 12 dB. This
behavior can be used to advantage in coding
the spectral envelope. The AC-3 coder
encodes the spectral envelope differentially in
frequency. Since deltas of at most £2 (a delta
of 1 represents a 6 dB level change) are
required, each exponent can be coded as one
of 5 changes from the previous (lower in
frequency) exponent: +2, +1, 0, -1, -2. The
first exponent (D.C. term) is sent as an
absolute, and the rest of the exponents are
sent as differentials. Groups of three
differentials are coded into a 7 bit word. Each
exponent thus requires approximately 2.33 bits
to code. This method of transmitting the
exponents is rteferred to as D15. When
employed, the D15 coding provides a very
accurate spectral envelope.

Coding all exponents with 2.33 bits each for
every individual audio block would be



extravagant. However, fine frequency
resolution is only required for relatively steady
signals, and for these signals the spectral
envelope will remain relatively constant over
many blocks. The fine resolution D15 spectral
envelope is only sent when the spectrum is
relatively stable, and in that case the estimate
may be sent only occasionally. In the typical
case, the spectral envelope is sent once every
6 audio blocks (32 msec), in which case the
data rate required is < 0.39 bits / exponent.
Since each individual frequency point has an
exponent, and there is one frequency sample
for each time sample (the TDAC filter bank is
critically sampled), the D15 high resolution
spectral envelope requires < 0.39 bits per
audio sample. An example of this is shown in
figure 4. The individual spectra of 6 audio
blocks is plotted (fine lines) as well as the
coded spectral envelope (dark line).

When the spectrum of the signal is not stable,
it is beneficial to send a spectral estimate more
often. In order to keep the data overhead for
the spectral estimate from becoming excessive,
the spectral estimate may be coded with less

-120

frequency resolution. Two additional methods
are avajlable. The medium frequency
resolution method is D25, where a delta is
transmitted for every other frequency
coefficient. This method requires half of the
data rate of the D15 method (or 1.16 bits /
exponent), and has a factor of two worse
frequency resolution. The D25 method is
typically used when the spectrum is relatively
stable over 2-3 audio blocks and then
undergoes a significant change. Use of the
D25 method does not allow the spectral
envelope to accurately follow all of the
troughs in a very tonal spectrum. The coded
spectral envelope is, of course, forced to cover
all of the peaks.

The final method is D45, where a delta is
transmitted for every 4 frequency coefficients.
This method requires one fourth of the data
rate of the D15 method (or 0.58 bits /
exponent), and is typically used during
transients for single audio blocks (5.3 msec).
The transmitted spectral envelope thus has
very fine.frequency resolution for steady state
(or slowly changing signals), and has fine time

A " -
2000 4000

Figure 4: Spectral Envelope, D15 Method
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resolution for transient signals. Typically,
transient signals do not require fine frequency
resolution since by their nature transients are
wide band signals.

The AC-3 encoder is responsible for selecting
which exponent coding method to use for any
audio block. Each coded audio block contains
a 2-bit field called exponent strategy. The
four possible strategies are: D15, D25, D45,
and REUSE. For most signal conditions, a
D15 coded exponent set is sent during the first
audio block in a 6 block frame, and the
following 5 audio blocks reuse the same
exponent set. During transient conditions,
exponents are sent more often. The encoder
routine responsible for choosing the optimum
exponent strategy may be improved or
updated at any time. Since the exponent
strategy is explicitly coded into the bit stream,
all decoders will track any change in the
encoder.

5. Bit Allocation Details

The AC-3 core bit allocation routine begins
with the decoded spectral envelope, or
exponents, which are considered to be the

Prototype Masking Curve

Signal

\ Upwards
\, Fast Masking

Oownwards
Masking

A\ 4

Freg.

Figure 5: Prototype Masking Curve
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power spectral density (psd) of the signal.
There may be as many as 252 psd values (the
number can vary depending on the number of
exponents which have been sent, which in turn
depends on the desired audio bandwidth and
the audio sampling rate). The major portion
of the bit allocation routine is the convolution
of a spreading function matching the ear's
masking curve, against the power spectral
density. In order to reduce the computational
load, the original psd array is converted to a
smaller banded psd array. At low frequencies,
the band size is 1, and at high frequencies the
band size is 16. The bands increase in size
proportional to the widening of the ear's
critical bands. The initial (up to) 252 psd
values are combined to form 64 banded psd
values. A simplified technique has been
developed to perform the step of convolving
the spreading function against the banded psd.
The spreading function of the ear is
approximated by three curves: a very steeply
decaying downwards masking curve; a fast
decaying upwards masking curve; and a slowly
decaying- upwards masking curve which is
offset downwards in level (fig. 5). The
technique ignores the downwards masking
curve for simplicity (at the expense of
occasional inefficiency). A simplified
convolution of the two different sloping
upwards masking curves against the banded
psd is performed. The calculation begins at
the lowest frequency of the banded psd array
and moves upwards in frequency. Two
running computations are performed, one for
each of the fast decaying and slowly decaying
masking curves, which we refer to as the fast
leak and the slow leak. The calculation is
performed in the log domain, where a decay
(leak) can be implemented as a simple
decrement. As the calculation is moved up in
frequency band by band, each new banded psd
is examined. If the psd in the new band is
significant with respect to the current leak
values, the new psd is combined into the leak
terms which are increased in value. If the new
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psd is insignificant, the old leak terms are
decremented, or allowed to leak down. The
largest of each leak term at each frequency is
held. The result of this calculation is an array
indicating the predicted masking, band by
band.

This curve is compared against a hearing
threshold, and the larger of the two values is
held. The final step is to subtract the
predicted masking curve from the original
(unbanded) psd array to determine the desired
SNR for each individual transform coefficient.
This is shown in figure 6. The array of SNR
values is converted to an array of bit allocation
pointers (baps). The bap array values point to
the quantizers to be used for each transform
coefficient mantissa. At this point the encoder
does a bit count to determine if the bit
allocation has used up the available number of
bits. All available bits are from a common bit
pool, available to all of the channels. If more
bits are available, the individual mantissa
SNR's may be increased, until all of the bits
are used up. If too many bits have been
allocated, the individual mantissa SNR's may
be decreased, and/or coupling (see next
section) may be invoked.

6. Coupling

Even though the coding techniques employed
by AC-3 are very powerful, when the coder is
operated at very low bit rates there are signal
conditions under which the coder would run
out of bits. When this occurs, a technique
which we refer to as coupling is invoked.
Coupling takes advantage of the way in which
the ear determines directionality for very high
frequency signals, in order to allow a
reduction in the amount of data necessary to
code a high quality multi-channel audio signal.

At high audio frequencies (above
approximately 2 kHz) the ear is physically
unable to detect individual cycles of an audio
waveform, and instead responds to the
envelope of the waveform. Directionality is
determined by the inter-aural time delay of the
signal envelope, and by the perceived
frequency response which is affected by head
shadowing and the ear's pinnae. Coupling
takes advantage of the fact that the ear is not
able to independently detect the direction of
two high frequency signals which are very
closely spaced in frequency.
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When the AC-3 coder becomes starved for
bits, channels may be selectively coupled at
high frequencies. The frequency at which
coupling begins is called the coupling
frequency. Above the coupling frequency the
coupled channels are combined into a coupling
(or common) channel. Care is taken with the
phase of the signals to be combined so as to
avoid signal cancellations. = The encoder
measures the original signal power of the
individual input channels in narrow frequency
bands, as well as the power in the coupled
channel in the same frequency bands. The
encoder generates coupling coordinates for
each individual channel which indicate the
ratio of the original signal power within a band
to the coupling channel power in the band.

The coupling channel is encoded in the same
manner as the individual channels; there is a
spectral envelope of coded exponents and a
set of quantized mantissas. The channels
which are included in coupling are
independently coded up to the coupling
frequency. Above the coupling frequency,
only the coupling coordinates are sent for the
coupled channels. The decoder multiplies the
individual channel coupling coordinates by the
coupling channel coefficients to regenerate the
high frequency coefficients of the coupled
channels.

The coupling process is audibly successful
because the reproduced sound field is a close
power match to the original. Within each
narrow frequency band, the reproduced signal
envelope out of each loudspeaker matches the
original signal envelope in that loudspeaker.
Additionally, the level within each narrow
frequency band of each source channel is
reproduced at the same overall power in the
sound field, even though the power may be
shared amongst several of the loudspeaker
channels. = The coupling coordinates are
encoded with an accuracy of < 0.25 dB. This
fine resolution not only allows a good power
match to be obtained but, more importantly,
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allows small changes to be made smoothly.
(This is in contrast to techniques employed by
other coding technologies to combine high
frequencies together, where the minimum gain
stepis 2 dB.)

The AC-3 encoder is responsible for
determining the coupling strategy.  The
encoder controls which of the audio channels
are to be included in coupling, and which
remain completely independent. The encoder
controls at what frequency coupling begins,
the coupling band structure (the bandwidths of
the coupled bands), and when new coupling
coordinates are sent. The coupling strategy
routine may be altered or improved at any
time and, since the coupling strategy
information is explicit in the encoded bit
stream, all decoders will follow the changes.

7. Bit Stream Syntax

The fundamental time unit for AC-3 is related
to the transform block size. While each
transformed block is 512 samples long, the
100% overlap/add of the TDAC transform
means blocks are transformed every 256
samples, or every 5.33 msec for a 48 kHz
sampling rate. The transform block rate is
187.5 Hz. The AC-3 syntax groups 6
transform blocks into an AC-3 frame. The
frame rate is 31.25 Hz, and each frame lasts
32 msec. Each AC-3 frame (fig. 7) begins
with a 16 bit sync word. Following the sync
word are 8 bits of information which indicate
sampling-rate and frame size. We refer to the
first 3 bytes of the AC-3 frame as sync info
because the information in these bytes is used
to acquire and maintain synchronization with
the AC-3 frames.

Following sync info is a set of data we call bit
stream info, or BSI. The BSI data contains
information about the number of channels
which are coded, dialogue level, language
code, information about associated services,
etc. All of the BSI data is essentially static,
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Figure 7: AC-3 Framing

and is descriptive about the data in the audio
blocks which follow.

Following BSI are 6 coded audio blocks. The
first block always contains a complete refresh
of exponents, coupling coordinates, and all
other information which is conditionally
transmitted. The following 5 blocks may or
may not contain information beyond quantized
mantissas. Unused data at the end of the
AC-3 frame may be considered aux data.

8. Features

A number of features have been designed into
AC-3 in order to make it widely applicable.
The goal is to have a coded audio signal which
is usable by as wide an audience as possible.
The potential audience may range from
patrons of a commercial cinema or home
theatre enthusiasts who wish to enjoy the full
sound experience, to the occupant of a quiet
hotel room listening to a mono TV set at a
low volume who nevertheless wishes to hear
all of the program content. Two of the major
concerns of the AC-3 coder design were
mixdown, and loudness control.

Very early in the development of AC-3, it was
decided to encode the channels discretely,
without the use of intermediate matrixes (as
have been employed in other multi-channel
coders which offer backwards compatibility
with some existing two-channel decoders). It
was felt that backwards compatibility with
existing 2-channel digital decoders was of little
value, since very few decoders were in the
field to be backwards compatible with. The

Sync Frame

need to be backwards compatible with a
variety of reproduction systems, such as
mono, stereo, and matrix surround was
seriously’ considered. Avoiding unnecessary
backward compatibility matrixing allowed AC-
3 development to concentrate on fundamental
coding techniques, and not merely on
techniques which only mitigate the negative
effects of compatibility matrixing.

Since AC-3 delivers all channels to the
decoder coded discretely, the decoder has full
flexibility to mixdown the channels as
appropriate to the listening situation.
Differing listening situations require differing
mixdown coefficients. For example, a stereo
listener may wish the surround signals to be
mixed out-of-phase so that they don't localize
well in two loudspeaker reproduction. A
second listener may wish the same mixdown
because this listener has a current home
theatre matrix decoder which requires a
2-channel surround matrix encoded signal
(which has the surround signal out-of-phase)
as an input in order to reproduce surround. A
third listener may wish a mono mix-down.
This third listener could not simply combine
the 2-channel mix enjoyed by the first two
listeners, because then the surround signal
would be lost. (The currently used Dolby
Surround matrix system does suffer from the
problem that the surround signal is lost in
monophonic reproduction. This fact is known
by program mixers who consciously avoid the
placement of essential program content solely
in the surround channel. One of the goals for
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AC-3 was to eliminate this and other
limitations of the matrix surround system. It is
essential that a new multi-channel coder allow

- all listeners to hear all of the sound from all of
the channels, so there are no constraints on
program production.) The mono listener thus
requires a different downmix.  Only by
allowing the listener to select the desired type
of downmix can all audiences be served. In
most cases the listener will not be required to
make any conscious decision about the desired
downmix as products will be designed such
that the AC-3 decoder will automatically make
the choice depending on information such as
the number of loudspeakers available.

In the United States (and perhaps elsewhere)
there is a problem with the loudness of
different broadcast programs. Many
broadcasters highly compress the dynamic
range of the audio, and fully modulate the
audio channel much of the time. In this case,
there is little headroom. Sometimes the
entertainment program will have a more
natural dynamic range with some headroom,
but commercial messages (attempting to
sound loud) may not. The result is that there
are significant level differences between
program segments on a particular broadcast
channel, as well as between broadcast
channels. Two of the design goals for AC-3
were:  to eliminate the apparent level
differences between broadcast channels; and
allow broadcasters to compress the dynamic
range of the programming for most listeners,
while allowing other listeners (who so choose)
to enjoy the full original dynamic range of the
program.

Loudness uniformity is achieved by
.determining the subjective level of normal
spoken dialogue, and explicitly coding this
level into the data stream as a dialogue level
control word. The AC-3 decoder may then
interact with the system playback level.
Differing programs may have differing
dialogue levels which simply mean that they
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have differing amounts of headroom available
for dramatic effect. When the listener adjusts
the volume control, the level of reproduced
normal dialogue (i.e. not shouts or whispers)
will be set to the desired subjective sound
pressure level. When a new program segment
begins, with dialogue encoded at a different
level (ie. with a different amount of
headroom), the reproduction system may use
the coded dialogue level control word to make
a corresponding adjustment to the system
playback volume. The result is that for all
programs and all channels, the reproduced
level of dialogue will be uniform.

The AC-3 coder contains an integral dynamic
range control system. During encoding, or at
any point thereafter, dynamic range control
words may be placed into the AC-3 bit stream.
These control words are used by the decoder
to alter the ievei of the decoded audio on a
block basis (every 5.3 msec). The control
word may indicate that the decoder gain be
raised or lowered. The control words are
generated by a level compression algorithm
which may be resident in the AC-3 encoder, or
in a subsequent bit-stream processor. The
control words have a resolution of < 0.25 dB
per block. The block-to-block gain variations
are further smoothed by the gentle overlap add
process. - Gradual gain changes are free from
gain stepping artifacts. For program audio
levels above dialogue level, the dynamic range
control words will indicate level reduction.
For audio levels below dialogue level the
control words will indicate a level increase.
The default for the decoder is to use the
control words which will result in the
reproduction of the audio program with a
compressed dynamic range. The exact nature
of the compression is determined by the
algorithm which generates the control words,
but in general the compression is such that
headroom is reduced (loud sounds are brought
down towards dialogue level) and quiet
sounds are made more audible (brought up
towards dialogue level). It is a decode option



to reduce the effect of the control words of
either polarity. If the control words which
indicate that gain should be increased are not
used, then low level sounds will retain their
proper dynamics and only loud sounds will be
compressed downwards. If only the control
words which indicate gain reduction are
ignored, the low level sounds will be brought
up in level, but loud sounds will reproduce
naturally. If all control words are ignored, the
original signal dynamic range will be
reproduced. It is also possible to partially use
the control words for either polarity. Thus the
listener may instruct the decoder to partially or
fully remove the dynamic range compression
which has been applied to either the loud
(above dialogue level) or soft (below dialogue
level) sounds. (Actually the audio is coded
without any level alteration, and level
alterations occur at the decoder. However,
this is irrelevant to the listener, since the
default for the listener is to reproduce the
program with the compression characteristic
which has been intended by the program
originator. The listener must take some action
to remove the compression.)

The AC-3 syntax has been defined to support
the coding of one main audio service with
from 1 to 5.1 channels.  Additionally,
associated services may be encoded into an
AC-3 bit stream. Associated service types
include: visually impaired (a verbal
description of the visual scene), hearing
impaired (dialogue with enhanced
intelligibility), commentary, dialogue, and
second stereo program. All services may be
tagged with a code to indicate language.
Single channel services may have a bit-rate as
low as 32 kb/s. The overall data stream is
defined for bit rates ranging from 32 kb/s up
to 640 kb/s. The higher rates are intended to
allow the basic audio quality to exceed
audiophile expectations, as well as allow the
incorporation of associated services without
severely restricting the bit-rate (and thus
quality) of the main audio service.

9, Congclusion

AC-3, with its high resolution spectral
envelope coding and hybrid backward/forward
adaptive bit allocation offers very high coding
gain at modest complexity. Bit starvation ‘is
avoided during extreme signal demands by
invoking the technique of coupling, which
avoids any need to restrict the coded audio
bandwidth. Fully discrete signal transmission
avoids the need to increase coder complexity
and compromise coded audio quality in an
attempt to avoid compatibility matrixing
artifacts. Decoder downmixing allows every
listener to obtain the optimum downmix for
his listening situation. The quality level of
AC-3 is not limited to that obtainable with
currently available encoders, future encoders
are expected to achieve improved results by
means of additional complexity and
sophistication. All decoders in the field will
automatically benefit from future encoding
improvements.

AC-3 has been subjectively tested twice
(Grand Alliance testing in July 1993, MPEG-2
testing in Nov. 1993) simultaneously with:
MPEG-2 multi-channel audio technology. In
both sets of tests, AC-3 clearly outperformed
the MPEG-2 technology.

The first integrated circuit designed for AC-3
(the Zoran ZR38000) became available in
1993, and several more are expected to
become available in 1994, AC-3 has been
selected for use in the United States HDTV
system for reasons of. high audio quality;
advanced state of development, and full
provision of all necessary features. AC-3 is
being designed into consumer electronics
equipment for cable television, direct
broadcast satellite, and pre-recorded media,
and AC-3 encoded signals are currently being
broadcast via satellite in the U.S.
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ABSTRACT

In major metropolitan areas the need
exists to consolidate headends and to provide
a wide variety of video, data and telephony
services across the CATV network. Digital
Backbone Networks which connect a number
of primary transport hubs together are the
primary means of establishing these metropoli-
tan networks. Other means are broadband
linear (AM) supertrunks.

Questions arise as to the degree of
interoperability of these networks with the
standard telephony network; the need to
transport BTSC compatible video, baseband
and RF scrambled video, satellite delivered
MPEG-2; management of local commercial
insertion, preservation of revenue generating
data within the video vertical blanking interval,
the need to carry telephony and data traffic,
and the amount of ancillary processing equip-
ment required at each primary hub.

This paper analyzes the need for SONET
compatibility in the metropolitan network, and
provides an economic and technical analysis
of signal quality at the subscriber, processing
equipment at the various primary headends
and effects on the design and cost of the AM
hybrid fiber/coax.networks which are fed by
the digital backbone network, based upon the
technologies used.

A network design is presented which
allows cost effective implementation of digital
video and telephony services today, plus a
graceful migration path which provides a
means of network expansion for accommodat-
ing higher levels of telephony and data traffic
for the future.
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METROPOLITAN AREA NETWORK
ATTRIBUTES

A typical metropolitan area network
consists of one or two master headends (also
called television operating centers, TVOC’s)
which are connected with primary hubs (also
called remote headends). The area covered
by the network may be that of a large city, or a
wide region. The largest known system of this
type currently is installed by Continental
Cable, and covers their properties in the three
states consisting of Massachusetts, New
Hampshire and Maine. Whether metropolitan
or regional in its area of coverage, the term
metropolitan area network is used to reference
these networks in this paper.

Master
Headend

Figure 1 Metropolitan Area Network

Signals between the hubs and subscrib-
ers are not usually considered part of the
metropolitan area network, but rather the
distribution network. In some large CATV
networks, secondary hubs are also employed.
However, secondary hubs are usually consid-
ered as part of the distribution network versus
the metropolitan area backbone network.

Metropolitan area networks can be
designed in bus, ring and star topologies.
However, some topologies are less conducive
for providing high reliability and delivery of
advanced services than others. This will be
addressed later in this paper.



METROPOLITAN AREA NETWORK VS.
PUBLIC SWITCHED NETWORK

The characteristics which define the
metropolitan area network differ significantly
from the characteristics of the public switched
network. In the metropolitan network:

1. There is only one carrier (or a very small
number of carriers) who owns and man-
ages the network;

2. Communications in the network is highly
asymmetrical;

3. For most traffic within the network, there
are highly defined points of origin. Even in
the case of video on demand (VOD)
services, the number of origination points
is small compared to the number of sub-
scribers. Most communications enters the
network via gateways (e.g. satellite re-
ceiver, digital server, etc.). Symmetrical
traffic tends to leave the network via
gateways;

4. Traffic types within the network are highly
predictable in terms of types and numbers
of each type of channel. For example, if a
channel is being used to transport a
service such as CNN at 5:35 PM, it is
highly unlikely that this same channel will
be transporting a combination of voice and
data services at 5:36 PM.

SONET IN THE METROPOLITAN AREA
NETWORK

To understand if SONET provides a value
within the metropolitan network it is helpful to
review the intended benefits of SONET, and
very importantly, to whom those direct benefits
are intended. SONET was designed for the
ubiquitous network in which the number of
channels, their size and content are not pre-
dictable. SONET is very valuable in this
environment. In theory, it allows information to
be transported from one carrier to another
across multiple carrier boundaries without
regard to content, and via universal interfaces.

Note that SONET provides no direct benefits
to end users. The direct benefits of SONET
are to communications carriers operating in a
multi-carrier environment. As exemplified
above, this is not the environment of the
metropolitan network.

SONET does not come without cost. For
a metropolitan area network with a typical mix
of cable entertainment channels, near video
on demand, video on demand channels and
telephony, a SONET digital backbone will cost
two to three times that of an uncompressed
high speed digital fiber backbone which is not
fully SONET compatible. For the average
metropolitan network, this amounts to millions
of dollars.

One can argue that the benefits to
SONET include indirect savings. But these
suggested savings if any, are not comparable
to the cost penalties imposed today by
SONET. The video distribution network is not
an unpredictable, multiple carrier environment,
even when there are multiple service offerings.
In the competitive world of video distribution,
each dollar of capital equipment cost trickles
down into the cost of providing the subscriber
with specific services. This is the same rea-
son that hybrid fiber/coax systems as opposed
to traditional telephony architectures, are
being designed and implemented for so many
enhanced services networks.

The cost penalties of SONET for the
metropolitan area network arise in four basic
areas:

1. Additional cost of ancillary video signal
* processing equipment required at primary
hubs due to the inability of compressed
video codecs to support the video signal
format requirements of the network;

2. Opportunity cost in terms of lost revenue,
due to the inability to carry certain types of
information which are additional sources of
revenue to the operator;

3. Additional cost to the broadband linear
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hybrid fiber/coax network for signal trans-
port from the digital hubs to the serving
areas, in order to achieve the targeted
performance level at the subscriber drop;

4. Cost per Gb/s for the transport system
itself including space and power require-
ments.

1.  Additional Ancillary Equipment

The need for additional ancillary equip-
ment arises out of the inability of the SONET
based transport system to accommodate video
signals in a format which is necessary or
optimal for signal quality. One such straight-
forward example is an RF scrambled video
channel. If a codec which employs compres-
sion is used to transport video, it cannot
accommodate such a scrambled signal.
Therefore, each signal to be scrambled must
be sent from the master headend to the hubs
in baseband format. At each hub site a sepa-
rate signal scrambler is required for each
channel to be scrambled. The greater the
number of hubs in the network, the larger the
cost penalty is for duplicate scramblers at
each location. Additionally, since many chan-
nels like HBO employ three audio channels
(left, right, and second language), the cost of
the codec itself may be more expensive. In
fact some codecs only support two channels of
audio per video. Therefore, an auxiliary audio
transport system may be required to accom-
modate the additional audio requirements of
these channels.

A more subtle example but with wider
ranging effects is the handling of BTSC
subcarrier audio. North American video
transmission standards allow for audio to be
transmitted as a subcarrier to video at 4.5
MHz. Therefore, if the audio is BTSC en-
coded, stereo audio and SAP audio can be
accommodated within the 4.5 MHz subcarrier.
This can be encoded along with video as a
composite signal by a majority of compression
based codecs. However, this creates two
significant disadvantages with regards to
signal quality:
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The first disadvantage is within the codec
itself, and is very straightforward. Any digital
encoder has a finite dynamic range. For
optimum video signal to noise (SNR) perfor-
mance, the video signal amplitude must be
adjusted such that at maximum amplitude, it
occupies the entire encoding range. If the
audio subcarrier is included with the video,
part of the encoding resclution must be used
for the audio subcarrier.

Digital
Dynamic |
Range
Baseband Video
Figure 2 Baseband Video Encoding
4.5 MHz Audio Subcarrier 7
JAVAVAVAVAVAVAVAY
Digital |
Dynamic
Range

Baseband Video & Composite
4.5 MHz (BTSC) Audio

Figure 3 Composite Video Encoding
Note lower dynamic range avallable for video signal

Since part of the codec’s dynamic range
has been taken by the audio subcarrier, the
absolute video SNR is less for a composite
encoded signal than it will be if the audio
subcarrier is encoded separately of video. A 2
dB SNR penalty is possible. This is not incon-
sequential. The video performance at the
subscriber drop is proportional to the SNR
contribution of the metropolitan network as
well as the hybrid fiber/coax distribution sys-



tem. This is explained in the next section of
this paper. An additional problem is that
encoding the two signals together produces a
classic 920 KHz beat due to interaction be-
tween the 3.58 MHz color subcarrier and the
4.5 MHz audio subcarrier. This phenomenon
is well known to video engineers and therefore
needs no further explanation.

The second disadvantage of composite
video encoding has nothing to do with the
digital transport system itself, but rather with
the VSB/AM modulator which follows. If a
composite signal is fed to a VSB/AM modula-
tor, it must first separate the signal into the
discrete baseband video and the separate
audio subcarrier so that AM modulation and
sideband filtering can be performed on the
video only. The highest video frequency is 4.2
MHz. I the filter required to perform this
separation has too sharp a cutoff, then its
group delay performance will be poor and
characteristics such as video differential gain
and chrominance to luminance will suffer. If
the filter is made softer as is the case in
normal practice, then the upper video frequen-
cies will be cut off.

Composite —> Limited
Video & VSB/AM Bandwidth
ﬂ-ﬂ > Digital Video | 451z | Modulator VSB/AM
Decoder | Combined Channel
VS8/AM Modulator
__Fier
\
\
AY
\
Baseband \
Video \
AY
\
A58 MHz 4.5 MHz
Color Audio
Subcamer Subcasrier

Figure 4 4.5 MHz Cutoff Fliter Problems

Since video resolution is directly related
to video bandwidth, the effect of this filter is to
reduce video resolution and picture clarity. In
today’s systems, the subscribers who typically
pay the largest monthly cable bills also have
large screen televisions. Therefore, they will
be the subscribers most deleteriously affected

by the loss of resolution that results. If the
digital transport system cannot carry 4.5 MHz
audio as a separate discrete digitized carrier,
then audio must be sent as baseband, and
BTSC encoders replicated at each and every
hub site. This results in significant added cost
and operational penalties to the network
operator.

Video Qut _[Video In

VSB/AM
Modulator

4.5 MHz Audio In

Excellent
—» VSB/AM Video

l ] l l Digital Video
—p
Decoder Out

4.5 MHz
{BYSC)
Audio Out

Flgure 5 Proper Handling of 4.5 MHz Audlo

2.  Lost Revenue Opportunities

In the compression process, certain
information is stripped out of the signal which
is unnecessary to the video content. This
information can be regenerated at the decode
side of the system. One such area in the
video waveform is the video blanking interval,
referred to as the VBI or VITS area. However,
in many CATV systems, the VITS area is used
to carry revenue generating information ser-
vices which are not related to the video itself.
Examples of VITS data include: FNN stock
updates, XPRESS computer service, etc.
Since the location of these services may vary
from video channel to channel, it is not
straightforward to simply preserve a few
selected VBI lines.

In contrast to the compression based
codecs used in SONET systems,
uncompressed video encoders do not modify
or delete VITS information. Therefore, these
sources of additional revenue are preserved.

A igital Vi rvi istributi

The first uses of digital video channels
which are n-QAM and n-VSB modulated will
be for near video on demand applications.
Initially the cost of the modulators to produce
the n-M and n-VSB carriers will be quite high.
Operationally, it will be desirable to digitally
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modulate once at the master headend and
distribute channels to the hubs. An
uncompressed digital system can do this. For
example, the DV6000 by American Lightwave
Systems, Inc. has already undergone tests
with the Zenith 16 VSB encoding stream to
demonstrate compatibility. Such a capability
has not been developed for SONET based
systems to date.

3. SNRP man
Network Cost

versus Distribution

The true signal quality delivered to the
subscriber is a combination of the addition of
all noise contributions in the network from the
master headend to the subscriber. Carrier to
noise only characterizes the quality of the
video carrier from the point of modulation,
which in many cases will be the primary hub.
Ultimately, it is SNR that is the determinant of
picture quality on the subscriber’s TV set. If
the CNR of a distribution network is converted
to an equivalent SNR contribution, then a total
logarithmic addition of SNR contributions is
possible. For a VSB/AM path, its SNR contri-
bution is slightly lower than CNR. For the
following illustration, VSB/AM SNR is approxi-
mated as equal to CNR for simplification. The
conclusions from the following analysis are not
affected by this simplification.

Distribution systems being designed for
the future have total CNR contributions in the
range of 47 dB to 49 dB. It is typical for CATV
distribution system designers to assume that
the metropolitan network feeding the primary
hubs is transparent, and therefore is not
accounted for in computing end of line SNR
performance. But what performance level
constitutes transparency?

To establish this requires examination of
the addition of the noise contribution from the
metropolitan backbone fiber system from the
master headend to the hub and the noise
contribution of the distribution system from the
hub to the subscriber. If we assume the
distribution system to be state of the art 49 dB
CNR, then its SNR is approximately 49 dB.
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A graph can be generated which shows the
effect of metropolitan network SNR perfor-
mance on the resulting performance at the
subscriber drop. In the figure which follows
metropolitan backbone SNR is shown on the X
axis, and the resulting SNR performance at
the subscriber drop which is the summation of
the two portion of the networks together,
assuming a constant 49 dB for the distribution
network.

SNR at
Subscriber

49.0 y
48.9

48.7
48.6

48.2

47.8

50 564 56 68 60 a3 a7 ™
SNR of DIGITAL BACKBONE

Figure 6 Subscriber SNR as a Function of Metropolitan
System SNR (Distribution CNR held constant at 49 dB)

The conclusion is quite evident. At SNR
levels above 59 dB SNR, the metropolitan
network has a negligible effect (less than a .3
dB) on subscriber signal quality. However,
when the contribution of the metropolitan
network is 56 dB, almost a full 1 dB is lost at
the subscriber. At 54 dB this degradation
jumps to 1.2 dB, i.e. performance at the
subscriber degrades to 47.8 dB. If the target
at the subscriber is 49 dB, how can this be
achieved with a metropolitan network whose
performance is only 54 - 56 dB? (This is the
CNR performance level of an unrepeatered
AM supertrunk used for a star based metro-
politan network versus a high performance
uncompressed digital network with multiple
repeaters.)

The only way this is possible is for the
distribution network to be upgraded above 49
dB in CNR performance. In practice, this
means either a shorter cascade or fewer
optical nodes served by a single optical trans-



mitter. Since the former is much more expen-
sive at a performance level of 49 dB, | shall
concentrate on the latter. Let’s assume that
the 49 dB CNR was achieved by taking a 50
dB CNR optical link in combination with a 56
dB CNR amplifier cascade. (This design
assumes an average of 4 nodes served from
one transmitter in a metropolitan area.) From
the illustration above, the distribution system
performance must be raised from 49 dB to
50.5 dB. If this is done via improvement of the
AM fiber link versus shortening of the amplifier
cascade, then the AM fiber link performance
must go from 50 dB to 54 dB. Therefore,
instead of serving four nodes per transmitter,
only two nodes can be served per transmitter
at this higher required performance level.
Double the number of AM transmitters are
required in the distribution network to achieve
the original target of 49 dB at the subscriber!

The closer that the SNR of the metropoli-
tan network is to the SNR of the distribution
network, the more deleterious the effect on
end subscriber picture quality. Or alternatively,
the more expensive the subscriber distribution
network has to be in order to achieve a de-
sired performance level at the subscriber. As
the above example shows, the expense of this
can be very significant.

Given that the true SNR of compressed
digital codecs used in CATV SONET links may
have performance in the very low 50’s dB as
measured by digital SNR techniques such as
ANSI proposed standard T1Q1.5/91-205R2,
the cost penalty to the distribution network
which follows a SONET system is very high
when compared to an uncompressed digital
system with SNR of 59 dB which places no
cost penalty on the distribution network what-
soever.

4. System Space, Power

In addition to the higher cost of the
SONET equipment itself, the cost of a SONET
system for metropolitan network will be higher
in terms of both space and power than a
modular uncompressed digital system. A high

performance uncompressed digital transmis-
sion system can fit 2.4 Gb/sec. of transmission
equipment including individual channel drop/
add/pass functionality, redundant optics and
power supplies, plus 16 channels of encoding
equipment, all into 19 inches of vertical rack
space, consuming 170 watts of power.

In comparison, a SONET OC-48 system
(2.48 Gb/s) will take a complete 19" rack
without adding in the video codecs. Power
consumption is more than double. When
ancillary equipment requirements are added,
the space penalty may be as high as three to
one. :

Cost Model

A cost model can be created to show a
typical network and the cost differences
between an uncompressed system and
SONET based system. The ALS DV6000 was
used as the uncompressed system. The
model used for this paper is conservative and
consists of the following:

One Master Headend
Serving Six Primary Hubs

60 Channels Basic CATV Service: .
¢ 25 CH w/Stereo Audio (need BTSC)
¢ 5 CH Monaural w/2nd Language
(need BTSC)
* 25 CH Monaural only
* 5 CH w/Local Commercial Insertion
at Hubs (audio sent baseband)
10 Premium Channels - Scrambled,
all Stereo, half with SAP
5 PPV Channel - Scrambled, all Stereo
and SAP
6 DS3 Telephony Channels - Alternate
Access Business
6 DS1 Channels - Service Center
Consolidation

The costs of ancillary equipment were

chosen to be in the middle range. The results
of this analysis showed the following:
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TOTAL NETWORK COST COMPARISON

SONET SYSTEM A DV6000 SYSTEM

MASTER HEADEND $350.000 $300,000

6 HUBS 2,500,000 1,400,000
TOTALS: §2,850,000 $1,700,000
ADDITIONAL AM TX'S 800,000 0

TO ACHIEVE 48.7 dB SNR

TRUE COST FOR EQUIVALENT §3.646,963 §1,797,875
PERFORMANCE AT SUBSCRIBER

LOST REVENUES FROM 7? 0

INABILITY TO DEUVER
SPECIAL SERVICES

Figure 7 Cost Summary

In summary, the cost of system and
ancillary hardware for the SONET system was
approximately 1.7 times the cost of the
uncompressed digital solution. When the
penalty for restoring 49 dB performance at the
subscriber is added, the difference in costs
between the systems increases to 2.15 times.

REDUNDANCY ISSUE

Today, both SONET and at least one high
end uncompressed digital system offer fiber
hot standby switching and other forms of
redundancy. However, redundancy in video
systems is based on the ability to protect and
restore an individual channel. Therefore, the
metropolitan system must provide protection at
the hub sites so that if an individual decoder
fails or if the VSB/AM modulator which follows
the decoder fails, that active spares can be
remotely switched to restore the received
channel to service on the proper channel
number without any manual intervention or
replacement of any equipment. This is pos-
sible today in uncompressed digital systems
which are modular in design and provide
single channel video encoder and decoder
modules, channel drop/add/pass capability
exists, and interfaces have been developed so
that VSB//AM modulators may also be con-
trolled via custom software.

In contrast, SONET based systems have
primarily used packaging in which multiple
decoders are in the same physical box. (This
is also true of some earlier vintage
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uncompressed digital systems.) Therefore, if
one module fails, more than one channel may
be lost. With this form of equipment packag-
ing it is not possible to use 1 X N channel
protection to restore service. A hard outage
normally occurs, and therefore a truck roll is
necessary in systems which are configured
with muitiple channels per module.

TELEPHONY AND DATA TRANSPORT

The metropolitan area network must
provide the ability to transport telephony and
data channels in addition to video channels.
Today virtually 100% of these channels will
range from DSO (64 kbs) to DS3 (45 Mbs). It
is obvious that higher level rates are easily
accommodated by the SONET transport
system. New generation uncompressed digital
systems also provide DSO - DS3 capability,
and provide added flexibility for interconnect-
ing PBX’s with individual DS1 channels which
avoid the use of costly M13 multiplexors. This
is highly desirable for consolidating customer
service centers, for example. The concept of
the uncompressed digital system is to provide
an economic means of providing the ability to
add telephony and data capability to the
network gradually, without the penalty of a
second network. If telephony traffic grows to a
high level (nine or more DS3 channels be-
tween sites), then at that time perhaps it
makes sense to add a SONET OC-12 system
to handle this specialized traffic. However,
alternatively, it appears not to make sense to
create a very costly SONET OC-48 network
for video in order to accommodate an initial
telephony and data traffic which might encom-
pass only a limited number of DS3's. Since
state of the art uncompressed digital systems
provide interfaces to standard telco network
monitoring systems, a single operations
support system (OSS) can manage the entire
network. ‘

VIDEQ TRANSPORT [N THE PUBLIC
NETWORK

If the network is not SONET based, how
can information make its way to and from the



video distribution network? Clearly, the ability
to extract information and to insert information
onto the public SONET based network is
imperative. Therefore, advanced video distri-
bution networks based upon high speed
uncompressed digital transmission are de-
signed with a SONET gateway at the master
headend, typically with an STS-3c interface.
Channels originating in the video distribution
network therefore can access the SONET
network. Likewise, channels which originate in
other networks can enter the video distribution
network. In this way, the cost of SONET is
only imposed upon those services which
derive direct benefit from SONET.

NETWORK CONTROL AND STATUS
MONITORING

The need exists to monitor and control all
traffic into and out of the metropolitan network.
For telephony and data traffic, strict monitoring
of incoming and outgoing bit error rates is
imperative in order to characterize system
performance, provide back up switching and
conduct fault isolation. Support of standards
such as TCP/IP and TL1 are critical to provide
universal interfaces to an OSS. Both SONET
and state of the art uncompressed digital
systems provide this capability. However, in
the metropolitan network, information about
the content of channels is also very critical.
When channels must be dropped, added or
inserted, it is key to be able to determine what
video service is riding on each channel, and to
check automatically and prevent human errors
such as inadvertent replacement of one video
service with another at a channel insertion
site. State of the art uncompressed digital
systems provide this capability.

METROPOLITAN N
ARCHITECTURES

RK

There are three major architectures which
are in use for metropolitan area networks
today. These consist of the Star, Bus and
Ring topologies. Of these, the star is the most
limiting, when considerations of high reliability
and fiber miles are concerned over any metro-

politan or regional area which covers signifi-
cant distances.

Star Network

In the star network, virtually all signals
emanate from the master headend which is
the center of the star. If the distance from the
center of the star to each hub is within the
reach of an AM supertrunk system, then the
cost of signal conversion from digital to VSB/
AM signals can be avoided. This results in
considerable cost savings for the forward path.

Figure 8 Star Architecture

The disadvantages of the star network
are based on reliability and flexibility. Reliabil-
ity of the network is proportional to the total
number of fiber cable kilometers and the ability
to provide automatic redundancy. As the
average distance from the center of the star to
the hubs gets larger and the number of hubs
served by the star increases, the amount of
fiber necessary to create the network grows
exponentially. If a cable cut occurs, there is no
simple way to provide redundancy from the
master headend, and if redundancy is pro-
vided, there is a high likelihood for the neces-
sity of repeaters with associated degradation
of signal quality. Therefore, a hard loss of
service will occur. Based on standard prob-
abilities, the greater the amount of fiber, the
greater the likelihood for a fiber cable cut.
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Therefore, implementation of a star network
calls for serious consideration of totally under-
ground cable construction, since two-way
redundant paths will be very expensive and
very possibly require the use of repeaters. If
the network is established using AM
supertrunking instead of a digital transmission
system, the use of a repeater will deleteriously
affect subscriber performance, or cause the
distribution system to go up significantly in
cost as illustrated previously.

Bus Network

The bus network is highly flexible, espe-
cially for long distance networks in which
signals can enter and exit the network at
multiple hubs or gateways. Traffic can be both
symmetrical and asymmetrical. Redundancy
for most services can be established by
providing two master headend locations, each
which feeds all hub locations. In the event of a
fiber cut, switch over to the alternate path can
be made locally at each hub in a few millisec-
onds. However, some types of telephone and
data communications may be more difficult to
back up. This architecture is only practical
with a digital system.

Figure 9 Bus Architecture

Ring Network

Ring networks can be designed with a
number of variations. The ring may be open,
closed, or closed with redundant counter
rotating signals. If AM supertrunking is used,
only two remote sites are possible with redun-
dancy. If uncompressed or compressed digital
systems are used, signals may be sent to
many sites, dropped and added, and fully
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backed up with no loss of signal quality (ex-
cept of course for degradations in the com-
pressed digital system associated with the
codecs themselves, as noted previously).

o 7
N ‘)
(o {._// ’ o~

Figure 10 Ring Architecture

Star vs. Bus vs. Ring

Larger networks will preclude the use of
star technology. Bus and ring topologies are
both attractive for larger networks. The choice
will be based both on network geography and
mix of services provided.

CONCLUSIONS

It is imperative that the metropolitan
network must be highly efficient and economi-
cal. This means that there is no room for
added cost without direct quantifiable eco-
nomic benefit. Therefore, it is not viable to
extend SONET into the metropolitan network
today and for the foreseeable future. if
SONET did not impose such a cost and
performance penalty on the network it could
be argued that there is some benefit in provid-
ing compatibility deeper into the network.
Someday, the cost differential may decrease
between uncompressed digital backbones and
SONET digital backbones. If this happens
then there is a reason to implement SONET,
because it will no longer impact the cost of
providing subscriber services. Gateways to
SONET are viable currently. However, elimi-
nation of the great cost differential between
uncompressed digital transport and SONET
for the video distribution system is not in sight
today.



AM supertrunks are not viable for metro-  more demand based services, these will be
politan networks due to the large distances, more difficult to supply in a supertrunk based
number of locations, channel drop/insert architecture. Supertrunks should be associ-
flexibility, and redundancy issues associated ated with distribution based networks.
with these networks. As networks provide
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Abstract

We present a comparison between the performances
of single-carrier modulation with equalization and
multicarrier modulation on simulated cable television
(CATV) channels. Simulations indicate that for a
given data rate, the complexity of multicarrier is sig-
nificantly lower than that of a single-carrier system.
Furthermore, multicarrier is able to reduce the effects
of various distortions on a CATV network, including
microreflections and interference from external signals
such as amateur radio, with a reasonable computa-
tional complexity while achieving information bit rates
on the order of 80 Mbiis/s.

Introduction

The feasibility of offering high-speed interactive data
services to customers on CATV networks or similar
broadband coaxial networks is currently being investi-
gated by a number of service providers. With over 92%
of the homes in the United States passed by cable, the
CATYV network is a potential supplier of these interac-
tive data services. However, there are several electrical
transmission problems that must be overcome before
these services can be supplied reliably over CATV net-
works.

Presently, CATV networks are generally simplex
broadcast tree- or star-structured networks. How-

*This work was supported by NSF contract number NCR-
9203131, JSEP contract number NCR-9203131, NASA contract
number NAG2-842, and an NSF Graduate Fellowship.

ever, these networks can be converted for duplex ser-
vice, as some already have been, by replacing am-
plifier /repeater segments with so-called “diplex” fil-
ters and amplifiers that separate the downstream fre-
quencies (50-550 MHz) from upstream frequencies (5-
40 MHz) for interactive transmission. Some CATV
networks can also have high-frequency attenuation re-
duced by the installation of equalizing diplex amplifiers
that can boost the usable spectrum to 1 GHz. Even
after such installation, however, the network operator
finds that only some channels are available for new
digital services. Consequently, the deployment of dig-
ital services is likely to be incremental and to demand
high spectral efficiency in those channels allocated for
the new services.

The transmission of digital signals over the CATV
network is complicated by two general effects. First,
the hardware in CATV networks is not ideal. Taps,
amplifiers, and splitters can all cause signals to be re-
flected at their insertion points. In particular, splitters
in subscriber homes are known to have poor isolation
characteristics. The effect of reflected signals on the
frequency transfer characteristic of a CATV channel is
passband ripple, which is known to cause “ghosting” in
received analog signals. The effects of rippling on dig-
ital signals, however, are more severe. Variations in a
channel’s frequency response cause successively trans-
mitted symbols to interfere with one another, an effect
known as intersymbol interference (ISI). Depending on
the absolute deviations of the channel magnitude re-
sponse (which are determined by the magnitudes of
impedance mismatches on a CATV system) and the
frequency with which those deviations occur in the fre-
quency response (which depends on the length of coax-
ial cable between mismatches), a given symbol could
interfere significantly with a large number of adjacent
symbols. Without some scheme to combat ISI, a re-
ceiver would make detection errors. In turn, the detec-
tion errors could disable, for example, a digital video
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decoder, resulting in a loss of the signal. Consequently,
a robust digital transmission technique for multimedia
signals must alleviate the ISI caused by CATV chan-
nels if reliable transmission is to be achieved.

A second source of signal degradation in CATV net-
works is interference from other signals. For example,
leaks in a CATV network caused by poorly shielded
consumer devices or system hardware allow amateur
radio (ham) signals to enter the CATV system. Be-
cause the frequency spectrum allocations for CATV
and ham overlap, receivers on leaky CATV networks
can tune interfering ham signals along with the desired
signals. As a result, the received signal is degraded.
Furthermore, the bandwidth of ham signals can vary
from fewer than 100 Hz to several megahertz.[1] In ad-
dition, the duration, spectral location, and severity of
ham interferers can vary. As a result, an effective dig-
ital transmission scheme must be able to maintain a
desired performance level in the presence of interfering
signals.

In the next section, we discuss two candidate tech-
niques for multimedia transmission on the CATV net-
work: single-carrier quadrature amplitude modulation
(QAM) with equalization and multicarrier modula-
tion. Subsequently, we present a simulated channel,
and we compare the performances of the single-carrier
and multicarrier systems on this channel. Our results
indicate that for a fixed system throughput, the com-
putational complexity of the multicarrier system is sig-
nificantly less than that of the single-carrier system.
Next, we simulate a ham interfering signal and in-
vestigate its effect on the achievable data rates and
system complexities. Simulations show that a slightly
more complex multicarrier system achieves bit rates
and data rates only slightly lower than those achiev-
able on the “clean” channel. In contrast, the single-
carrier system requires an enormous increase in com-
plexity to achieve a data throughput comparable to
the multicarrier system’s.

Backgrbund

Although numerous digital transmission techniques
exist for transmitting digital signals on bandlimited
channels, given a finite-complexity constraint and the
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desire to achieve high throughput with little latency,
there are two practical options: single-carrier quadra-
ture amplitude modulation (QAM) with equalization
and multicarrier modulation. In QAM, symbaols are
decoded one by one in the receiver. Because practi-
cal channels cause ISI, an equalizer is used to reduce
the ISI, thereby improving the performance of the sys-
tem with a fixed complexity. Equalization is, however,
an inherently suboptimal detection method for practi-
cal channels. Furthermore, equalizers do not perform
well on channels with significant deviations in their
frequency response magnitudes. As a result, we inves-
tigate multicarrier modulation for digital transmission
over CATV networks.

In multicarrier modulation, a channel is divided into
N equal-bandwidth subchannels, each with its own
carrier, such that the frequency response is roughly
constant across each subchannel. The resulting sub-
channels are approximately memoryless if N is large
enough. Discrete multitone modulation (DMT), a
common form of multicarrier modulation, makes the
subchannels exactly independent and memoryless in
the white Gaussian noise case by using the basis vec-
tors of the inverse fast Fourier transform (IFFT) as
the subchannel carriers and adding a cyclic prefiz to
each symbol. The cyclic prefix is a block of determin-
istic data that is used to “clear” each subchannel after
every symbol period, and it is discarded at the receiver
prior to reconstructing the data stream using an FFT.
The length of the cyclic prefix must be sufficient to
ensure that blocks of data from one symbol period to
the next do not interfere with each other. Specifically,
if the length of the channel impulse response is v + 1,
then the length of the cyclic prefix must be v. Be-
cause each transmitted block must have a cyclic prefix
to be transmitted over any non-ideal channel, a por-
tion of every block is wasted by the inclusion of the
cyclic prefix. Therefore, one goal in the design of a
multicarrier system is to minimize the percentage of
each block wasted by transmitting the cyclic prefix.
For any fixed channel impulse response, the percent-
age of each block lost to the cyclic prefix decreases as
the FFT/IFFT size (which is 2N)! is increased. The
penalty for the increased FFT/IFFT size is an increase
in system complexity. This relationship will be demon-
strated in detail in the next section.

In contrast to traditional frequency-division mul-
tiplexing (FDM) techniques, multicarrier modulation
does not constrain the number of bits per subchannel

1A 2N-point complex-to-real IFFT is required in the trans-
mitter to ensure that the signal applied to the channel is real.
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Figure 1: DMT block diagram

to be equal for ali subchannels. Instead, bits are origi-
nally assigned to subchannels just after training during
system initialization in direct proportion to the sub-
channel signal-to-noise ratios. As a result, subchan-
nels that suffer from little attenuation and/or little
noise carry the most bits, while subchannels that are
severely attenuated and/or very noisy might not carry
any bits. This property can be used to alleviate the
problems caused by both frequency-domain ripple and
interferers such as ham radio signals. Because the bit
distribution is continuously updated during transmis-
sion as the receiver sends the required information to
the transmitter on secure overhead channels, even se-
vere and unpredictable interference like ham can be
tolerated by a multicarrier system. If the noise on a
subchannel becomes severe while the system is in use,
the transmitter simply assigns fewer or no bits to that
subchannel while the noise persists. Each subchannel
then supports its own QAM constellation, and, be-
cause the subchannels are essentially independent and
memoryless, a memoryless detector is used for each in
the receiver. As a result, no equalizer is required in
the multicarrier receiver. Figure 1 shows a block dia-
gram of the DMT transmitter and receiver. For more
information on multicarrier modulation and DMT, see

[2], 3], [4], [5), and [6].

Simulations

In this section, we describe our simulated channel
model and discuss how well our model approximates
actual CATV channels. We then use our simulated
channel to compare the performances, in terms of the
computational complexity required to support a given
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Figure 2: CATYV system diagram

throughput, of multicarrier systems and single-carrier
systems with equalization. Finally, we modify our sim-
ulated channel to determine the effects of interference
from amateur radio signals or other comparatively nar-
rowband signals on the two transmission systems.

CATYV Channel Model

To enable us to quantify the performances of both
single-carrier and multicarrier modulation on CATV
channels, we computed a “typical” channel frequency
response using the system configuration shown in Fig-
ure 2.2 Because most of the degradations to CATV
signals are caused by “leaky” hardware in subscriber
drops, we have only modeled the portion of the cable
system that is nearest to subscriber homes. The sys-
tem is modeled as 1/2” copperclad coaxial cable deliv-
ering signals through bridge taps to fourteen homes.
We have assumed that both source and termination
impedances are 75Q2. Since the upstream frequency al-
location in most CATV systems is from 5-40 MHz, and
we are trying to determine the viability of transmit--
ting bidirectionally on the CATV network, we selected
the 6-MHz slot from 30-36 MHz as our simulated chan-
nel. The frequency response magnitude of this channel
is shown in Figure 3. In computing the frequency re-
sponse magnitude of the channel, we have assumed the
presence of a gain element that brings the maximum
magnitude to 0 dB. We note that our channel meets
the FCC’s technical specifications for the frequency re-
sponse of CATV channels.[7] Furthermore, our channel
exhibits the frequency-domain rippling that is common

2Thanks to Professor D. G. Messerschmitt of the University
of California at Berkeley for making his transmission line mod-
eling program available to our research group.
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Figure 3: Frequency response magnitude of simulated
channel

in actual CATYV channels due to leaky consumer hard-
ware such as splitters. Consequently, this channel will
help us to illustrate the ability of multicarrier modu-
lation to combat ISI. In addition, by modeling inter-
fering signals as flat nulls in the channel’s frequency
response, we will be able to illustrate the effect of in-
terferers on the performances of both single-carrier and
multicarrier transmission systems.

System Comparison on Simulated Chan-
nel

In this section, we investigate the achievable data rates
and complexities of both DMT and single-carrier sys-
tems for various signal power and channel noise levels.
We assume here that no interfering signals, either from
within the CATYV system or from external sources, de-
grade the channel.

First, we simulated the DMT system described pre-
viously using 2N = 4096 (2048 subchannels) with our
simulated channel and symbol error probabilities of
10~7 and 10~°. We assumed a flat noise power spec-
tral density over the 6 MHz bandwidth and a flat
power distribution over the subchannels. With these
assumptions, we have defined the overall DMT signal-
to-noise ratio (SNR) as the ratio of the signal power
to the noise power for the subchannels that have 0
dB attenuation. Allocating fractional numbers of bits
to subchannels was allowed in the simulation, and a
5.0 dB coding gain was assumed. Table 1 details the
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Table 1: Achievable bit rates on simulated channel

Bit rate (Mbps)
DMT SNR (dB) [ P.=10"" | P, = 107*
40 65.256 57.493
43 71.251 63.485
46 77.246 69.479
49 83.243 75.474
52 89.240 81.471
55 95.237 87.467
58 101.23 93.464
61 107.23 99.461

achievable bit rates for various DMT SNRs and the
two error probabilities.> We see from the data in the
table that, for any SNR, the throughput of the system
operating with a symbol error probability of 10~° is
decreased by approximately 7.8 Mbits/s with respect
to the P, = 10~7 system. For either symbol error
probability, however, the throughput of the multicar-
rier system is adequate to support a number of mul-
timedia services. For example, with 49 dB SNR and
P, = 107, a bit rate of 83.243 Mbits/s is high enough
to support 4 20-Mbit/s HDTV signals or 16 5-Mbit/s
digitized NTSC signals. We note that a 6-MHz slot on
the CATYV network could easily be used to transmit a
variety of multimedia signals with different bandwidth
requirements simply by assigning an appropriate num-
ber of subchannels to each signal. Furthermore, be-
cause of the flexibility in bandwidth allocation that
multicarrier affords, a given 6-MHz slot could serve
several users at the same time.

To illustrate the relationship between the channel
frequency response magnitude and the number of bits
supported by each DMT subchannel, Figure 4 shows
the bit allocation for the 49 dB SNR case with a sym-
bol error probability of 10~°. Because both the power
distribution and noise power spectral density are as-
sumed to be flat, each subchannel supports a number
of bits directly proportional to its frequency response
magnitude.

Because the complexity of DMT systems is pro-
portional to the FFT/IFFT size used in the imple-
mentation (or, equivalently, the number of subchan-
nels into which the channel is divided), we varied the
FFT size to determine the effect of a reduced num-
ber of subchannels on the achievable bit rate. With.
P, = 107°, the results are given in Table 2. In ad-
dition to the achievable bit rates, Table 2 gives the

3These data were first presented in [8].



Table 2: Achievable bit rates with P, = 10~° as a function of FFT size

FFT size (M = 2N)
DMT SNR (dB) 4096 | 2048 | 1024 | 512 | 256 | 128
40 57.493 | 57.468 | 57.420 | 57.323 | 57.131 | 56.752
43 63.485 | 63.457 | 63.402 | 63.294 | 63.078 | 62.653
46 69.479 | 69.448 | 69.388 | 69.267 | 69.028 | 68.556
49 75.474 | 75.441 | 75.374 | 75.243 | 74.980 | 74.461
52 81.471 | 81.434 | 81.362 | 81.218 | 80.933 | 80.366
55 87.467 | 87.428 | 87.350 | 87.195 | 86.885 | 86.272
58 93.464 | 93.422 | 93.338 | 93.171 | 92.838 | 92.178
61 99.464 | 99.416 | 99.326 | 99.147 | 98.791 | 98.084
% data 98.6 97.2 94.3 88.7 77.3 54.7
Complexity (MIPS) 264 240 216 192 168 144
(assumes 2M log, M instructions/FFT)

Bits per carrier
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Figure 4: Bit allocation for multicarrier system with
49 dB SNR and P, = 10-°

percentage of each block that is actually data given
that the length of our channel’s impulse response is
approximately v + 1 = 59 symbol periods. Finaily,
the complexity, in millions of instructions per second
(MIPS), of the multicarrier transmitter and receiver
combination is given for each FFT size. The number
of instructions required to compute the M-point FFT
of a real input sequence is commonly approximated as
2M log, M, where M is a power of 2. Because we must
compute MZ“T FFTs per second for a passband multi-
carrier system operating in a bandwidth of 1/T Hz,
we find that the complexity in MIPS for a multicarrier
system is roughly equal to i“’&?ﬁ, where M = 2N
in our notation. We have assumed in computing the
complexity values in the table that the multicarrier
system uses the entire 6 MHz of allocated bandwidth.

The data in Table 2 show that for a given DMT
SNR, the maximum achievable bit rate decreases only
slightly as the FFT size (or, equivalently, the system
complexity) is decreased. However, the percentage of
each block that is data decreases more dramatically
as the cyclic prefix consumes a larger percentage of
each size-2N block. Because we wish to maximize the
amount of data transmitted, we cannot arbitrarily de-
crease the size of our FFT simply because the system
throughput remains approximately constant.* Conse-
quently, we will constrain the minimum FFT size to
be 512, allowing a maximum 11.3% of each transmit-
ted block to be lost to the cyclic prefix. In addition,
because the achievable bit rates for P, = 10~° with
2N = 4096, 2048, and 1024 are nearly equal, and the
data percentages per block are also similar, we have
used only the FFT sizes 1024 and 512 with P, = 10~°
in the following analysis.

To compute the complexity of single-carrier systems
yielding the same throughputs as the DMT systems,
we first computed the data rates and the numbers of
bits per symbol that must be supported by each single-
carrier QAM system. After adjusting the throughput
values according to the data percentages given in Ta-
ble 2, we find that single-carrier QAM systems must
support the bit rates and approximate numbers of bits
given in Table 3. To make the comparison between the
single-carrier and multicarrier systems more tractable
for the reader, we have maintained a column of DMT

4In actuality, we could use the smaller FFT sizes (for ex-
ample, 2N < 256) by implementing a time-domain equalizer
(TEQ), the purpose of which is to reduce the required length
of the cyclic prefix in exchange for an increase in system com-
plexity. A detailed discussion of the TEQ is beyond the scope
of this paper, but interested readers should consult {5 or [9] for
details.
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Table 3: Data for single-carrier systems assuming 5.0 dB coding gain

Corresponding to N = 1024 DMT Corresponding to N = 512 DMT
DMT SNR (dB) | Data (Mbps) | QAM bits | SNR,., [| Data (Mbps) [ QAM bits | SN R,y

40 54.170 9 32.56 50.828 8 29.5
43 59.813 10 35.5 56.123 9 32,5
46 65.461 11 38.5 61.419 10 35.5
49 71.108 12 41.5 66.718 11 38.5
52 76.757 13 44.5 72.016 12 41.5
55 82.406 14 47.5 77.316 13 44.5
58 88.055 15 50.5 82.615 14 47.5
61 93.704 16 53.5 87.914 15 50.5

SNR values. Table 3 also contains the SNRs that must
be achieved by single-carrier receivers to support the
required numbers of bits. In computing the required
receiver SNRs, we have used the rule of thumb that, for
P, = 107°, the first 2 QAM bits require 16.5 dB, and
each additional bit requires 3.0 dB. Additionally, we
have assumed, as we did for the multicarrier system,
a 5.0 dB coding gain.

Finally, we simulated a series of minimum mean-
square-error linear equalizers (MMSE-LEs) to com-
pare the single-carrier computational complexities at
the various data throughput rates to the complexities
of the corresponding DMT systems. Since the com-
plexity of an MMSE-LE is proportional to the number
of taps, Ny, in the equalizer, we have computed the
approximate numbers of taps required for the MMSE-
LEs to achieve the required SNRs given in Table 3.
The results are given in Table 4. In Table 4, 7 is
the “complexity increase factor,” and it is the ratio
of MMSE-LE complexity to DMT complexity for each
DMT SNR and FFT size given in the table. In com-
puting the complexities for the MMSE-LE systems,
we have assumed T'/2 spacing and a transmit symbol
rate of 6 Msymbols/s. Therefore, the bandwidths of
the single-carrier and multicarrier systems are equal.
In addition, the increases in complexity for both the
DMT system and the single-carrier system due to the
5.0 dB code are approximately equal. Thus, we have
neglected the code in our complexity calculations in
both cases. The data in Table 4 show that the com-
plexity of the MMSE-LE system increases with SNR. in
contrast to the DMT system, the complexity of which
is constant for any SNR once the FFT size is selected.
Furthermore, the complexity increase factors given in
Table 4 show that, for this channel, the complexity of
a single-carrier QAM system with an MMSE-LE re-
ceiver is at least 2.5 times the complexity of a DMT
system operating at the same data rate.
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We note that by using a decision feedback equalizer
(DFE) instead of a linear equalizer, the complexity
of the single-carrier system might be reduced slightly
with respect to the MMSE-LE case because only the
feedforward filter would need to run at the T/2 rate.
However, our preliminary results from DFE simula-
tions show that the complexity of a DFE receiver is
still at least twice that of the multicarrier system.

System Comparison on Degraded Chan-
nel

In this section, we explore the effect of interfering sig-
nals on the performances of single-carrier and multi-
carrier systems. For this simulation, we have simulated
a ham interferer of bandwidth 30-kHz located near the
middle of our 6-MHz simulated channel. We have as-
sumed that the ham signal causes a -20 dB null in our
channel’s frequency response magnitude, as shown in
Figure 5.

In order to select an appropriate FFT size for the
multicarrier system, we computed the channel’s im-
pulse response to determine the required cyclic prefix
length. Since the impulse response length is roughly
281 samples, we chose 2N = 2048, implying that ap-
proximately 86% of each transmitted block is data.
Assuming P, = 10~° and 5.0 dB coding gain, we then
simulated another multicarrier system and found the
achievable bit rates on this channel for the same DMT
SNRs we used previously. The results are given in Ta-
ble 5. Comparing the bit rates given in Table 5 with
those in Table 2 for the case 2N = 2048, we see that
the effect of the interferer is a minimal decrease in the
overall bit rate for each value of DMT SNR. A plot of
the bit distribution, shown in Figure 6 for the 49 dB
SNR case, indicates that only the subchannels overlap-



Table 4: MMSE-LE complexity data assuming T'/2-spaced equalizer

Corresponding to 2N = 1024 DMT {| Corresponding to 2N = 512 DMT
DMT SNR (dB) | Ny | Complexity (MIPS) | v N; | Complexity (MIPS) [ v

40 45 540 2.50 40 480 2.50
43 45 540 2.50 45 540 2.81
46 50 600 2.75 45 540 2.81
49 50 600 2.715 45 540 2.81
52 55 660 3.00 50 600 3.13
55 60 720 3.33 50 600 3.13
58 70 840 3.88 55 660 3.44
61 75 900 4.17 65 780 4.06

Table 5: Achievable bit rates and data rates for 2N = 2048 DMT system on channel with 30-kHz interfering

signal

[ DMT SNR (dB) [ Bit rate (Mbps) | Data rate (Mbps) ||

40 57.314 49.479
43 63.600 54.647
46 69.291 59.819
49 75.283 64.992
52 81.276 70.166
55 87.270 75.340
58 93.264 80.515
61 99.258 85.689

Channel magnitude (d8)
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Figure 5: Frequency response magnitude of simulated
channel with 30-kHz interferer

ping the interfering signal’s bandwidth carry fewer bits
than they did in the previous simulations. However,
since the channel’s impulse response length has in-
creased significantly, the data percentage per block has
decreased, yielding lower data rates. Specifically, for
each DMT SNR value, the percent decrease in data

throughput with respect to the data rates achievable
with 2N = 2048 on the “clean” channel of the previous
section is about 11%.

Finally, we computed the required numbers of QAM
bits and receiver SNRs and simulated another set of
MMSE-LEs that achieve the same data rates as the
DMT systems on the degraded channel. The perti-
nent values are given in Table 6. In computing the
data in Table 6, we have again assumed a 5.0 dB cod-
ing gain and T'/2 equalizer spacing. The values of y
in Table 6 clearly illustrate the dramatic increase in
complexity required by the MMSE-LE to achieve the
same data rates as the multicarrier system. We note
again that the complexity of the single-carrier system
increases with SNR, while that of the multicarrier sys-
tem remains 240 MIPS. Furthermore, if the bandwidth
of the interfering ham signal were even wider than the
30 kHz we assumed, then the complexity comparison
would further favor multicarrier. Equalizers with rea-
sonable numbers of taps are simply not effective on
channels with so-called “dead-zones” caused by strong
interfering signals. Thus, to achieve data rates on the
order of those attainable with a multicarrier system on
a channel with a dead-zone, a receiver would need an
equalizer with a prohibitive number of taps.
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Table 6: MMSE-LE data for degraded channel

| DMT SNR (dB) | Data rate (Mbps) | QAM bits | SNR,c, [ N; | Complexity (MIPS) | v ||

Bits per carrier

i R H i i i i i i
100 200 300 400 500 600 700 800 900 4000
Subchanne!

6
6

Figure 6: Bit allocation for multicarrier system on de-
graded channel with 49 dB SNR and P, = 10~°

Conclusion

The results of our simulations indicate that discrete
multitone modulation is more computationally effi-
cient than single-carrier modulation with equalization
for the transmission of digital data over CATV chan-
nels with rippled passbands. Furthermore, DMT can
easily adapt to a variety of channel degradations, op-
timizing the system bit rate for a given channel and
complexity. Because system reliability is important for
any consumer service, a digital transmission system
must maintain a certain level of performance under a
wide variety of circumstances. Given our simulation
results, multicarrier modulation appears to be better
equipped than single-carrier modulation to accomplish
this objective.
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40 49.479 8 205 | 160 1920 8.00
43 54.647 9 32.5 | 165 1980 8.25
46 59.819 10 355 | 170 2040 8.50
49 64.992 11 38.5 | 195 2340 9.75
52 70.166 12 415 | 225 2700 11.25
55 75.340 13 445 | 250 3000 12.50
58 80.515 13 445 | 250 3000 12.50
61 85.689 14 475 | 260 3120 13.00
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AN INTEGRATED NETWORK MANAGEMENT SYSTEM

FOR CABLE TELEVISION
John C. Anderson, P. Eng.
Rogers Engineering

Abstract

The Integrated Network Management
System  (INMS) uses  computer
technology to monitor and control all of
the equipment in Rogers primary fiber
hubs, secondary fiber hubs; and trunk
amplifiers and power supplies in the
coaxial cable TV system. In the event of
a fiber cut, or optical hardware failure, a
backup route or redundant hardware
automatically switches in to restore
service. The INMS system monitors all of
this equipment and reports any fault
conditions that occur to a central
Technical Action Center (TAC). Through
different security access levels, all users
can monitor the network, but designated
technicians have the ability to issue
switching or reconfiguration commands.
INMS is unique in that it provides a single
graphical interface to the outside plant
with a consistent representation of
several different vendors' equipment laid
out in a logical network presentation.
Rogers has developed software that
integrates the proprietary
communications protocols of various
vendors into one system of centralized
network management. The operator now
has a comprehensive view of the entire
network status at any time, providing
more effective problem isolation and
resolution. This system is providing real
gains in network operation efficiency and
customer service.
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Backqground

The past several years have witnessed
dramatic changes in cable television
network architectures. These changes
have been driven by the need for
improved signal quality, better reliability
and expanded bandwidth. The local
headends that formerly served a
community are being replaced by
regional headends that serve multiple
primary and secondary fiber optic hub
sites. These regional headends provide
economies of scale for signal reception,
processing, routing, and scrambling.
However, with the use of digital or FM
fiber optic backbone systems, the local
fiber hubs are in essence small
headends that receive the fiber signal
and remodulate onto VSB-AM systems
for either coaxial or further fiber
distribution. The large tree-and-branch
coaxial networks are also evolving
rapidly into fiber-rich networks with much
smaller serving areas off the fiber feeds.
Some architectures are now calling for
500 to 2000 home nodes served by each
fiber. Fiber optic receivers are being
placed in large numbers throughout the
distribution network.

With this network evolution we are also
seeing a proliferation of new
components in the network, such as fiber
secondary hubs and optical bridgers.
Future changes as part of the full service
network such as DVC, video-on-demand,
and high speed data services will only



add to the number and complexity of the
installed equipment base.

Fiber optic systems have brought new
vendors into the cable TV marketplace
and traditional vendors have increased
the range of their products. However, it
is extremely rare to find a cable TV
system built with a single vendor's
hardware. In most cases, a network
consists of hardware from numerous
vendors and of varying vintage. Unlike
the telecom environment, many cable TV
manufacturers and suppliers have either
not addressed network management
issues at all, or the solutions that they
offer are proprietary and only apply to
their particular hardware. These stand-
alone systems do not communicate with
one another to rationalize alarms, create
trouble tickets and outage reports, or
interface to other operations support
systems. Network management protocol
standards and interoperability are
virtually nonexistent in the cable TV
industry. The result is a mix of various
computer systems from different vendors
each interfacing with a particular type of
hardware. These single-vendor systems
focus on technology control, rather than
the end-to-end process of delivering
signals reliably to the customer.
Consequently, the system operator must
deal with an array of independent
computer systems and an astute
operator must interpret the cause of
alarm conditions.

With all of the activity in fiber optic and
full service network deployment, the
ongoing operational implications have
received very little attention. Part of
Rogers Cable TV fiber optic and
customer service strategies was the
recognized need for an automated
network management system to aid in

the operation and maintenance of this
growing base of network equipment.
Without some form of automation, there
would be a severe strain on staff skill
levels and overall manpower
requirements.

Network Management System
Requirements

A Network Management System is a tool
to co-ordinate, monitor and control the
distributed hardware resources
throughout a network. To be fully
effective, the network management
system requires cohesive interaction
between the human operators, the
software applications and the network
hardware elements.

Rogers had a number of key
requirements for an integrated network
management system:

1. The system must integrate the
various stand-alone systems into one
so that an operations technician
could view the network on one
computer screen as a system, rather
than a series of disjointed devices.
The graphical presentation of
multiple devices at multiple locations
to multiple end-user workstations
must be in a consistent format.

2. The system must be able to handie
various device protocols, no matter
how proprietary or standardized,
complex or simple they might be.

3. The system must be flexible in
configuration to handle multiple users
logged on simultaneously, both from
a central location and distributed
throughout the operating divisions.
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4. The system must be very user-
friendly, providing automatic updates
to operations technicians and
allowing them to concentrate on
solving problems rather than
operating the network management
system.

5. The system must be justified
financially in operating efficiency
improvements and better customer
service.

6. The system must use off-the-shelf
components, with low cost points-of-
presence and have a linear growth
cost.

7. The system must have several levels
of security that could be partitioned
either geographically or by
equipment type, to prevent
unauthorized access to the system.

Rogers Integrated Network
Management System

A network management project team
from Rogers spent over a year
researching various systems that were in
the marketplace. Almost all of these
proved inadequate for the requirements
identified. Most operated on high-end
expensive workstations, and, with
software, a total solution was in the
order of several hundred thousand
dollars. Most of these solutions only
supported telecom and LAN/WAN
protocol standards. Very few systems
could handle simple monitoring such as
voltages or contact closures, and many
had limits as to the number of devices
they could handle. A number of systems
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were simply "managers of managers"
that brought proprietary vendors'
systems together on one screen but
didn't really integrate the alarm and
database functions.

Consequently, Rogers assembled a
team of software developers and began
to develop an Integrated Network
Management System. "Off-the-shelf"
components were sourced which
included both hardware and software
tool kits. All workstations and hub site
communication servers (c-servers) were
to be 386 or 486 type PCs with standard
interfface cards installed. Hewlett-
Packard's Openview software adapted
best to Rogers' applications. Although
originally designed for WAN/LAN
monitoring, this software tool kit allowed
for user customization. The various
workstations and c-servers would
communicate via a Novell LAN
interconnection, since this technology
was already in place for Rogers office
LAN systems.

Technical Overview

INMS is a highly distributed system; it
uses 386 and 486 type PCs
interconnected using any standard Local
Area Network (LAN) technology for both
hub site servers and local workstations.
The distribution of processes allows for
system modularity, and flexibility while
the adherence to existing standards
offers a solid base for future growth.

A number of INMS system software
modules, or processes, cooperate to
manage the wide variety of information
packets present in the system at any one
time. These processes include message
routing, database access, security,



status management, and system testing.
Security is active on all users, network
devices, c-servers, message packets
and LAN activity. INMS information is not
accessible to a given user without
approval from the security process. The
status management process s
responsible for maintaining a current
snap-shot of the network that rapidly
issues updated alarms to work stations
using INMS. Without this process, it
would take an inordinately long time to
log onto the network and get updated on
the status of all devices. The distribution
of processing provides INMS with a
linear growth path, with no practical
upper limit concerning number of users,
locations or devices.

Each hub site has a communication
server (c-server) connected to the INMS
backbone using a variety of async, sync,
X.25 or T1 bridge hardware. An INMS
workstation can be collocated with the c-
server at a hub site for local monitoring
and control of devices by field staff.
Each c-server typically supports up to
thirty-two physical ports, with each port
supporting an individual vendor's
protocol (both proprietary and non-
proprietary). The c-server acts like a
network management multiplexer and
translator, combining a number of
proprietary sources into a single INMS
communication port. Under typical
operation, the c-server either polls
devices cyclically for a change of state,
or is interrupted by one of the managed
devices when a change of state occurs.
This initiates an event within the c-server
that takes the proprietary source and
converts it to a standardized INMS
message. Once converted, the c-server
packages the event message within an
envelope and issues a datagram to the
status manager for alarm filtering. The

status manager compares the datagram
to see if its contents result in a change-
of-state of the current network image. [f
a change of state has occurred, the
status manager issues an event to all
workstations registered (via security) to
access this information.

The INMS user workstation uses both
graphics and text to represent the
current state of the managed network or
devices within its access. The system
design ensures that monitoring and
control procedures are similar for a wide
range of devices, even though the
underlying protocols or technologies are
vastly different. This ability allows even
junior TAC staff to function as seasoned
professionals. The end user
workstations of INMS are typically 80486
based computers, equipped with super-
VGA, high resolution monitors, a mouse
and 4 MB of RAM. A company LAN
connection is the only requirement for a
workstation location. INMS is accessible
(with security limitations) to everyone
within the company from technicians, to
supervisors, to executives. The
workstation presents the user with a
simple  graphical (Windows-based)
representation of all networks and
facilities, plus access to the textual
database, trouble ticket, e-mail and login
screens.

INMS uses a series of "layered" screen
displays to graphically iilustrate the
network topology and status. Each layer
presents a set of icons that provide
access to different successive layers
containing more detail. The color of the
icon indicates the status of the
underlying devices: red indicates an
alarm, yellow a warning, green is OK,
blue indicates the device is out of
service, purple indicates a disabled
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alarm. Using a mouse, a user can "drill
down" through several layers of detail to
isolate the cause of an alarm or to check
the status of a particular device. After
the appropriate lcg-in procedure, the
opening screen is that shown in Figure
1, the Ontario Inter-city Fiber Optic
Network. A mouse click on Toronto, for
example, takes the user to the local
Toronto fiber network, Figure 2, which
shows the primary fiber hubs. A mouse
click on the Sheppard hub takes the user
to the display of the fiber detail screen,
Figure 3. The user can then drill-down
further to the equipment detail on each
fiber. Figure 4 shows the optical
equipment on fiber block A. At the
equipment level screen, the user can
interrogate each device and retrieve
real-time status of all measurable
parameters. For example, Figure 5
shows the secondary optical receiver
status for Block A. Remote video
monitoring via a tunable demodulator
and signal restoration controls are
available using the screen in Figure 6.
Similar navigational steps take the user
down into secondary hubs and out into
the coaxial trunk network, Figure 7.
Figure 8 illustrates the interrogation of
individual trunk amplifier parameters.
Standby power supplies are monitored
and controlled in a similar fashion. The
entire layered display system s
analogous to an inverted tree that allows
the user to navigate across and into the
network through thousands of possible
paths easily and logically.

Every physical component of INMS is
off-the-shelf, multi-vendor, multi-source
equipment. Manufacturer independence
allows the implementation of INMS at the
lowest competitive price, and provides
multiple sources for backup or
emergency purchase.
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On high priority links, INMS typically
operates as an "out-of-band"
management  system. Out-of-band
means that the network management
information data traffic is transported
external to the network being monitored.
On links with lower priority, the carriage
of INMS data traffic is on the network,
with dial-up redundancy available in
case of total network failure. Small fiber
repeater sites, that do not warrant a full
c-server installation, communicate via
automatic dial-in and dial-out access.

Operational Results

Rogers has implemented INMS in all of
its operating divisions interconnected
with fiber. INMS has few limitations on
what devices can be monitored or
controlled. It is being used for Rogers
Cablesystems fiber distribution network
including digital, AM, and FM fiber links.
In each primary fiber hub INMS provides
control of agile modulators and
demodulators; and ' video and RF
switches. Using INMS, redundancy
equipment and procedures are in place
to deal with entire fiber cable cuts, loss
of individual fibers or associated
equipment, or the loss of an individual
output channel. In any of these events,
signal restoration occurs in seconds
rather than hours. INMS is expanding to
secondary fiber hubs as they are
installed, to provide monitoring of optical
transmitter and receiver status, and
control of redundant path switching.
Approximately 4000, or one third, of the
company's trunk amplifiers are now on-
line with INMS, with the remainder
scheduled for the balance of the year.
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Using INMS, a technician, manager, or
executive can graphically review the
status of the network, its components
and relationships. The network status
can be viewed either globally, by city, by
hub site or by equipment type. Real-time
alarm conditions can be reacted to
remotely without the sometimes
unnecessary dispatch of technical staff.
Should the Technical Access Center
(TAC) operator feel that a problem
requires hands-on attention, a technician
can be dispatched using the INMS
Trouble Ticket System. Ceclor-coded
icons represent all components in the
overall network within a geographical
display. All control functions use a
consistent style across all vendor's
equipment. Full auditing and security
levels ensure that only authorized users
are able to control devices specifically
assigned to them.

On-call technicians have access to INMS
from home using dial-up facilities and a
laptop PC. In many situations, they can
take corrective action even before
leaving home. During the day, certain
field technicians can access INMS from
their vehicles using cellular dial-up
facilities.

INMS monitors a number of hub site
environment  conditions such as
temperature, primary AC power, standby
generator power, fire and smoke alarms,
etc. This provides an early warning of
potentially major problems.

Each hub site has a current "on-call"
technician list icon attached to it listing
various phone numbers . The TAC
center operator can quickly establish
who to call and how best to reach them
depending upon the nature of the
problem.

Each alarm is time stamped and logged
in the INMS database. Report writer
software facilitates ad-hoc and regular
reports that sort and provide statistics on
alarms by site, by type of equipment, by
date, etc. This functionality provides
management with the tools to analyze
the effectiveness of network operations.

Future Directions

Rogers Cable TV currently operates with
three main operations support systems:
the customer database and billing
system (Supersystem), the Integrated
Network Management System, and the
automated mapping and facilities
management (AM/FM) system. These
three "islands" of technology currently
cannot be linked electronically but yet
they support three independent
databases with overlapping functionality.
The long-range goal of Rogers Cable TV
is to provide an integrated customer
service system that would link these
three systems together into a
comprehensive  operations  support
system. For example, it would be
desirable to relate an equipment alarm
on INMS to the affected addresses on
the AM/FM system, and then relate
these addresses to subscriber accounts
on Supersystem. A technical service
representative (or perhaps even a voice
response unit (VRU)) would have up-to-
the-minute information on the technical
status of each subscriber when they
phone in. The municipal base map on
the AM/FM system would contain
infformation such as demographics of
subscribers, property information, zoning
information and building types. The AM
/IFM system would be able to sort and
correlate information that is now either
not available or which must be
assembled manually, such as address
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lists of subscribers fed from specific
hubs or equipment, inventories and
repair histories of installed equipment,
subscriber bandwidths, support structure
rental detail for billing reconciliation, etc.
After linkage, these three core systems
would then feed off into computer-aided
dispatch systems, GPS systems for
vehicle tracking and radiation patrol, and
automated work management systems.

Recommendations

Cable television operators are facing
numerous  challenges with  the
deployment of new technologies and
network architectures, the introduction of
new services, new and vigorous
competition in the video marketplace,
along with pressures from both
customers and regulators for better
service and reduced costs. It is
imperative that operating efficiencies be
applied in order to meet these
challenges. Network management is one
of these efficiencies.

However, the CATV industry is also
facing a number of obstacles to the
implementation of integrated network
management. A lack of industry
standards and a proliferation of
proprietary vendor solutions has made
the task of integrating network
management solutions very difficult. The
CATV industry must come together and
agree on standard protocols or
application programming interfaces in
order to make integrated network
management easier to implement.
Vendors seem to be reluctant to offer
software solutions either because they
add cost to their product, or they are not
willing to invest in software development.
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Much of the CATV plant hardware in
place today is not equipped for network
management. The industry needs to start
addressing the need for more intelligent
devices in the network. Higher levels of
functionality are feasible through the use
of imbedded microprocessor technology.
Some estimates claim that less than
10% of the CATV coaxial plant in the
U.S. is active two-way. Most recently,
coaxial rebuilds and fiber optic plant are
being built two-way active. These are
prime areas for immediate deployment of
network management technology. New
video-on-demand and high speed data
services, and network technologies such
as SONET fiber rings and ATM will
change the single "physical' network
connection to the customer to a “logical"
connection with ‘"virtual" channels.
Network management will be an
essential tool in managing these more
complex networks in the future.
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Abstract

There has been a number of past R&D efforts to
provide extended-service networks addressing
data communications, voice communications, and
interactive  applications utilizing the cable
distribution plant.  This paper provides a brief
survey of such efforts in terms of special network
considerations with respect to a fully integrated
system of the aforementioned services. A
summary of considerations for an efficient and
cost effective approach is provided along with the
benefits that such an approach offers to the system
operalor.

Relevant Work

R&D efforts addressing implementation of non-
traditional services on cable systems date as early
as late 1970's. Some of these efforts did not come
to fruition and others were implemented but lacked
consumer demand.

Many such efforts served to be more than mere
academic exercises. The larger subset focused on
optimization of multiple access protocols (medium
access control, MAC) for a cable based
metropolitan area network, the other subset
described the design of the overall system as in [3]
and [7], for interactive video-text based
applications. While optimization of medium access
control is an important element to enabling non-
traditional services, it is not the only area of
consideration. Nonetheless a brief account is
provided below for illustration. (A summary of
the various media access schemes proposed for
cable based distribution networks, and referenced
herein, is provided in [6] and repeated in [2].)

A common goal to many of these efforts was to
achieve performance optimization based on well
identified and objective evaluation criteria. The
two main figures of merit are network efficiency -
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amount of network capacity devoted to data
(video, audio, and text) transmission, and access
efficiency - the time between the queuing and the
transmission of a packet. A careful examination
of each approach, however, pointed to the
following often common drawbacks:

1) Definition and modeling in many cases relied
on invalid assumptions. In [4] the approach was
optimized specifically for a file transfer
application (support of interactive applications was
secondary). It pointed out however the practical
invalidity of approaches based on memoryless
systems.

TRUNK
AVELIFIER BRIDGER
H
E
A -----
D
E
N
s | | = o--pgoo» b
Figure 1. Placing substantial intelligence throughout

the distribution plant as suggested by [5], [8], and [9] (at
bridgers or splitters) is considered objectionable by
Cable Operators.

In [5] the spread spectrum access scheme assumed
persistent  (next slot) retransmission  of
unsuccessful transmissions in order to be able to
model system performance. However that
assumption caused the system to move to a
saturation point for throughput values considerably



lower than 1. The effects of a random scheduling
time were not provided. An entire system was
described in [3] and [7] but, again, a common
assumption was that traffic was generated by
interactive applications only. None of the
mentioned references thus far accounted for
support of isochronous traffic (for video and voice
based applications). An exception to that is found
in [8]. The assumption there was that data packets
were shorter in length than voice packets. While
that facilitated non-blocking access for voice
packets, the potential indefinite delay of data
packets was not addressed.

2) Imposed certain requirements on the
distribution plant that were not favorable from a
cable operator's standpoint. In the system
described in (8] two tuned notch filters and
frequency converters were required at each
regional subgroup boundary (neighborhood of less
than a mile in diameter). This was an attempt to
increase bandwidth reuse on pure coaxial tree &
branch distribution networks. A control node was
required in [5] consisting of a CPU with memory
for buffering at each bridge to aggregate the
upstream load from a given neighborhood and
forward it to the headend. Similarly [9] proposed
placing store and forward switches on trunks (and
bridgers as an alternate approach) that performed
routing, flow control, and error correction and
detection.

3) Each approach grew increasingly complex
when an attempt was made to extend it to support
and address practical assumptions and
requirements. In [5] buffering capacity at the
control nodes was assumed to be infinite. Beyond
a given threshold (saturation region, i.e., a given
number of active users) the system became
unstable in terms of successful transmissions.
Moreover, spread spectrum processing gain,
choice of FEC (imposed to guard against collided
transmissions) and packet lengths posed
conflicting optimization criteria with respect to
one another.

A practical consideration such as the effect of
round-trip propagation delay on feedback based
multiple access protocols often required further
refinement (and additional relative complexity) of
the proposed schemes as in [2] and [11], where
once the distance (from the headend to the most
distant communicating node) was changed from
the one mile assumption to a more typical value

(35 miles), the protocol had to be augmented in
order to maintain the same level of desired
performance. In this example, impact of round-trip
propagation delay is not the only practical factor
leading to additional modification of the proposed
scheme[1l]. The impact of a non-ideal
transmission channel (not a major issue in LANs
since such networks are environmentally
controlled, but is for a cable plant), is yet to be
fully characterized. In addition, there has been a
general tendency to depend on large upstream
transmission rates (in excess of 5-10 Mbps) for
performance improvement. Suffice it to state that
a signal with such a rate has a considerable wider
bandwidth that puts it at a disadvantage when
taking into account wupstream narrow-band
interference.

Optimal-Design Requirements &
Considerations

As discussed above, it is imperative to establish a
full set of applicable requirements as a first step to
defining the overall system. This in turn will
have an impact on subsequent definition of system
sub components. The system level design of a full
service network has to address the following
requirements:

1. Enabling a successful deployment of a given
service by optimizing system  performance,
operation (including reliability) / administration,
and cost.

2. Enabling incremental investments towards
expanded or additional services.

3. Providing an end-to-end solution that is not
optimized strictly towards a specific service or
application. Such optimization is bound to incur
penalties when considering the addition of other

services. This is also applicable when considering

monitoring and control (operations, administration
and maintenance, OA&M) of the overall system.

While the three criteria are not mutually
independent, the following addresses each
individually.

1. Enabling a successful deployment: The

success of a given service is determined by its
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appeal to the consumer and cost effectiveness of its
offering (each governing generated profits). For
many services, the appeal to the consumer remains
an unknown, thereby potentially invalidating any
assumptions technical or otherwise that may be
taken into account in the overall design. Consider
the previous example of multiple access protocol
optimization. In many instances traffic modeling
and usage pattern assumptions have been made or
even mandated to justify the validity of a given
approach. Relying on such assumptions may only
serve as a theoretical justification but not a
practical one. As illustrated, Medium Access
Control is one of many areas that are impacted by
the definition of the overall system.

The initial cost effectiveness of a design is
mandatory. Relying on economies of scale to
justify a more costly initial implementation is
undoubtedly risky especially when consumer
demand for a given service/application may not be
fully characterized. Conducting trials is
beneficial and in some instances is required when
a given system design mandates a substantial
initial investment, The latter is a characteristic of
a revolutionary rather than an evolutionary
approach (more below). An evolutionary
approach allows the system operator to invest
incrementally in expanding or adding a given
service. As such the initial design has to have a
self contained migratory path towards a more
capable system. This is applicable to regional and
local source equipment design, distribution plant
design, and set-top design, etc.

2. Enabling incremental investment: As stated
above, the initial design of an evolutionary system
has to have a self contained migratory path
towards a more capable system. For example, with
respect to the distribution network, a gradual
increase of return path capacity can be attained
initially through extending fiber to a smaller
number of homes/node, as in the Hybrid Fiber-
Coax (HFC) architecture, illustrated in [12],
followed by frequency block up conversion for sub-
split systems when it becomes necessary to do so
(i.e., when maximum capacity threshold has been
reached). With respect to the set-top design,
additional capabilities to support. enhanced
applications can be realized through add-on
modules (e.g., increased processing power,
memory and graphics capabilities). At a later date
secondary modules may be upgraded or integrated
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into the base unit (when the use of such modules
prevail). As for the design of the source
equipment, it has to be modular and scalable in
order not to dictate an unwanted initial investment
while allowing incremental investment as
economically deemed desirable. (It is assumed
that the necessary switching equipment already
meets this criterion). Figure 2 illustrates.

Enabling multiple services and ensuring proper
allocation of resources to such services is a key
consideration that the system operator has to
address. Depending on how the system is
designed, system operators may be faced with
misplaced choices and options (or lack of). For
example, systems that allow dynamic bandwidth
allocation per service (and per user) have the
flexibility and efficiency of BW reuse that is not
present in BW dedicated systems. Additionally,
systems that do not allow a transparent transport
of information associated with a given service are
likely to unnecessarily increase the complexity of
the system. This is particularly true for existing

services that evolved utilizing  different
connectivity  infrastructures, e.g. telephony
(POTS), PCS, data communications, etc.

However this approach (transparent transport) if
taken to an extreme may also pose unwanted
disadvantages: if a given service is to be ported
intact onto a Hybrid Fiber-Coax (HFC)
infrastructure, such porting while suitable for the
associated service may be entirely unsuitable for
another, leaving the system operator with
significant resource and operational issues. The
previous example of multiple access protocols can
be extended towards the currently defined MAC
schemes such as Ethernet (CSMA/CD), Token
Bus, or Token Ring (IEEE802.3, 4, .5
respectively), as an additional illustration. While
there are applicable features in some (as is the case
for a CDMA scheme), none were intended for a
system utilizing a HFC infrastructure with given
operational end-node characteristics. The
traditional MAC schemes are also unsuitable for
applications requiring guaranteed bandwidth.
Even when considering DQDB, IEEE802.6, one
finds the operational requirements widely varying
from those governing the system at hand. All of
this however does not imply that isochronous and
asynchronous data can not be efficiently
transported over the HFC distribution plant. What
is important to realize is that there are boundaries
that need to be established with respect to



transparent information delivery. In the case of
telephony, it would not be economically nor
technically advantageous to redesign the Host
Digital Terminal and switches to recognize new
protocols nor reinvent the interfaces, where
applicable (consider the effort invested by Bellcore
to produce technical requirements specifications
for telephony systems). Similarly for data
communications, it would not be desirable to
impact the design of IP routers, X.25 or ATM
switches as an example. Establishing such
boundaries becomes a relatively simple task when
communication models are applied that separate
the various functional layers. Which layers to
preserve and which can be replaced in order to
optimize overall system design becomes rather
self-evident.

Architecturally, there is a common denominator to
enabling additional services on the cable
infrastructure. PCS, POTS and video telephony
serve as an example. Each may have a suitable
interface from an origination/destination point and
a corresponding interface to the controlling
(switching) point. As long as the interfaces to
equipment residing at the demarcation points is

SATELLITE FEED

kept intact, a single architecture can be supported..
Preservation of a given service platform outside
the demarcation points is desirable since it
provides the system operator the freedom to select
individual platforms with the most competitive
offerings. The same applies architecturally to
interactive or Video on Demand applications. The
later, however, is an example application where
end-to-end system definition (of all applicable
functional layers) has to be provided since it is a
new application.

3. Providing an end-to-end solution: A fully
integrated system implies a fully integrated
Operations, Maintenance, Administration, and
Provisioning subsystem (OAM&P) covering:
billing, network, resource and  service
management, access control, remote monitoring
and control, etc. for the different types of services:
broadcast video, NVOD, VOD, POTS, video
telephony, interactive applications, telecomputing,
etc. This however is a long term objective
especially when integrating in an overlay manner
two or more existing systems of distinct service
types (to achieve near term objectives).

CELL, CIRCUIT, PACKET
SWITCHED NETWROKS
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Figure 2a. Example of Scalable Network Stages External to the ISPC.
(Some of the elements in the intermediate stage, to the left of ISPC,

may be combined via ATM).
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Figure 2b. Example of ISPC Functional Blocks.
Notes: 1. Some functional blocks may be remotely located.
2. Future (conditional) ubiquitous use of ATM may facilitate combining
certain functional elements.
3. See [12] for example illustration of subscriber side. (There ISPC is

ISHDT.)

A homogenous operational system offers
advantages associated with a single set of skills
required to administer the system as well as
understanding the underlying OAM&P processes.
However fully-developed enabling technologies for
a homogeneous system (not just the OAM&P
subsystem) are a few years away and thus it is best
to rely on proven approaches rather than risk
offering a  system that can be considered
experimental at best. What is learned from
experimental systems however can be used in

1994 NCTA TECHNICAL PAPERS -- 420

further advancing existing systems and as such
should not be disregarded.
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ABSTRACT

CableLabs has performed an evaluation of
cable channel characteristics to statistically
quantify the cable environment for high speed,
band-limited transmission of digital informa-
tion in a study conducted in cooperation with
several of our member cable system operators.
Approximately three hundred subscriber home
sites intwenty cable systems were measured and
analyzed over a wide range of channel frequen-
cies.

The range of channel characteristics, de-
gree of impairment, and relative frequency of
occurrence in a statistical distribution of both
the cable plant and the subscriber home wiring
is presented. These results provide the purvey-
ors of digital cable modem equipment with valu-
able design information which can be used to
determine the receiver interference mitigation
techniques required, the complexity and perfor-
mance characteristics of a demodulator design,
and the relative percentage of cable subscribers
who can satisfactorily receive a digital trans-
mission utilizing a specific demodulator imple-
mentation.

Various measurements of relevant channel
characteristics provide useful information
needed for both cost and performance optimiza-
tion of the digital demodulator, as well as the
cable system transmission equipment.
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INTRODUCTION

Therange of channel characteristics, degree
of impairment, and relative frequency of
occurrence in a statistical distribution of both the
cable plant and the subscriber home wiring is
needed to determine the receiver interference
mitigation techniques required, the complexity
and performance characteristics of ademodulator
design, and the relative percentage of cable
subscribers who can satisfactorily receive a
digital transmission utilizing a specific
demodulator implementation. Thermal noise
level, carrier power level, channel frequency
response (or alternatively impulse response) and
interference due to ingress characterized by a
statistical distribution of stationary disturbances
in the cable environment provide useful
information needed forboth cost and performance
optimization of the digital demodulator, as well
as the cable system transmission equipment.

CableLabs has completed a digital channel
characterization project that quantifies these
stationary impairments on a multiplicity of cable
systems across the U.S. and Canada. A number
of geographically separated cable systems of
varying size, age, and technology were
investigated. Within each cable system, multiple
distribution tap and home locations on as diverse
a set of system branches as possible were
measured. This data is available to provide the
purveyors of digital cable modem equipment
with valuable design information.



METHODOLOGY

The Digital Transmission Characterization
project conducted field measurements of both
cable television transmission channel and
subscriber home distribution characteristics. The
field measurements were performed using
computer automated instrumentation installed
inavehicle integrated into a self-powered mobile
laboratory testing environment. The data
acquired ateachlocation within each cable system
was compiled into a database for generation of a
statistical distribution of cable plant and
subscriber home wiring transmission
characteristics including frequency response,
shielding effectiveness, ingress, thermal noise
level, carrier power level, time domain reflection
response, and composite triple beat
intermodulation distortion level. This measured
data can be linked to a description of relevant
cable system design parameters obtained and
catalogued for each cable system prior to
measurement.

At each cable system subscriber location
tested, a series of ten automated measurements
were performed for assessing these cable system
performance characteristics. All measurements
were performed in the upper frequency region of
eachcable system where spectrum was available
but not utilized for conventional analog signals
(usually in a recently upgraded system prior to
deploying expanded channels). These
measurements are as follows:

1) Headend to Home Outlet Amplitude Flat-
ness and Group Delay

2) Headend to Tap Amplitude Flatness and
Group Delay

3) Cable System Signal Spectrum at the Tap

4) Cable System Noise Spectrum at the Tap

5) Cable System Ingress Spectrum at the Tap

6) Composite Triple Beat Level at the Tap

7) Local FM Field Strength

8) Home Wiring Shielding Effectiveness

9) Home Wiring Amplitude Flatness and Group
Delay

10)Home Wiring Time Domain Reflection Re-
sponse

An easy to use menu driven software pro-
gram for instrument control and data acquisition
had been developed to control various instru-
ments and catalogue measurement data via a
GPIB board connected to a DOS computer. All
ten measurements are available in the measure
menu. Inaddition, instrument states and calibra-
tion data are saved and restored to the instru-
ment.

Instrument control parameters were pro-
vided in input script files that were easily edited
on site for local cable system parameters. Be-
cause of the diversity of each cable plant, this
script file scheme allows changing a given mea-
surement by editing the input script files at each
measurement site. This greatly simplifies data
collection in the field which is much less con-
trollable and predictable than laboratory mea-
surement. In addition, no changes to the control
program are necessary from one site to another.

After starting a measurement, instrument
settings can be readjusted and data re-acquired.
This process can be repeated until valid
measurement data is obtained. The software has
great flexibility by allowing complete control
over the measurement process. Measurement
data is stored into output data files along with
instrument settings in the header information in
the computer database for later analysis.

RESULTS

A major cause of digital signal degradation
at the receiver results from corruption by
intersymbol interference caused by a deviation
from the ideal (i.e., Nyquist) channel response
required for high speed data transmission over
band-limited channels. The intersymbol
interference introduces time dispersion, causing
each received data symbol pulse response to
overlap with many adjacent symbols in a de-
structive manner. The deviation of the channel
characteristics from the ideal are caused by
signal reflections due to impedance
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discontinuities in the transmission path(s).

Examples of amplitude flatness and group
delay responses at one subscriber test location
are shown in Figures 1 and 2 respectively. The
degradation due to intersymbol interference is
most easily assessed in the impulse response as
reduced amplitude, delayed versions of the main
impulse. The frequency response data is inverse
Fourier transformed from the previous measured
data into the impulse response of Figure 3. An
echo approximately 24 dB down delayed 100
nanoseconds is apparent in the figure.

As a very large number of responses were
measured, a statistical representation of the
impulse responses is calculated using a two-
dimensional histogram depicting the relative
frequency (or probability) of a given echo
amplitude attenuation at a given delay time.
This result for the cascaded cable plant plus
inside home wiring is shown in Figure 4. The
echoes of more significant amplitude (20 dB
attenuation or less) occur at delays of less than
500 nanoseconds. Longer delay echoes are
more attenuated. More densely packed
modulation formats with a larger number of
states are more susceptible to echoes; hence
even very weak echoes may be significant as
data capacity is increased.

By projecting the data onto either the
amplitude or delay axis of Figure 4, a relative
frequency of each echo parameter is obtained
independently. The distribution of echo
amplitudes is shown in Figure 5. The distribution
of echo delay times is shown in Figure 7. A
useful characterization of the measured echo
distributions would depict the total percentage
of sites with either echo amplitudes or delays
larger than a given value. This is available from
the cumulative distributions obtained by
integration of the relative frequency distributions.
The cumulative relative frequency of echo am-
plitudes is shown in Figure 6. The cumulative
relative frequency of echo delay times is shown
in Figure 8. One may ascertain by inspection of
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the cumulative distributions shown in Figures 6
and 8 that 90 percent of the home sites measured
had echo amplitudes less than -27 dB below the
desired signal and delay times less than 570
nanoseconds.

The shielding effectiveness of the home
wiring was measured in the FM radio frequency
band. The strength of the local FM field was
measured with a dipole antenna at the test site.
The home wiring was disconnected from the
cable plant and terminated. The terminated
home wiring replaced the antenna and the FM
field strength measured again. The shielding
effectiveness is calculated as the ratio of these
two measurements averaged over all the local
FM stations received at that location. The rela-
tive and cumulative distributions of home wir-
ing shielding effectiveness are shown in Figures
9 and 10 respectively. Although the average as
well as the median shielding over all sites is
greater than 58 dB, a small but significant num-
ber of homes (about 5 percent) provided less
than 36 dB shielding. These homes are much
more susceptible to ingress from external RF
signals.

The carrier-to-noise ratio relating the re-
ceived signal energy to the thermal (additive
white Gaussian) noise level is a fundamental
performance parameter in determining the re-
ceived bit error rate. The carrier power relative
and cumulative distributions are shown in Fig-
ures 11 and 12 respectively. The noise power
relative and cumulative distributions are shown
in Figures 13 and 14 respectively. The carrier-
to-noise ratio relative and cumulative distribu-
tions are shown in Figures 15 and 16 respec-
tively.

The spurious power measured indicates the
total non-thermal peak noise power due to
intermodulation components and the ingress of
external RF signals into the cable system. The
spurious power relative and cumulative distri-
butions are shown in Figures 17 and 18 respec-
tively.



The specific spurious component gener-
ated as the composite triple beat (CTB) located
12 MHz above the last analog channel was
measured separately. The CTB relative and
cumulative distributions are shown in Figures
19 and 20 respectively.

A summary derived from the cumulative

distributions of all the previously described im-
pairments tabulates the maximum impairment
values for the 50 (median), 90, 95, and 99 per-
cent relative number of test sites measured. The
results for microreflection impairments are
shown in Table 1. The results for noise and
interference impairments are shown in Table 2.

MicroReflection Impairments 50% 90 % 95 % 99 %
Delay (nano sec.) 230 570 730 1280
Amplitude (dB) -37 -27 -24 -19
System Delay (nsec.) 230 640 860 1520
System Amplitude (dB) -37 -29 -26 -19
Home Wiring Delay (nano sec.)

50 - 200 MHz. 140 350 430 640
Home Wiring Amplitude (dB)

50 - 200 MHz. -37 -26 -22 -16
Home Wiring Delay (nano sec.)

200 - 560 MHz. 130 330 440 1250
Home Wiring Amplitude (dB)

200 - 560 MHz. -37 -28 -25 -19
Table 1. MicroReflection Delay and Amplitude Impairments Summary.

Noise / Interference Ave. 50% 90 % 95% 99%
Impairments

Carrier / Noise (dB) 48 43 35 33 25
Carrier Power (dBm) -32 -37 -48 -53 -60
Noise Power (dBm) -72 -82 -72 -68 -60
in a 6 MHz. Bandwidth

Spurious Power (dBm) -68 -78 -66 -62 -56
in a 6 MHz. Bandwidth

CTB Power (dBm) -93 -107 -90 -86 -80
in a 30 kHz. Bandwidth

Home Wiring Shielding 67 58 42 36 27
(dB) in FM Band

Table 2. Noise / Interference Impairments Summary.
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CONCLUSION

A statistical characterization of cable system
impairments to digital transmission has been
presented. Three hundred home sites in twenty
diverse cable systems have been measured and
analyzed. The relative percentage of the total
measured population exceeding a given level of
impairment has been derived from a statistically
significant number of cable subscriber homes.

The range of cable channel characteristics,
degree of impairment, and relative frequency of
occurrence in a statistical distribution of both the
cable plant and the subscriber home wiring
presented may be used to determine the receiver
interference mitigation techniques required, the
complexity and performance characteristics of a
demodulator design, and the relative percentage
of cable subscribers who can satisfactorily receive
a digital transmission utilizing a specific
demodulatorimplementation. This dataprovides
the manufacturers of digital cable modem
equipment with valuable design information as
well as insight into the existing cable environ-
ment.
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Architectures for Video Servers
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Hewlett Packard
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Introduction

In the past few years a number of important
activities and technology advancements that will
influence the future of the industry have
emerged. Cable companies have been laying out
fiber cable providing enormous amounts of
bandwidth capacity to residential
neighborhoods. Memory storage is quickly
becoming  cheaper.  Compression  and
decompression techniques are becoming more
well understood and standards such as MPEG
are gaining significance. The above factors now
enable the possibility of various new services
that can be provided to residences. One such
service is video on demand (VOD). VOD will
allow customers to choose the movies they want
to view. Instead of driving to a video store to
rent a tape, they will be able to choose a movie
that is delivered to their home over a high speed
digital network. VOD has the potential of being
a multi-billion dollar business in a few years.

The essence of video on demand is that a
number of digitized, compressed movies are
stored in a video server and transmitted over a
distribution network to viewers in their homes.
The overall architecture is shown in figure 1.
There are a number of possibilities for the
distribution network [1]. The bandwidth into the
residence is limited by the final interface at the
home. Due to cost constraints, the equipment in
the home is assumed to be minimal, comprising
little more than decompression, decoding,
demodulation, and display on a TV. The movie
is played back in real time over the network and
is not downloaded into storage in the home. The
system cost is dominated by the cost of storage,
and it is less expensive to concentrate the
storage in the server where only enough storage
for the number of simultaneous viewers is

needed, rather than having idle storage in the
homes of all non-viewing subscribers.

This paper describes the key issues in the design
of video servers. We provide an overview of
some of the video server architectures currently
being explored. We also briefly overview the
potential  services, service  requirements,
features, and communication facilities required
for the whole infrastructure. We highlight the
design issues that to us are the interesting
research problems and outline some of our views
on their solutions.

Video Server Requirements

There are a number of services in the area of
entertainment and information/education that
can be conceived. These include video on
demand, news services, shopping services and
educational information, to name a few. Of all
these services motivating the development of a
video server, the most immediate is the delivery
of movies to home viewers. Cable companies
want to expand their revenues by providing new
services as well as providing telecommunication
services. Already there are cable companies that
are utilizing the large bandwidth of cable to
provide internet services to the home. Not to be
left out, and experiencing a threat to their
revenues, the telephone companies are planning
new integrated services. The telephone
companies, cable companies, and third parties
see an opportunity simply to displace a major
part of the revenue collected by video stores for
movie rentals. There are a number of other

_ service opportunities. Hotels will offer movies

on demand to their guests plus on-demand
videos of hotel facilities, tourist attractions, and
other information. Companies large and small
will offer training programs and company news
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to employees at their individual convenience.
Real estate agents will allow customers to view
potential acquisitions and retail merchants will
be able to provide information about products
more effectively.

The specific requirements for a video server are
not totally defined, since commercial trials are
only about to begin. We expect to see small trial
systems with 50-100 titles serving 10-100
subscribers. Pilot roll outs will probably have
100-1000 titles and 200-3000 subscribers. And
real services, when fully configured, will likely
require 10000 titles per server (with subscriber
access to a total of over 100000 titles on a
distributed array of servers) and 10000
subscribers per server. These numbers are also
likely to vary with the area served and the
service provider. Because of the wide range of
these numbers, we feel it important to make the
server scalable in at least the dimensions of
number of viewers and number of titles, so that
a common design and set of components can be
the basis of a whole family of servers.

Another factor that influences the design of the
server is the set of features that it must provide.
Reliability, quality and privacy (security) are
some of the key features. Since the video server
provides a service that is can be accessed by

news
server
shopping

server

education,
travel,
server

Communication
Infrastructure

thousands of viewers and each call last around 2
hours, reliability of the server is of key
importance. We use redundancy to increase the
reliability of the architecture. The quality of the
video stream, which translates into jitter free
bitrate, is another important feature. We assume
that movies are encoded digitally using MPEG
(the standard from the Moving Picture Experts
Group) at rates that begin at around 1.5 Mb/s
but could also include rates such as 3, 4.5, 6 or 8
Mb/s. Ideally, a server would allow subscribers
to select their quality level, so it would have to
play movies back at a variety of bitrates. In some
cases, the distribution network bandwidth and
settop specifications will determine an upper
bound to the bitrate that can be delivered. The
storage requirement for a movie is proportional
to the bitrate of its encoding; a minimal bitrate
of 1.5 Mb/s results in a 2-hour movie taking up
1.3 giga bytes of storage. Enough buffering is
included in the system to allow a continuous
stream of data to be delivered to the network.
Privacy and security are provided by encryption
of the digital data stream. The encryption key is
changed periodically to eliminate piracy of the
data, so that no one views something they are
not paying for. Another feature is the degree of
interactivity. To explain this, we describe two
varieties of services.

settop
in home /j

Figure 1: VOD Infrastructure
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One potential service is near video on demand
(NVOD). In NVOD, a popular movie is
repeated at intervals of, say, 5 minutes, and a
viewer can simply choose to watch continuously
or jump between streams. The movie is
broadcast to all the viewers, hence a large
number of subscribers can be served by the same
stream. This delivery mechanism is good for
very popular movies (hot movies). The server
needs to transmit only a single stream to satisfy
multiple requests. For example, a two hour
movie transmitted at an interval of 5 minutes
requires 24 streams to serve an unlimited
amount of viewers. At the high end, we have
fully interactive video on demand (IVOD),
sometimes called true video on demand, in
which the viewer has complete virtual VCR
functions of pause, fast forward, and rewind.
Whereas NVOD allows a considerable degree of
broadcasting and therefore a very large number
of viewers per copy, IVOD is restricted to one
viewer per stream. It is therefore the most
expensive in terms of storage and network
bandwidth per viewer.

Network Delivery of Video

There are a number of delivery mechanisms
possible. We provide a brief overview here.
Further details are available in [1]. Currently
there are two main physical communication
channels entering homes. These are the twisted
pair wires used for telephones and the coax
cable used for the cable services. Asymmetric
digital subscriber line (ADSL) can be used to
transmit digital data over twisted pair. ADSL I
has an upper bound of 1.5 Mb/s for transmission
of data. ADSL II improves the upper bound to
6.4 Mb/s. Delivery of information over twisted
pair is thus limited by the data rate and cannot
support very large data rates. Coax cable has a
bandwidth of around 1GHz. It is split up into
6MHz analog channels. Using 64 QAM
(quadrature amplitude modulation), 25Mb/s data
rates can be transmitted in each of the 6MHz
channels. Typically VOD related information
will be carried in the frequency spectrum above
450 MHz, with most of the lower frequency
spectrum being used for traditional cable
delivery that is being done today. A limited
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number of channels are reserved to carry
reverse, or upstream, information to the server.
However, upstream amplifiers do not exist in all
locations and need to be included. A hybrid
combination, using the twisted pair for upstream
communication, and the cable for downstream
data delivery is also possible.

We assume that many servers will reside in telco
central offices or cable company head ends.
Customers will directly access movies on their
local server. If the movie they wish to view is
not stored there, their server will establish a link
to other local servers or regional libraries. We
believe that by the time video on demand is
widely deployed this communication
infrastructure will be based on SONET/SDH and
ATM (asynchronous transfer mode). Already the
long-distance trunks are predominantly fiber
and SONET based.

Video Server Architectures

The main physical components of a video on
demand service are a video server, data delivery
network and set-top converter box. Figure 1
shows these main components. The video server
consists of the storage and control required to
store movies in compressed format and play
them back on request. It differs from a
traditional database server in various ways. It
has to perform a number of functions such as
admission control, request handling, data
retrieval, guaranteed stream transmission,
stream encryption and support of VCR
functions. Admission control is done for each
request by determining if the request can be
serviced by the available resources in the system.
Because the transmission of video data is stream
oriented, it needs to be delivered to the end
viewer without any glitches. The system can
service the request only if continuous delivery of
the video stream can be guaranteed, once the
stream has been started. Because of the non-
deterministic nature of disk  accesses,
intermediate buffer memory is used to transform
the bursty disk accesses into a continuous stream
that is guaranteed to be glitch free. The
communication paradigm is also different from
that used in a conventional system that is part of
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an enterprise network. In the case of VOD, the
data is continuously sent from the server to the
settop. There is no feedback from the settop
asking for more data when the settop buffer is
about to underflow. In an enterprise network the
settop acts as a client and is continuously
pulling the data from the server. In the VOD
case, the data is "pushed" to the-settop instead of
being "pulled" by the settop. The buffer
requirements at the settop need to be sufficient
to prevent any underflow or overflow to occur.

The digital data is taken in compressed format
from the disks and delivered to the network
interface, where it is modulated for transmission
over the distribution network to the home
receivers, or set-tops. The set-top box, next to
the TV, decompresses the data in real time and
displays it on the TV screen. Decompression
chips conforming to the MPEG standard are
available from a number of vendors. The set-top
box will provide the user interface that will
allow the user to choose movies from a menu
and also have a VCR-like interface for play,
pause, rewind, and fast forward. The set-top
box has to be very inexpensive in order to
compete with existing CATV converters and

® ©

cache cache

Bus | |

VCRs. Therefore it should contain only enough
storage to compensate for network jitter, not
enough to download the whole movie.

There are a number of important issues that
need careful consideration in the design of a
video server. Current computer systems are
mainly designed for good computations. For the
VOD application, the compute power of the
server is irrelevant. Good input/output
bandwidth, or efficient data movement, is
significantly more important. Multiprocessors
may be used as video servers, but that would not
be a very cost effective choice since a lot of
hardware is not utilized.

One possible architecture for a video server is to
use an existing shared memory multiprocessor.
Figure 2 shows a shared memory
multiprocessor. The data is taken from the
storage subsystem, transferred over the bus to
main memory, and then transferred again over
the bus to the network interface. The caches and
processors are not utilized and the bus is also -
not effectively utilized due to the dual
transmission of the data over it.

® ©

cache cache

Main Memory

network

storage
interface

sub-
system

Figure 2: Shared Memory Multiprocessor
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Figure 3: Distributed Memory Multiprocessor

Another possible video server architecture is a
distributed memory multiprocessor. Figure 3
shows a distributed memory multiprocessor.
Each node consists of a processor, cache,
memory and interface to the interconnect. These
architectures are designed for large scale
computations using the message passing
programming paradigm. Each node can be
adapted to include a network and or storage
subsystem interface. The computation related
resources again are underutilized.

Scalable Architecture

As had been mentioned earlier, it is important
for the design to be scalable, both in terms of the
number of titles and in terms of the number of
viewers. The VOD application involves large
amounts of data transfers and comparatively
small computations. We now describe an

architecture that can be used effectively for the
large data transfers that are typical for video
servers, It is tailored for the dafa movement
problem instead of a general purpose data
computation computer. Figure 4 shows a generic
architecture for a scalable video server,
consisting of a main controller and a number of
data servers. Each data server contains its own
storage devices. Scalability in the number of
titles is achieved by increasing the amount of
storage per data server. Scalability in the
number of viewers is achieved by increasing the
number of data servers. This makes the design
modular in structure and scalable to larger
systems. We follow an open systems design
approach by using standard interfaces and
protocols. These interfaces range from SCSI for
the storage devices to ATM (asynchronous
transfer mode) packets that are transported over
a SONET interface over the distribution
network.

Distribution Network
requests
q f data \
Main Data Data Data
Lt —p- > 0 00
Controller Server Server Server
\ A
Control i A

Figure 4: Scalable Video Server Architecture
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Figure 5: Data Server

The main controller can be a general purpose
workstation, or an embedded device. It receives
requests from the network and performs the
admission control functions. It has the mapping
of movies on I/O devices and controls the data
servers. Control information consists of
commands such as "play stream A", or
"rewind/fastforward stream A". A data server is
responsible for a particular video stream. Once it
receives a command from the name server, it
determines locally how to manage the available
resources most efficiently. Each data server is
connected to the storage devices.. A data server
is the replication unit and additional data
servers may be added to the system to scale the
bandwidth of the system. The main controller
can run Unix. We follow the open systems
approach throughout the architecture. Besides
controlling the data servers, general services
such as billing are also performed by the main
controller. Viewer requests are received at the
main controller via the back channel. The main
controller has the necessary software and
database to perform admission control and
control the data servers. Each data server is
connected to SCSI subsystems and to an ATM
switch. For small configurations requiring only
one data server, the ATM switch is not required,
resulting in lower overall cost.

Figure 5 shows the structure of a data server.
Each data server has information about the
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movies that are stored on the subsystems it
controls. The movie can be striped across
multiple disks. By striping the data fully across
all the disks in a data server, load balancing can
be achieved more effectively and hot spots in the
system can be prevented. A data server
performs its own resource management for the
movies that are stored locally. It can operate as a
NVOD server or a IVOD server. A standard
control protocol between the main controller and
the data servers allows more than one
implementation of the data server to be used in
the same overall architecture. The data server
controls the transfer of data from the disks to the
burst memory. The burst memory is used to
buffer the disk blocks and remove the non-
determinism in disk access times. Data is taken
from the burst memory and transmitted in a
continuous stream over the distribution network.
One likely network interface is a SONET OC3
interface that is capable of transmitting data at a
rate of 155Mbps. Other interface conforming to
the open systems approach are also possible.
Each data server module has the potential of
serving a few hundred viewers.

Storage

Traditionally, database servers have been
designed for a large number of small
transactions. The throughput for these



transactions is optimized (transactions per
second), but there is no notion of guaranteed, or
real time delivery. In a video server, once a
transaction (movie) is started, the complete
movie file needs to delivered in a guaranteed,
stream oriented manner. A video server also
needs to access a large amount of data of the
order of a terabyte. This makes the storage cost a
very important design criteria. The data layout
on the disks needs to be optimized in order to
obtain maximum utilization of the system.

Compression is required to reduce the storage
requirements for the video database. A 2 hour
NTSC format movie requires approximately 100
GBytes of storage. At $0.80/MByte for disk
storage, this translates to $800,000 per movie,
which would make the system uneconomical.
Compression reduces the storage requirement to
approximately 1.35 GBytes per 2 hour movie
using a 1.5 Mb/s MPEG compression scheme.

Cost

Hard Disk

From the experiments in our lab, this
compression rate produces good visual results on
the monitor. But this has not been tested
commercially, and if 1.5 Mb/s yields inadequate
quality, 3 Mb/s or more will be needed, resulting
in close to 3 GBytes per movie. To cop with the
vast amounts of storage needed even for
compressed movies, we expect to use a
combination of magnetic tape and disk storage
to reduce the total system cost, which is
dominated by the storage cost.

Figure 6 shows the various technologies in the
storage hierarchy. RAM is the most expensive
and has the highest bandwidth. At the low end
we have jukeboxes that can be used to store
large amounts of data, but they have large access
times. A proper intermix of the various
technologies can result in a cost-effective
storage system for the video server.

Bandwidth

A

Z MO Disk, CDROM  \

/ Tape Drive

\

Z Tape/MO Jukebox \

Figure 6: Storage Hierarchy

Storage Technology Bandwidth Cost
(MBytes/sec) ($/MByte)
RAM > 80 60
Disk 4 0.80
Tape 2 025
CD-ROM 3 .05

Table 1: Storage bandwidth and cost
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To have a cost effective design, the storage
hierarchy described above needs to be exploited
by using forms of caching. We expect SCSI
devices to be used widely, with fiber channel
devices to follow. The small computer system
interface (SCSI) is a parallel, multimaster I/O
bus that provides a standard interface between
computers and peripheral devices. SCSI is a
widely used protocol for connecting disks, tape
drives, CD-ROMs and magneto-optic (MO)
drives. Fast and wide SCSI systems can provide
a peak bandwidth of 20 MBytes per second.

Disk densities are increasing at a rate of 60%
each year, and prices are falling at a rate of 12%
per quarter. The video server is a disk based
cache of data that is retrieved either locally or
remotely from archival storage. Corruption of
data on disk is therefore relatively unimportant
as it can easily be retrieved from tape or other
media. However the failure of an entire disk is
important as it will disrupt the service of paying
viewers. High availability is therefore more
important than data integrity. Specifically the
storage system must have excess bandwidth
available to cope with component, usually disk,
failures.

To provide the bandwidth necessary to supply
many streams from the same material the
movies will be striped across a number of disks.
Redundant Arrays of Inexpensive Disks (RAID)
techniques that add additional disks can be used.
There are a number of raid levels that have been
defined ranging from RAID 0 to RAID 1. For
VOD, data retrieval needs to satisfy some hard
real time constraints. The array needs to be able
to supply the data at the correct rate even when
one of the disks malfunctioning. Due to this
hard real time constraint, the RAID levels that
are most useful for video are RAID 1 and RAID
3. In RAID 1 data is mirrored, or replicated..
The cost is thus double than that of a simple
array of disks. In RAID 3 one additional disk is
required for each array to store parity. If a disk
fails, the parity data is used to generate the
correct data. However the sophisticated rebuild
algorithms required to reconstruct the data on a
replacement drive while maintaining bandwidth
to the application may not be necessary as the
movie can potentially be replaced from tape.
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If a movie is not available at the server, the data
can be obtained from an archival storage. It is
likely that this transfer will be non real-time
initially, with real time capability in the future.

Summary and Conclusions

We have described the various issues related
with the design of video servers and described
some architectures that can be used for this
VOD application. The scalable architecture that
we have described allows a very cost-effective
solution for the VOD application and other
multimedia applications. It follows our
commitment to open standards and reflects our
belief that the server, while computer controlled,
is not a computer. The VOD application is
primarily a data movement applications as
compared with a data computation applications,
hence neither a scaled down mainframe nor a
scaled up workstation provides an optimal cost
effective solution.
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ASYNCHRONOUS TRANSFER MODE
(ATM)
Its Development and Adoption: Migrating towards cable
by Roger D. Pience

ABSTRACT

Asynchronous  Transfer = Mode
(ATM) has taken the telecommunications
and cable television world by storm. It is
widely recognized to be the only
technology that bridges each element of
the emerging National Information
Infrastructure (NII); ie., interoperability
between telephone, data and computer
networks and cable television and
multimedia  networks. For the
management executive, this paper will
explore the various business applications
and benefits of ATM along with a
contrasting historical perspective of other
technologies. The engineer will be
presented with the technical aspects of the
medium, from network applications and
network architecture to basic details of the
ATM protocol layers. In summary the
paper will examine where the applications
of the technology for cable television
industry  (e.g., video-on-demand or
multimedia), and ATM integrate various
network architecture's.

INTRODUCTION

The emergence of a large number of
new telecommunications services has
influenced the growth of new com-
munications protocols that will provide
ever increasing speed and network
flexibility. ATM is an enabling technology
that process data, video, voice and image
information simultaneously. It
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is one of a general class of packet
technologies that relay data via an address
contained within the packet, which
provides this speed and network
flexibility. First and foremost ATM is a
high bandwidth, implying high data rate,
switching and multiplexing technology [1].
ATM is not a service that can be compared
to interactive multimedia, for example. It
is a technology which will deploy most all
of the advanced services, such as video-on-
demand, HDTV, videophones and high
speed data transfer for example, within a
full service network. It is an outgrowth of
B-ISDN[2] and is intended to be carried on
a synchronous fiber or coaxial network.

Future market expectation can
clearly delineate two categories of
customers for high speed communications
networks using ATM: the home and the
office or business. Each has its own
separate and distinct network service
requirements. The home is mostly
interested in entertainment type services
and the office, especially health-care and
education, is concerned with increased
efficiency and productivity. However, as
increased network capacity becomes
available the home is ever more so
interested in data services as well.

ATM is foreseen by the cable
industry as a technology that may allow
cable to fulfill its potential of performing to
the standards of a broadband-switched
network[3]. Indeed, many com-
munications companies are exploring the



inherent advantage of ATM over existing
technologies as an efficient means of
provisioning advanced data and video
services.

HISTORY

Asynchronous Transfer Mode is
really not a new technology, but an
outgrowth of Asynchronous Time Division
Multiplex (ATDM) networks which have
been extensively studied at Bell Labs since
1969 [4]. The imminent confluence of
computing and communications resulted
in a need to interconnect several computers
and peripherals together at widely
separated physical locations with a high-
speed data network.  Packet switched
networks were just beginning to emerge in
1969 and time sharing was in its infancy.
The need to connect computers called for a
high-speed network which would strive
for efficiency, economy, and full
instantaneous benefit of the bursty nature
of communications required.
Synchronous communications platforms,
of the day envisioned for future digital
telephone services did not fulfill the
requisite technical needs. By 1975,
research progressed to the point where the
ATDM communications requirements had
out-grown the present synchronous
switches. There are three inherent
problems with synchronous network
switch designs: lack of flexibility,
unnecessarily high switch speed, and
synchronization of the sending, receiving
computer and any intermediate switch
node.  Further research developed the
ATM concept and in December of 1983,
AT&T introduced the first commercial
ATM product: Datakit VCS. From its start
in 1985, B-ISDN has encompassed circuit
and packet switching technologies. ATM is
a derivative B-ISDN since its cell structure

enables it to work in partnership with
circuit switching in the same network][5].
1984 saw the first ATM product and
service availability and since that time has
grown into the technology we know today
and which in 1992, exploded from virtual
obscurity to general awareness.  This
recent volcanic awareness is driven by the
response of ATM meeting the wusers
changing needs rather than being network
standards driven.

ATM OVERVIEW

It is important to understand the
reasons why the technology has so rapidly
come from obscurity to communications
hottest commodity. ATMis:

¢ bandwidth efficient
Low header overhead and variable
length data packets form the ATM cell.
This ratio provides high bandwidth
utilization.

¢ scalable
ATM is capable of simultaneous
carriage of data streams of varying
rates. Video, voice and computer data
require vastly different rates of data
transmission and each are equally
accommodated within ATM.

¢ (transparent
Some networks require guarantee of
timely delivery of information at the
receiving point. Real time services such
as telephony and video demand must
have minimal end-to-end transmission
delay. Packet switching and frame
relay cannot guarantee such timely

delivery[6].

¢ network flexible
The ATM network need not be
modified or suffer efficiency losses in
order to accept new and different
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service characteristics. It is also capable
of multicast functionality; i.e., broadcast
or point-to-point.

¢ protocol optimized
Each ATM cell is fixed at 53 octets
(bytes): 5-octet header for identification

and 48 octets for information. The -

allocated information octets are
commonly called the payload. This
particular equation of header to
payload ratio provides particularly
jitter free transmission characteristics
which is especially important for voice
networks.

Now that it is known what ATM is
and what it can do it is also important to
understand what ATM is not. The
comparison with other transmission
systems such as PACKET, FRAME RELAY,
and SONET will provide a little insight to
these differences.

PACKET

Packet systems such as X.25 and
other closely related X.2 packet protocols
were first developed for use over noisy
error prone analog transmission channels
such as radio or telephone lines. The
protocol for these noisy channels was
necessarily robust and bandwidth
inefficient. =~ Hence it is slow. DS-1
performance is about all that can be
expected of packet systems.  Another
difficulty with packet is its time
insensitivity. ~ X.25, in particular was
designed to allow data packets to arrive at
a receiving location out-of-sequence and
then be reassembled in proper order at the
destination. This is not suitable for data
such as video and voice because of the
inherent delay[7].
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FRAME RELAY
A fairly recent development, frame
relay, is more efficient than packet in
carrying data traffic because it was
developed to operate over fiber optic data
channels that are virtually error free. It
provides higher throughput, higher
bandwidth and more cost effective
transport than does standard X.? packet
technologies. However, this strength is its
downfall. Frame relay is too inflexible to
cope with changing traffic rates such as
video and voice which in the future will be
mixed into today's purely data networks.
Frame relay can be approached in three
separate defined implementations: an
interface, a network signaling protocol and
as a network-provided service[8]. Some of
the benefits of using frame relay as an
interface are:
¢ true international network interface
standard

¢ multiple users per physical interface
access line

¢ high speed of access due to low
packet overhead

¢ higher throughput to high-speed
applications

The benefits of using frame relay as a
protocol are:

¢ various size frame transport

¢ increased performance over older
packet technologies

¢ reduced overhead for backbone
networks

maximum link efficiency
performs multiplexing functions

reduces nodal latency

* & o o

improved bandwidth utilization



The benefits of using frame relay as a
service are:

¢ cost effective because of network
efficiencies

transport speeds of up to T3
utilizes all available bandwidth
provides first true bandwidth on
high speed - low delay

fills gaps between X.25 and broad-
band services

* & & & o

<

"any-to-any" connectivity

Frame relay is sometimes confused with
the term "fast packet." Fast packet is a
generic term used for many high-speed
packet technologies such as frame relay
and cell relay. Frame relay and frame
switching are synonymous only with CCIT
switching implementation of Type II frame
relay where it is defined as an end-user
service under ISDN service standards.

SONET
SONET, Synchronous  Optical
Network, is a Bellcore term for the
Synchronous Digital Hierarchy

standardized by the CCITT in Europe and
Asia[9]. It was conceived as a method of
providing a high-speed international fiber
optic transmission standard interface
between disparate standards of various
countries. SONET is a transport interface
and method of transmission only and is not
a network unto itself. SONET is planned
to eliminate the different transmission
schemes between countries.

SONET uses both synchronous and
asynchronous transfer modes through he
use of a fixed data transfer frame format.
Using a unique framing format, SONET

relies upon timing as the most critical
element. Frame payloads of SONET are
not synchronized by a common clock even
though it is a synchronous technology.
The actual data payload of SONET can
take many forms such as DS3, FDDI or
SMDS. Some of the benefits of SONET are:

¢ true fractional DS3
specifications

¢ aggregation of low-speed data
transport channels into common
high-speed backbone trunk trans-
port

¢ increased bandwidth management

¢ reduced overall network transport
delay

¢ supports B-ISDN, SMDS, and other
high bandwidth services

¢ add/drop channels without the
need to demultiplex or remultiplex

As a communication process
between two end systems, ATM like frame
relay, relies only on a two layer protocol
stack (header and payload). At every point
in the network, therefore, processing is
done only on each ATM cell individually
without consideration of any other cell.
The network is not concerned with the
arrival of groups of cells , sequencing, or
acknowledging, as is X.?  packet
transmissions, therefore forwarding the
cell is much faster[10]. No processing is of
data is done in the information field of the
cell. Unlike packet, ATM assumes one and
only one defined path exists through the
network for the transport of cells.

ARCHITECTURE STANDARDS
Standards for ATM developed as

part of the overall B-ISDN evolution. It is
based upon a layered architecture similar
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in concept to that used by the International
Standards Organization (ISO). The seven
layer open systems interconnection (OSI)
model is explained in many reference texts
and will not be discussed in detail here.
Basically, such models divide any com-
munications process into subprocesses,
called layers, arranged in a hierarchical
stack, Figure 1. Each layer provides
services to the layers above to aid in
communications between the top layer
processes.  Another important concept
behind layering is the ability to revise or
change a layer without impacting the
protocol layers above and below. For
example the physical layer for ATM may
be changed from SONET to DS3 without
- impact on the ATM layer above or the
services provided to higher layers.

For each plane, a layered approach
as in OSI is used with independence
between layers[11]. According to CCITT,
the layers can be further divided into a
physical layer which mainly transports
information (cells), the ATM layer which
performs mainly switching/routing and
the AAL (ATM Adaption Layer) which is
mainly responsible for adapting service
information into sublayers. The ATM layer
is fully independent of the physical
medium used to transport the ATM cells.
The cell, as mentioned earlier fixed in
length at 53 bytes total with a 48 byte
payload and-a 5 byte header. The six
different functions:

¢ Virtual pathID
¢ Virtual channel ID

Application Layer

Higher Layers

Convergence Sublayer ATM
Segmentation & Reassembly Sublayer AS:VF::On

ATM LAYER

Transmission Convergence Sublayer Physical

into three phases:

Physical Medium Dependent Sublaye Layer
Figure 1
¢ Payload type
The ATM protocol model can be divided ¢ Reserved
¢ Cell loss priority
¢ Header error control

¢ a user plane to transport user
information

¢ a control plane composed of
signaling information

¢ amanagement plane used to main-
tain the network
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One of the most important functions
of ATM is its ability to integrate and
transport data services of varying rates:
voice at 64 kbps to multiplexed video



channels at 30+ Mbps to data information

transfer at 100+ Mbps.
VALUE TO NETWORKS
Businesses today have been

building private ATM networks with great
success. These users are interested in high
speed data transfer and are increasingly
demanding desktop video telephony.
Residential  customers are  mostly
interested in plain old telephone service
and TV distribution. @ The proposed
architecture will offer increasingly high
speed connectivity for all customers. It is
foreseen that the terminal equipment
installed at both the residential and
business customers can be modularly
upgraded as new services are introduced.

ATM is not without its detractions.
ATM is not yet a fully accepted standard.
There are various portions of the ATM OSI
model that have not totally evolved out of
the standards committees. ATM is not
ubiquitous in that there are very few public
networks with ATM capable switching
apparatus. ATM does not have global
acceptance. Although the CCITT sponsors
further international standards
development of ATM not all participating
nations agree on the finer details of
deployment.

HDTV transport layer work by the
Grand Alliance (GA) has ensured
interoperability with two of the most
important alternative transport systems,
namely, MPEG-2 and ATM. The GA
transport packet size has been selected to
ease transferring ATV transport packets in
a link layer that supports ATM. Three
techniques have been developed that are
fully interoperable[12]. Since several of the
CATV and DBS systems being designed
are considering using a variant of the

MPEG-2 transport layer the degree of
interoperability will remain high for some
future period of time.
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ABSTRACT

CableLabs is performing a field study of
transient disturbances occurring in cable sys-
tems to evaluate the impact of nonstationary
impairments on high speed, band-limited trans-
mission of digital information. This paper de-
scribes the design and operation of a system
which has been built to determine the nature of
non-stationary impairments that interfere with
digital signal transmission.

The system inserts a CW (carrier wave)
signal at the headend in the center of a vacant
channel. At the receive site, the carrier is
quadrature demodulated to baseband. Dual
triggers are set for the in-phase and quadrature
channels. When triggered by a disturbance, a
digital oscilloscope captures data from both
channels for later time and frequency domain
analysis.

The type of transient disturbance, duration,
and inter-arrival statistics are derived from the
accumulation of events over a significant time
period (weeks to months). This system can also
be used for reverse system characterization.
Samples of test data captured and analyzed are
presented.

At this time, the system has been built and
some preliminary testing on a cable system in
Boulder, Colorado has been done.

INTRODUCTION

Interference is a ubiquitous property of
the environment in which a multiplicity of com-
munication systems and man-made noise sources
coexist with the cable transmission medium.
The ingress of these (possibly spurious) sources
of interference introduce impairments to digital
transmission over the cable plant. Also, non-
ideal mechanisms present in the equipment used
in the communication process can introduce
transient interference and distortion.

Interference of a transient or impulsive na-
ture can occur via two distinct mechanisms:
ingress of external interference energy from
cochannel signals or nonstationary (man-made)
noise sources, and dynamic impedance or return
losschanges due to time-varying terminations or
signal path components.

The characterization of these types of im-
pairments does not lend itself to a simple, el-
egant model. Thus a time-domain transient
representation of such observed phenomena with
duration and inter-arrival statistics would seem
to be the best approach.

IMPAIRMENT CHARACTERIZATION
METHODOLOGY

Figure 1 is a constellation diagram of a 16-
QAM modem used for carrying data over an RF
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Figure 1:
Modem Testing

channel. Each of the 16 constellation points is
identified as the modulated phase and amplitude
that a carrier voltage may be at the correct
sampling instant. Also shown in Figure 1 are
decision thresholds. When the modem is carry-
ing random data, the modem switches between
states at the symbol rate. Any particular state out
of 16 possible states can be identified from the
voltage of the demodulated carrier on the I (in
phase) axis, along with the corresponding volt-
age on the Q (quadrature) axis. At RF frequen-
cies, the channel is occupied with uniformly
distributed energy from the random carrier modu-
lation.

If an impairment, such as Gaussian noise, is
added to this channel, each constellation point
will be moved from its nominal position. If the
impairment is strong enough to move areceived
constellation point across the decision thresh-
old, errors will occur. Testing with this energy
present in a channel is very difficult because the
energy masks the impairment. About the only
type of testing that can be done is bit-error
measurement, whichrequires that the channel be
taken out of service for the test. Bit error testing is
useful, but gives results that are a mixture of
channel performance and modem performance.
The cause of the bit errors is not apparent, only
their presence and (possibly) duration.
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This diagram can be contrasted with the
constellation in Figure 2, which consists of only
a single point. This single constellation point is
generated by aCW signal. The distance from the
point to the origin is the magnitude of the carrier.
A rectangular threshold region is established
around the point. If the level of impairment is
sufficiently weak so that the point is continu-
ously within this region, then the impairment is
sufficiently benign so that an equivalent modem
would operate error-free. If an impairment drives
the constellation point outside of the threshold
region, the event is detected and recorded for
later examination. Impairments that can be
identified by this technique are shown in Table
1 along with the characteristic appearance. In
addition, Fourier analysis of the captured time
waveforms could identify the nature of the im-
pairment.

The block diagram of the test instrumenta-
tion is given in Figure 3. The down converter
mixes the CW carrier down to an IF frequency of
44MHz with a very low phase noise local oscil-
lator, whichmay be either an inexpensive crystal
oscillator, or an expensive agile signal genera-
tor. For testing the reverse band, this block will
be an up converter. The bandwidth of the SAW
(surface acoustic wave) filter determines the
width of the channel, and has been chosen to be

Threshold Region

7Y
®

Figure 2:
Carrier Wave Testing
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Figure 3: CW Tester Block Diagram

about SMHz wide, so that the test may be carried
out in a single 6MHz channel. The AGC ampli-
fier serves to hold the constellation point at a
constant distance from the origin as the strength
of the received carrier varies slowly, due to the
cable plantexperiencing temperature variations.
The AGC does not need to have a large dynamic
range, but it does have a slow time constant and
has been designed to have low phase shift with

attenuation changes. A phaselocked loop, based
on aM(C4044 type IC phase detector operating at
11MHz, keeps the voltage controlled crystal
oscillator (VCXO) in lock with the incoming
carrier.

The carrier is demodulated by a conven-
tional complex demodulator that yields both I
and Q components. The low pass filters in the
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demodulator have a SMHz cutoff frequency.
This frequency was chosen to be wide enough to
pass the energy through the SAW filter (+/-
2.5MHz), but narrow enough to reject spurious
components.

The trigger circuit consists of 4-AC coupled
high speed comparators. Comparators establish
the upper and lower trigger points for both the I
channel and the Q channel. The OR’ed trigger
outputs from the CW tester is supplied as an
external trigger input to the digitizing oscillo-
scope. Aftertriggering, aone-shotcircuitopens
the phase locked loop long enough to allow the
data to be captured without responding to the
phase error. This is accomplished through the
control line labeled “gate.”

Video amplifiers boost the signal level for
input into the digital oscilloscope. A Unix
workstation controls the threshold levels for the
trigger circuit via a UART (universal asynchro-
nous receiver/transmitter) interface to a digital-
to-analog converter. The threshold levels are
operator selected for a test. The UART also
gathers the control voltage of the AGC circuit
through an analog-to-digital converter. This
information can be translated into the incoming
carrier strength. The UART circuit communi-
cates with the workstation via the RS-232C port.

The digital oscilloscope (TEK TDS 420)
samples both the I and Q channels at 10M

Impairment Characteristic Appearance

Gaussian noise fuzzy balt on [-Q plot

Phase noise arc shape on I-Q plot

Signal drop point drops to origin on 1-Q plot

Sweep interference(Wavetek) | chirp on I-T and Q-T plots

Sweep interference(Calan) burst on I-T and Q-T plots

Sudden change in echo a change in point position on 1-Q plot

CW interference sine wave on I-T, and a circle on [-Q plot

AM hum a line heading towards origin on |-Q plot

Impulse noise

CTBor CSO

“flower petals” on I-Q plot

interference with large peak excursions

Table 1
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samples per second for up to a maximum of
60,000 samples on each channel. This sample
rate is above the Nyquist limit for the channel.
After an event is captured, the data is extracted
from the oscilloscope via a GPIB (general pur-
pose instrumentation bus) interface for storage
on the work station’s hard disk drive.

Effective shielding is necessary to avoid
capturing interference that is actually originat-
ing locally.

A workstation was chosen to allow the
apparatus to operate over an extended period of
time in an unattended mode. The controlling
software stores data in three types of files. The
first is an AGC file that periodically monitors
and logs, once each minute, the current AGC
voltage. The second is an event log file contain-
ing the event time of day, the trigger voltage
threshold, the event number, and the current
AGC voltage. The third file contains the number
of points and the actual demodulated I and Q
time waveforms triggered by an event. The
system is designed to prevent overflowing the
hard drive should pernicious interference be
experienced. This can occur when sweeping a
system, causing an event to be logged every few
seconds. Although in this case, the data from
every event would not be stored, all events
would be logged with time information, thereby
capturing the event total duration with samples
of the interference.

EARLY RESULTS

Preliminary testing was done with an down-
stream CW signal at 445.25MHz using a signal
carried at video level originating at a cable
system headend. Data was captured at
CableLabs, which was one fiber link and one
line away, and one home site that was one fiber
link and 18 amplifiers away. Figure 4is asweep-
like interference that was captured. It was prob-
ably a piece of agile headend equipment that was
turned on and passed through the test channel on
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its way to its final frequency. Figure 5 is an
impulse. Figure 6 is a nearby lightning strike
that got into the phone system on the test home
as well as the cable system. This particular
lightning strike destroyed a home computer that
was connected to the phone line through a fax-
modem board in the test home. The cable
equipment was not harmed. Figure 7 is interfer-
ence of unknown origin. This data indicates that
signals may not get out of headends unscathed
unless special care is taken.

FUTURE WORK

Two impairments not characterized by this
test method are (possibly dynamic) channel fre-
quency response and group delay distortion.
This can be remedied by sending an in-phase
only reference signal from the headend intermit-
tently, perhaps once an hour. One good refer-
ence signal to use would be the standardized
ghost cancellation reference (GCR) waveform
currently used on line 19 of many NTSC broad-
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cast signals. This signal possesses high energy,
compact duration, and a flat frequency spec-
trum. This signal would trigger the CW re-
ceiver, and be automatically captured by this
equipment for later analysis.

The channel availability lost due toerrorsin
fixed time intervals is a useful parameter for
estimating transmission reliability. An approxi-
mation of this number can be found by modify-
ing the CW tester circuit in the following fash-
ion.

Remove the one-shot trigger circuit that
breaks the phase locked loop. The loop will now
remain locked. Add a gate circuit that is open
whenever the constellation point is outside the
threshold region. This gate will pass a clock
oscillator to an event counter. Set the threshold
region to be the same as the distance between
adjacent constellation points on the simulated
modem. Over a time interval, the counter will
contain a number of pulses from which error
duration can be estimated. For example, if the
clock is a 10MHz square wave (100ns between
pulses) and the counter contains 10,000 pulses,
then the duration of the disturbance is one milli-
second. Very long disturbance durations could
be quantified this way, along with short time
samples of the actual interference, as previously
described.
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The data will later be analyzed to deter-
mine the frequency and duration of transient
impairments that would affect a given modula-
tion and/or forward error correction scheme. A
short time Fourier analysis can determine if the
interference originated from a transient imped-
ance change (changing reflection), ingress of a
narrow-band interferer, or a wide-band impul-
sive noise spike.

CONCLUSION

A method for characterization of transient
impairments on cable systems has been pro-
posed. A system developed at CableLabs for
evaluating the nature and effect of these impair-
ments on digital transmission using this method-
ology has been described. Analysis techniques
on the captured impairment data were outlined.

Many types of impairments may be recog-
nized by analyzing the actual disturbances cap-
tured by this system. Also, a characterization of
the duration and inter-arrival statistics of the
transient disturbances are available. Channel
availability and related statistics such as errored
seconds may be derived. These test results can
be used to design burst error mitigation schemes
such as error-correction coding with interleav-
ing for any desired type of single carrier modu-
lation for digital data transmission over cable
systems.



CAN VIDEO NOISE REDUCTION SAVE MONEY?

Rabab K. Ward', Donald Monteith?, John C. Madden?

Abstract

In this paper we discuss the results of
research aimed at making the reduction of
signal impairments such as thermal noise,
composite triple beats (CTB) and composite
second order beats (CSO) inexpensive enough
for inclusion in DVC set-top converters and
other consumer equipment. Simple algorithms
which reduce thermal noise, CTB, and CSO by
approximately 7 dBs have been developed and
demonstrated. Subjective visual improvement
is frequently better than actual SNR
measurements would imply. Several potential
implications of this development on the
operations and economics of cable systems
are briefly discussed.

Introduction

Inspired by support from Rogers
Canadian Cable Labs Fund, the group at
U.B.C. which is headed by one of us (Ward)
has been researching and developing
techniques to detect, measure, and reduce a
number of common visual impairments to
television signals since 1990. Some of the

earlier theoretical and experimental work has
been reported elsewhere.4> 5> 6

In the past three and a half years we
have employed digital signal processing
techniques to detect, measure and reduce
thermal noise, composite triple beats (CTB),
composite second order beats (CSO), impulse
noise, co-channel interference and single
frequency interference.

Our previous publications have
focussed on the theory behind the processes
and have reported on our ability to detect the
presence of the impairments automatically.
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Our work during the past year has been
directed primarily towards noise reduction.
This is because both we and our sponsors,
Rogers Cablesystems, sensed that with the
advent of Digital Video (de)Compression
(DVC) set-top converters, the rather complex
digital electronics which these devices embody
might be put to good use improving ordinary
TV pictures when subscribers were tuned to
conventional analog broadcast stations, or
were watching programming played back on
conventional VCR's.

In this paper we discuss some results of
this work, and finish with a brief consideration
of some of the implications for cable television
service providers and their subscribers.

Background

A variety of techniques for reducing
Gaussian (or thermal) noise in television and
motion picture signals have been developed
and applied over the years. For the most part,
as with the digital compression process, these
algorithms have not been applied in real time.
Rather the process has taken place off line,
with the results recorded for later play-back in
real time. Notwithstanding, some real time
studio and head end equipment targetted at
some specific signal impairments, such as
impulse and thermal noise, has recently
appeared on the market.

Our research group had, in the past,
been more interested in developing accurate
video signal impairment detection and
measurement algorithms, a process which does
not involve real time processing of sampled
video data. The question we asked was
whether the algorithms we had developed for
these tasks could be simplified enough to work



in real time using a low cost chip or chip set
affordable by cable subscribers.

Procedure

Working with calibrated Betacam tapes
produced with the assistance of Brian James at
the Cable Television Laboratories Inc. test
facility in Alexandria, Virginia, we developed
efficient techniques which reduce the visual
appearance of the major video impairments
encountered in cable distribution plants. We
have studied each impairment and found
appropriate  algorithms which cancel or
significantly reduce the visual appearance of
each of these impairments or a combination of
them. Our universal algorithm also slightly
enhances the picture's visual appearance.
None of our algorithms introduces any visible
changes in the picture. Our techniques involve
processing the frames in the spatial and time
dimensions. Each frame is first processed
spatially, and then consecutive frames are
processed  together. The inter-frame
processing involves detection of motion in the
sequences. The algorithm specifically
developed to cancel composite second order
beats when incrementally related carriers (IRC)
or harmonically related carriers (HRC)
transmission systems are used requires finding
the frequency spectrum of sequential lines of
the video signal.

The rationale behind cancelling the
CTB impairment depends on the idea that over
a small region of any line of the picture, the
CTB may be approximated as a constant
luminance signal. Thus the effect of the CTB
impairment over such a small segment of a line
in the image may be modelled as a change in
the DC luminance by an (unknown) constant
over that signal. To filter out that constant,
the digital signal is divided into vertical stripes
or sub-pictures. The average intensity of the
signal in each line of the sub-picture is
determined. These average intensities are then
filtered by a sliding averaging window of

length equal to 3 or 5 pixels. The filtered
value of each average intensity is then assumed
to be the corrected DC level of the
corresponding line in the sub-picture. In order
to further improve the noise reduction, one can
apply a multiframe CTB removal scheme. The
average of the DC level in a given line in a
given sub-picture is based on the average of
the same line in the consecutive frames of the
sequence.  This method, and a slightly
modified version of it, are also found to be able
to measure the carrier to noise ratio of CTB-
impaired pictures within *2 dB's.  For
measurement purposes, the advantage of this
technique is that it is non-intrusive.

To reduce thermal noise, inter-frame
averaging is most efficient. One of the
practical constraints is the number of frame
buffers used. In order to achieve 10 dBs
reduction in the signal-to-noise ratio using
direct averaging, ten frames are required
(provided there is no motion in the scene). We
have modified the direct averaging process so
that similar performance can be obtained using
only four video frames.

The algorithm for reducing CSO also
uses spatial and time directions filtering.
However for IRC or HRC transmission
systems, much better results are obtained using
a notch filter in the frequency domain. When
notch filtering is used, algorithm parameters
have to be chosen so that the continuous
Fourier transform and the discrete Fourier
transform yield exactly the same results within
a scaling constant.

To reduce the computational
complexity in order to meet demanding cost
constraints on the hardware if it is to be
implementable in DVC set-top converters, the
different algorithms for reducing CTB, CSO,
and thermal noise have been modified,
significantly simplified, and combined into one
algorithm. The resulting universal algorithm
achieves different values of noise reduction
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depending on the allowed cost of the
hardware, the SNR, and the type of signal
impairment, but a good working performance
improvement estimate would be 7 dBs. Video
clip samples of the results obtained will be
presented during the paper presentation.
Those reading the paper will have to rely on
the less satisfactory evidence of the still
photographs of frames included in this paper.

Results

The photographs shown on the next
four pages of this paper illustrate the results of
the noise reduction process. All the pictures
presented herein are modified by the same
universal algorithm.  Our process works
equally well with colour and black and white
sequences. Regretably, the static nature of the
photographs, combined with noise introduced
by the page reproduction process, make it
difficult for the viewer to gain a true
appreciation of the degree of noise reduction
from the photographs. Those present at the
paper presentation will be able to view
complete video sequences from which these
results are drawn.

It should be noted that employment of
these noise reduction techniques frequently
results in the addition of "noise" elsewhere in
the signal, usually in a fashion which is not
visually objectionable, and which may even be
picture enhancing. Indeed, the image
enhancement process is, by definition, the
addition of some carefully constructed "noise",
in the sense that it is not a part of the signal.
Thus, when considering the performance of
noise cancellation algorithms, improvements in
SNR are not usually good metrics of
performance. It is essential to view the actual
results.

Di .

The signal processing - techniques
described above require the following:
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an A/D converter;

a microprocessor,

up to 2 Mbytes of memory,
special purpose custom circuitry,
a D/A converter

MPEG-2 DVC set-top converters
already contain a microprocessor of adequate
power, a D/A converter, and 2 Mbytes (or 16
Mbits) of memory if they comply with the

Main Profile, Main Level of the standard (i.e.

are B-frame compatible). These are likely the
most expensive components if a stand-alone
analog video signal noise reduction system
were to be developed.

Our experimental results leave us
confident that custom silicon circuitry
comprising 30,000 to 50,000 gates would be
adequate to provide well over 6 dBs of noise
reduction for thermal noise, CTB, CSO, and
potentially some other impairments. Using
current technology, this can easily be
accommodated on a single chip, or even a part
of a chip. Chip clock speeds of about 40
MHez. are believed to be adequate for the task.
Appropriate A/D converters are inexpensive.
It is thus feasible to think in terms of a $20
incremental selling cost for MPEG-2 set-top
converters fitted with analog video noise
cancellation for these impairments.

When IRC or HRC transmission
systems are used, CSO noise reduction (almost
to the point of total elimination) is possible,
but the process presents a greater technical
challenge. Although CSO noise reduction of
10 dB's or more can be obtained, today at
least, the algorithm requires the use of high
speed FFT chips which are costly even in mass
production.

The ability to reduce video noise at the
set-top converter (or further upstream in the
cable system) has some interesting economic
and service implications. Among them are:



Picture with Thermal Noise (C/N = 35 dbs)

Cleaned Picture
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" Picture with CTB and Thermal Noise (C/N = 35 dbs)

Cleaned Picture
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Picture with CSO and Therm’él Noise (C/N = 35 dbs)

. Cleaned Picture
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Picture with CSO, CTB and Thermal Noise (C/N = 35 dbs)

Cleaned Picture
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1 DV verter _Penetration R
Enhancement

Initial penetration of DVC converters
will be small, but there are strong financial
incentives for cable service providers to move
rapidly towards higher penetrations. There are
some who predict that subscribers who have
access to good quality digital satellite video
signals will become dissatisfied with the
technical quality of analog video signals
currently delivered by cable. We believe that
the techniques described in this paper could
provide the cable industry with a practical
response to this criticism, while at the same
time giving subscribers yet another reason to
obtain a DVC set-top converter.

Paradoxically, another potential
incentive for boosting penetration may be to
offer subscribers a feature which reduces the
noise on a competitor's product, i.e. VCR
cassettes obtained from video rental stores!
Viewers of these cassettes typically experience
thermal-like carrier to noise ratios of 30 to 40
dB, depending on the quality of the cassette
and of their playback machine. By providing
for a VCR input to the converter (and using
the same noise reduction algorithm),
subscribers could have access to cleaner rental
videos. The potential effect of such an
incentive on the penetration rate of DVC
converters, and on the sale of DVC pay TV
products is highly speculative, but, in our view,
is likely to be significant, especially once
viewers become accustomed to virtually noise-
free digital TV programming.

2. Noi ncellers at N

The installation of increasing amounts
of fiber trunking has led to a corresponding
increase in concern about CSO, especially in
the mid-band frequencies. A bank of noise
reduction filters located at critical nodes offers
a potentially attractive means of meeting noise
specifications at a low cost per subscriber,
while simultaneously obtaining a noise

measurement and performance monitoring
capability. However, while technically
feasible, the additional cost of down
conversion and subsequent up conversion of
channels selected for noise reduction could
render this approach economically infeasible in
practice.

Noise Redu

Noise C lati

As the penetration of DVC converters
increases, it becomes possible to factor the
noise reduction from set top converters into
plant engineering calculations. For example, it
may be possible to engineer capacity upgrades
(e.g. from 330 MHz to 450 MHz) while
conserving existing amplifier spacings (for cost
savings of from $15-$25 per home passed or
roughly $24-$40 per subscriber?). This could
be done through the provision of DVC
converters to the relatively small percentage of
customers in high noise segments of the
system, thus postponing expensive plant
rebuilds to a more propitious time from a
business point of view. System operators
could, in such circumstances, de-activate the
digital pay per view function of the DVC
converters for non-subscribers to the service.

Conclusion

It would appear that the utilization of
analog video noise reduction systems could
have a substantial favourable impact on cable
plant financial returns and investment, as well
as on subscriber satisfaction.

rough In-Home

We are of the opinion that there is a
good parallel to be drawn between the audio
noise reduction circuitry which is now
widespread in the audio industry and the kind
of video noise reduction circuitry which 'is
discussed in this paper. In time, such circuitry
will be incorporated into television sets and
VCR's. Of course eventually, and perhaps as
early as 2004, analog TV signals will be
replaced by much more noise-free digital TV.
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But at least until 2004, and perhaps well
beyond that time, there will be noisy analog
video signals which will be improved by noise
reduction.

We believe that it is best for the
industry if noise reduction know-how be made
generally available in a fashion which enhances
the speed of its development and promotes a
commonality of approach. To that end, a new
company (Ward Laboratories Inc.) has been
established which has negotiated a licensing
agreement with the University of B.C. for the
purpose of accelerating the development of
video noise reduction techniques in
collaboration with interested commercial
entities.
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CATV NETWORK PLANNING, A SYSTEMATIC APPROACH
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Abstract

This  paper describes a proposed
methodology for CATV distribution network
planning, its mathematical model, and a
discussion of some results obtained in this
application.

The methodology has been applied in two
operations: NET Sdo Carlos and NET Franca
(cities in the state of Sdo Paulo, BRAZIL)
where there were no CATV services and the
networks are in process of construction.

INTRODUCTION

Computational tools used in support of
decision-making have enjoyed greater and
greater usage in several productive sectors of
the economy. Several factors are contributing
to the expansion of these computational
systems. Among them is an endless increase in
computer processing power coupled with a
corresponding reduction in cost, the improved
applicability of mathematical modeling, and
the evolution of solution techniques. The main
factor, unquestionably above all else, is the
increasing necessity to work with optimized
solutions which minimize implementation costs
adjusted to specific quality levels.

The search for optimized solutions within
systemic approaches has become increasingly
difficult as the magnitude of the systems grow
and more control variables are included. In
these cases, most of the time, it is appropriate
to recur to other types of resources. The
construction of mathematical models and the
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development of optimization tools and
artificial intelligence for model resolution have
become one of the most studied technique
around the world.

Networks are among the systems which are
most frequently studied. The great number of
applications in strategic areas such as electrical
power, telecommunications and
transportation, associated with the easy and
applicable systems representation through
graphs and powerful problem resolution
algorithms, turn them into excellent objects to
be treated by support tools in decision making.

In the CATV area, the outside plant is an
important system component representing
sizable investments in initial cost and
operation. In this context, it is not enough just
to identify potential subscribers, install the
network and pray that everything works out.

This paper presents a mathematical model and
its resolution, using optimization algorithms
and knowledge-based heuristics, creating an
expert system for the problem of CATV
planning.

The methodology is designed to:
(1) allow a systemic approach to the problem,;

(2) consider present requirements of cost
minimization and quality improvement ;

(3) visualize long term aspects focusing on
the market and technology (new services,
opticalization, digitalization, etc).



MATHEMATICAL MODEL

The problem is modeled mathematically,
through a graph, composed by a set N= {
1,2,... n} nodes and a set M= { 1,2,..., m}
branches. Each node represents a utility pole
of the area under study and associated to it is a
demand composed by the number of potential
homes that receive signal from that pole. The
branches represent the possible connections
between the poles and have as a characteristic
their length. They also form the set of possible
ways for the routing of trunks and feeders.

Several problems have to be solved through
the use of this graph. They include the location
of hubs, the routing of fiber optics, the routing
of trunk lines, feeders, the control of the
signal, and others. If you deal with the
problem in a general way, an extremely
complex model is created. The problem
becomes so complex that one can antecipate
major difficulties in determining its solution.
Eventually we realize that it is impossible to
use techniques of mathematical programming
(MP). To soften the diversity aspect of the
problem and its dimension, the general
problem was subdivided into parts that ended
up producing a graph composed of two levels

(Figure 1).

FIGURE 1 Representation of the mathematical model

On the first level, the problems of location of
hubs and of routing of fibers are modeled. On
the second level, the problem of the design of
the network of a cell, which is delimited by the
area of influence of a hub positioned on the
above level. Since these hubs are the signal
feeding points of the cell, connecting arcs are
created to link these nodes to their
corresponding ones on the bottom level. This
will "allow" the entrance of the signal to each
of the cells. It is possible to define which
nodes will shelter a hub and which will not.
For the latter the link by connecting arcs
between the top and the bottom levels are not
made. In Figure 1, for example, two of the
nodes will most probably not shelter a hub. In
the final solution, only the arcs that represent
chosen hubs will be present.

The great number of variables, along with
concavous cost functions (installation cost),
make it difficult to approach the problem
through MP. A resolution to the problem is
accomplished in a hierarchical form. First, the
top level problems are solved (location of hubs
and routes of fibers), and then the design of
each cell is accomplished. In order to relate
the solution obtained on the top level with the
one of the bottom level, producing a complete
solution, a heuristic methodology is proposed.
This methodology also approaches the
problem of the number of hubs.

First, taking a look at the top level, the
problem is modeled as an incapacitated
location problem that defines the location of
hubs and their areas of influence. The fiber
optics routes that will be used to feed the hubs
are modeled through a minimal spanning tree
problem.

On the bottom level, the design of each of the
cells is accomplished. At first, the design is
done with a topological view that seeks to
"discipline” the network and to generate an
initial solution. It can, however, be
unachievable or present poor results with
regard to RF signal level.. To improve this
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resolution, heuristic changes based on
engineering rules (expert system) that propose
to allocate equipment and redefine the
“microcells", taking into account the signal
level, are being developed.

The topological solution consists of
subdividing each of the influence regions of a
hub into microcells, making the routing of
feeder lines in each of them and defining the
feeding points of each microcell through the
trunk line. The number of generated microcells
follows the criteria of number of homes and
maximum distance of servicing.

The division into microcells is modeled in a
similar way to the problem of hub locations.
The routing of the secondary feeders is done
through a shortest path problem, while the
connection of the primary network to the
microcells is modeled as a Steiner problem.

RESOLUTION METHODOLOGY

The resolution methodology is composed of
several heuristic procedures and consists of
increasing the number of hubs by 1 and
producing a thorough solution. It is
represented in Figure 2.

The following operation provides an estimate
of the initial number of hubs:

[sT/SC | = Hi

where

ST : means the total number of homes

SC : the maximum number of the homes for
one cell

Hi : initial number of hubs

and [ .| represents the minor integer higher
than the quotient of the division.

The initial number of hubs is disposed in the
graph so as to minimize the criterion demand x
distance. This way, the aim is to place the hubs
at the baricenter of the "charge". As the
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process of location the hubs occurs, the area
of influence of each one of them is defined.
Some cells, however, are likely not to respect
the maximum number of subscribers. That
being the case, one rule is created which
allows the process to continue or to increase
the number of hubs by 1, providing it with a
new division. Due to the criterion used at this
part of the program, the cells with many
homes tend to suffer new divisions. The
generated rule consits basically in checking if
the "excess" of homes is diluted through the
cells that burst the limit or is concentrated in
some specific cells. If the problem is that of
dilution, the process is allowed to continue.
Otherwise, the number of hubs is increased. It
is helpful to observe that the decision maker
itself is able to tell the program to continue or
to increase the number of hubs. After the hubs
are located and the areas of influence defined,
the process continues. The hubs are fed from
the headend using fiber optics. At this point,
the criterion is to minimize the length of fiber
while making the direct connection between
the points. This process shows a sequence of
connections (the fiber’s route) and defines the
number of pairs of fiber in each segment. To
make this system reliable, it is required that the
head-end degree be > 3 at the generated tree.
In other words, at least 3 branches must leave
the tree at the head-end. 1In the future,
features of disjoint paths and rings are likely
to be included to feed each separate hub,
which would make it significatively more
reliable.

Having reached that solution, it became
possible to define which connecting arcs are
active, that is to say, which ones emit signal to
a specific area. From this point on, the
network design takes place.

The topological solution for the design at one
of the cells consists of subdividing the cells
into microcells, all with a similar number of
customers, and all customers within a pre-
established distance limit. As in the case of hub
locations, these two conditioning aspects



represent a decisive factor in the number of of cables used and equipment cost, becomes
microcells to be generated. However, the an important factor.
network installation cost, based on the amount

nH =initial number of hubs

Locates nH hubs
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area for each hub
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nH =nH + 1 END

FIGURE 2 Methodology represantation

One might expect that the greater the number distribution and the more one would spend on
of microcells the less one should spend on trunk. From the commitment to these figures
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and the obedience to other rules -- the number
of subscribers, for instance -- the solution is
reached. In fact, this cost will only be known
after the second step of the process, which
consists of changing the solution to assure
adequate signal level to all potential consumers
and the wise use of installation equipment,
departing from the topological solution by the
means of engineering rules and heuristics of
change.

It is as if in the topological solution the
network were totally passive having at each
microcell a point with a signal level equal to 1.
The distribution takes place from that point
on. The point where the signal is equal to 1 is
fed by a trunk. It is likely that there is a need
of facilities to guarantee the signal level. Such
an equipment allocation is handled by an
expert system that tries to change the
microcells frontiers for better equipment
operation without departing too far from the
topological solution which has the lowest
cable cost, theoretically.

Having accomplished the design, the final cost
of the best solutions (which depend on the
number of microcells) are presented to the
decision maker.

When all the designs are accomplished, a

global cost is estimated and that will be the
test for methodology stop.

RESULTS OBTAINED

The described methodology has been applied
by Inter Net, MSO in Brazil. It is not yet
consolidated, but its development is in
progress. It was applied to two cable
operations, in which the FSA network
topology was adopted.

For a proper evaluation we followed two lines
of application of the methodology: one group
applied a conventional approach to the
network project and the other the tool herein
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described. = The immediate results of a
comparative evaluation show that :

- investment: to adopt the methodology it is
imperative the outside plant data availability be
in digital form, which today is an imposition.
In relation to the computational environment,
we have adopted PC standards, available at
any operator office.

- performance: the tool allows a simulation of

. several settings and presents immediate results

whereas in the conventional approach it is
difficult to change the settings and the
obtention of a complete design may take days
depending on the availability.

- network costs: the most prominent gain from
systemization was in the reduction in
distribution cable needed. In some cases a
reduction of ten percent in the amount of
cables occurred however, it did not result in a
reduction in the equipment aspect. There was
also an increase to the trunk line and in terms
of equipment the amount used was not
affected. At the adopted approach, we believe
that the knowledge based system with intrinsic
rules to the equipment installation is the point
that we should focus from now on. As it has
already been mentioned, the expert system
incorporates the rules defined by its designers
and the resolution capacity is related to the
endurance of the adopted rules..

- modularity: the systemic approach presented
a rather uniform topological solution, which
was translated to very similar microcells and
with a better servicing in terms of signal to all
homes. This feature is very interesting in
terms of a future network partitioning with a
larger use of fibers, so to speak.

At this moment many hypothesis about the
future of the networks are being formulated.
Within this context, the engineering teams try
to foresee which necessities should be
contemplated. However, this difficult task is
frequently accomplished based on



suppositions. Technologies that some months global economy relies more and more on the
ago were considered for the future, today are movement of information, the decisions have
called technologies of the present. As the to be made faster and with greater reliability.
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CUSTOMER PREMISES EQUIPMENT PERFORMANCE AND COMPATIBILITY

Claude Baggett
Cable Television Laboratories, Inc.
Boulder, Colorado

Abstract

In part 17 of the Cable Act of 1992, the
congress made provisions for the specification
of those features of television sets, VCRs, and
cable converters which would determine
whether they could truly be considered
“cableready” or not. The primary performance
shortfall experienced by most consumer hard-
ware which made them unsuitable as a
cableready unit involved their susceptibility to
direct pickup interference (DPU). However, in
addition to DPU, there were a number of other
tuner performance factors which were important
in this definition. CableLabs performed certain
work to size the DPU problem, to measure the
actual performance of a number of types of
consumer premises equipment related thereto,
and to determine a threshold level for the per-
ceptibility of such interference. In addition,
CableLabs devised test procedures for measur-
ing both DPU and the other tuner performance
factors, and tested an additional number of
consumer and cable units to develop a state of
the industry in these performance areas. This
report subsums these efforts and their results.

1.0 GENERAL SUMMARY
1.1 Background

To facilitate the viewing of any television
programming over a cable system, a long, multi-
industrial chain of processes must take place in a
fortuitous manner. A television segment begins
with the creative talent and proceeds through the
production, distribution, financial, and legal en-
gines, subsequently to be delivered to the over
10,000 cable television headends in the United
States. These various operational elements per-
form their efforts in relative harmony with well-
defined and cooperative interfaces, considering
the complexity of the system. But once the signals
pass through the cable headend and are transported
to the customer home over the cable system, there
is yet one additional interface which must be
bridged, that being between the cable delivery
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system and the consumer electronics display de-
vices which are the last parts of the electronic
system before the visual and aural signals are
available to the human receptor, the object of the
whole system. This interface has been problem-
atic since the very early days of cable, about 50
years ago, is still so today, and provides the ratio-
nale for the research and measurements docu-
mented herein.

There has been considerable effort over the
last decade to find a solution to the disharmony at
the consumer interface through joint negotiations
between the consumer electronics and cable indus-
tries. While some progress has been made, there
are still many issues yet to be resolved. In fact,
Section 17 of the Cable Television Consumer
Protection and Competition Act of 1992 (“Cable
Act of "92") specifically addresses many of these
unresolved problems.

The efforts described in this document are a
direct result of these long-standing interface prob-
lems and the guidance givenin the Cable Actof *92
as to their solution. The EIA/NCTA Joint Engi-
neering Committee (“JEC”) has within its pur-
view, responsibility for specifying the performance
characteristics of a tuner which would be able to
receive cable signals without the degrading side-
effects exhibited by the broadcast-oriented tuners
found in all consumer products today. In this
committee, the absence of two primary data items
has blocked real agreement between the main
parties, that being the sizing of the problem as to
the consumer population impacted by direct pickup
interference (DPU), for instance, and the develop-
ment of a necessary and sufficient specification for
the performance of the tuners themselves. Related
to both items is the development of acceptable
baseline test procedures for each of the factors
considered.

Recognizing the difficulty of developing the
above extensive materials by such volunteer com-
mittees as the JEC, Cable Television Laboratories,
Inc. (“CableLabs”), as directed by its member
companies and in cooperation with the NCTA and



the EIA, moved to fund the necessary projects to
develop the data required to free the JEC to act.

In January, 1992, CableLabs asked Stern
Telecommunications Corporation (“STC”) of New
York City, NY to undertake a study to answer the
firstquestion, that relating to the extent and degree
to which television receivers in the United States
are subjected to various levels of co-channel inter-
ference in the cable delivered picture through the
mechanism of direct pickup interference. STC was
selected because of its interest in and understand-
ing of the problem, and its long-standing and even-
handed relations with the broadcast, cable, and
consumer industries. As a check of the STC
results, the EIA hired Jules Cohen, a respected
consultant in the Washington DC area, to perform
a similar analysis. The Cohen results were virtu-
ally identical to the STC answers, except as to the
percentage of CPE which resides in 1 volt/meter
fields or greater. The STC analysis indicates about
6% of CPE reside in such field intensities, whereas
the Cohen study shows just less than 2%. Evenin
this, however, there is no significant difference.

In December, 1992, CableLabs issued open
solicitations addressing two of the other issues.
The first solicitation called for the development of
baseline test procedures for determining the sus-
ceptibility of customer premises equipment, in-
cluding television receivers, videocassette record-
ers, and cable converter units, to the effects of
radiated and conducted direct pickup interference,
and the testing of a sample of such CPE to deter-
mine the general state-of-art. The second solicita-
tion covered the same tasks, but as related to the
deteriorating effects of other receiver performance
characteristics, such as the re-radiation of cable
signals, local oscillator leakage and backfeed, A/B
switch isolation, DPU backfeed, VCR through-
loss, adjacent channel rejection, image rejection,
and tuner overload performance. Afterevaluation,
both contracts were awarded to the Carl T. Jones
Corporation (“CTJ”)of Springfield, VA. Further
discussion re the irradiated and conducted DPU,
and the other listed performance factors can be
found in sections 1.3 and 1.4 of this Report.

Finally, in August, 1993, CableLabs asked
Dr. Bronwyn L. Jones, amuch respected researcher
relative to the psychophysical effects on the viewer
of perceptible degradation in the television pic-

ture, to relate the objective measurements of DPU
susceptibility made at CTJ to the actual impact as
to perceptibility in the television viewer.

12 Statistical Model

While there was a great deal of anecdotal
data regarding the cost of cable’s response to DPU
complaints by subscribers, mainly based on ser-
vice calls where DPU was the cause, and/or the
number of non-descrambling converters deployed
specifically to address this problem, there was no
definitive data set which allowed the consumer
manufacturers to analytically assess the magni-
tude of the impact of this problem. Frequently
requested by the consumer caucus of the JEC was
a chart which would apportion television house-
holds in the United States as a function of the field
strength of the UHF and VHF off-air signals in
which they resided. This data is required, so that
when combined with that developed in the other
efforts contained herein, the DPU problem could
be properly sized and an appropriate response
planned. This is the thrust of the modeling and
verification accomplished by Stern Telecommu-
nications Corp. (“STC”) under contract to
CableLabs.

The procedure used by STC was to combine
literature searches, computer modeling, labora-
tory measurements, and some specific field verifi-
cations to develop the data represented in the
summary histogram in figure 1.2.1 below.

The geographic areas evaluated in this study
consisted of the top ten television ADIs, which
represents approximately 30% of total US house-
holds. The varied demographics and physical
attributes of these ten ADIs permitted the data to be
extrapolated to represent all urban and suburban
television homes in the US.

Iso-contours representing varying VHF and
UHF field strengths were calculated by the model
and the numbers of television homes within each
level were developed. Other factors, such as the
shielding effectiveness of the CPE, the location
within the dwelling, the orientation of the unit to
the interfering transmitter, the effects of building
shielding, and urban-suburban clutter are part of
the CTJ study and not contained in this effort.
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Figure 1.2.1 Allocation of TV households in the
STC study as a function of the ambient field strength
in which they reside (all US TV HH).

To sum up this chart, it represents that some
65.4% of all US TV households reside in fields of
10 mv/m or greater, that 54.8% of all US TV
households reside in fields of 31.62 mv/m (90
dBu) or greater, that 40.8% of all US TV house-
holds reside in fields of 100 mv/m or greater, and
that 6% of all US TV households reside in fields of
1 volt/meter or greater.

1.3 Direct Pickup Interference Determination

Direct pickup interference, or DPU, exists
when external co-channel signals ingress into the
tuner in CPE and interfere with and degrade the
signal delivered by cable. This ingress may be in
the form of an electromagnetic field irradiating the
CPE, or in the form of signal currents entering the
unit on the power cord or the braid of the coaxial
cable connected to the CPE. A need was felt to
determine the current state-of-art of consumer
grade television receivers, videocassette record-
ers, and converters relative to their susceptability
to direct pickup interference. It was noted in this
testing that the tuners in consumer electronics
hardware seemed to be sensitive to the differential
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voltage between the braid and the center conductor
on the drop cable. This would be consistent with a
tuner designed specifically for broadcast signal
reception. The tuners in the cable converters
typically have a single-ended input from the center
conductor of the coax. The results of testing per-
formed which is listed below consider both irradi-
ated and conducted signals.

Technically, any kind of signal not delivered
on the cable which is of the proper frequency and
amplitude could interfere with and degrade the
video. There are two general types of interfering
signals, coherent and non-coherent. Coherent
signals are those which originate from the same
original source, such as a television transmitter.
Non-coherent signals are those which come from
other sources, such as business radio transmitters,
and leakage from other household appliances. The
chart in figure 1.2.1 depicts the field strength
levels ambient to typical households in the US
resulting only from VHF and UHF broadcast tele-
vision transmitters, thus being coherent signals.

The CableLab’s effort at Carl T. Jones Cor-
poration, a nationally recognized and honored
testing laboratory which has been conducting pro-
grams such as this since 1936, existed in part to
measure the susceptibility of television receivers,
videocassette recorders, and cable converter boxes
to both irradiated and conducted DPU. The units
tested included the numbers shown in figure 1.3.1
as received from a sampling of manufacturers
ranging from the highest to the lowest in
marketshare.

Television Receivers 37
Videocassette Recorders 11
Cable Converters 14

Figure 1.3.1 Sample universe of CPE tested.

In CableLab’s arrangements with the EIA
regarding the DPU test program, it was agreed that
we would not make public the performance of any
particular brand or model tested. Rather, the
testing results from DPU, as are shown in figure
1.3.2 below indicate only the best performing unit
tested, the poorest performing unit tested, and the
median, or that set, if it existed, where half the units
performed better and half worse.



The criteria used in the CT]J tests recognizes
the generally accepted point of perceptibility for
interference from coherent signals; notably when
the interfering signal reaches an amplitude 55 dB
below the sync tip of the desired video signal. This
point is further discussed below. Thus, the results
shown in figures 1.3.2 and 1.3.3 below represent
that point when an interfering signal will be just
perceptible to the average viewer observing a
television receiver or as displayed from a VCR
with that level of interference, or as processed by
a cable converter with that level of interference.

Further, the numbers below, as with the STC
chart above, do not take into consideration any
mitigating factors, such as placement in the home,
the degree of building attenuation applicable, ur-
ban/suburban clutter, unusual height above ground,
ducting possibilities, the orientation of the set
relative to the transmitter of the interfering signal,
orthe type of programming being displayed. These
factors will be discussed in our summary conclu-
sions which are found in section 1.6 below and
relate to the performance specifications of CPE as
described in part 17 of the Cable Act of 92, and in
IS-23, which is being developed in the JEC.
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Figure 1.3.2 Ambient field strength in millivolts/meter
to achieve the -55dB point of perceptibility averaged
over channels 6, 12, and 78.

There are several interesting points which
are contained in this histogram. First it must be
noted that all CPE exhibit a considerable spread
between the best and worst units, television sets
being about 165 times, VCRs about 5.4 times, and
cable converters being about 9.5 times. This

spread must be considered when setting minimum
specifications for DPU performance in CPE. Sec-
ondly, since it appears that cable converters per-
form well enough on average to cure the DPU
problem, then improving the TV and VCR perfor-
mance numbers to match those of the converters
would be adequate, but only if the performance
span is considered in setting the acceptable range.
One of the differences here is that cable techni-
cians often work with several converters until one
is found whose performance is equal to the prob-
lem, a capability not really available or practical
for the consumer electronics customer trying to
purchase a new TV or VCR. The conclusion that
might be reached is that TVs and VCRs need to
improve their worst case performance to a level
comparable with the media converter.

In Figures 1.3.3 and 1.3.4 below, the perfor-
mance of the CPE in the presence of conducted
signals on both the coaxial signal cable and the
power cord were measured. These tests were
performed utilizing signals on channels 6 and 12,
and measured at the -55 dB point of perceptibility.
Among the test items there did not seem to be a
consistent susceptibility to a particular mode of
conducted DPU.
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Figure 1.3.3 Susceptibility of CPE to conducted
coherent direct pickup interference through current
on the coaxial cable braid at the -55dB level of
perceptibility, channels 6 and 12 averaged.
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Figure 1.3.4 Susceptibility of CPE to conducted
coherent DPU on the power cord at the -55dB level
of perceptibility, channels 6 and 12 averaged.

In considering this data, one must remember
that it is generally accepted that all consumer
electronics hardware sold today have excellent
broadcast or off-air tuners, whereas the cable con-
verter has a tuner which is designed and oriented
toward cable delivery and not toward the reception
of off-air signals. The broadcast tuner is designed
to be exceptionally sensitive to signals derived
from all sources including those which are con-
ducted, thus making it a perfect conduit for DPU
when the unit is connected to a cable television
delivery system. Therefore, if a piece of consumer
gear is intended, labeled, promoted, and sold to be
used only with broadcast signals, or only with a
cable converter placed before it in the signal stream,
the current tuners in the television receivers are
sufficient.

However, if the consumer gear is intended to
be usable with cable systems either without a cable
converter or with a decoder interface, then an
accommodation must be made when connected to
such systems to remove the interfering DPU sig-
nals regardless of their source of ingress, whether
through irradiated or conducted modes, to a level
which will not be perceptible to the customer.
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1.4 Receiver Performan

In the past, the FCC has been reticent to
impose any performance standards on consumer
grade hardware, preferring to leave that as a mar-
ketplace issue. Since cable has become the
marketshare leader in the delivery of video in the
United States, certain factors at the retail point-of-
sale has caused the consumer to become confused
as to the expected performance of the intended
purchase. In all but a very small percentage of
high-end consumer electronics stores, the televi-
sionreceivers are all displayed with the exact same
material delivered primarily from a nearby laserdisk
player or other such source, and/or broadcast sig-
nals. In this most common case, the consumer
cannot ascertain the consumer electronics’ com-
patibility with cable (which is much different than
the other sources), at the time of purchase, because
the stores do not generally provide access to the
local cable system. Therefore, the selection of
consumer hardware based on their compatibility
with cable delivery systems is not currently resolv-
able at the point of sale. For this reason, there are
several other tuner performance issues which need
to be specified to avoid confusing and misleading
the consumer.

In devising the following tests procedures,
eight parameters of CPE performance were con-
sidered. These parameters are taken from those
listed in the IS-23 performance document which is
currently being crafted in the EIA/NCTA Joint
Engineering Committee (JEC) through a bi-indus-
try subcommittee. These test procedures were
selected after consideration by CTJ of existing
practices for performing such tests among con-
sumer and cable manufacturers both domestic and
foreign, and as discussed in extensive technical
documents. Considerable time was spent in prov-
ing the test procedures by varying the facility
elements and finally in retesting many of the same
products used in the DPU considerations as a sort
of “test of the test.” While the procedures must be
represented as unapproved as yet by the consumer
caucus of the JEC, the exhaustive certifications
performed at CTJ has convinced CableLabs and
the cable caucus that any substantive and sup-
ported changes suggested will vary the results in
only a very minor fashion, and not the scale or
proportion of the results in any way.

The goal of this work at CTJ was two fold.
First, it was anticipated that the test procedures
developed for each of these performance param-



eters will be canonized, or modified and canon-
ized, or equivalent alternatives procedures sug-
gested, these becoming the benchmark techniques
for measuring each of the eight parameters. Sec-
ondly, it was anticipated that the actual perfor-
mance numbers developed will give a good mea-
sure of the state-of-art currently existing among
the consumer electronics and cable equipment
manufacturers relative to these factors. Note that
the work at CTJ was not designed and is not meant
to show preference to any particular consumer
product, or between the consumer manufacturing
or cable industry view of the interface, butratherto
build a foundation of commonly accepted proce-
dures, technology, and information from which
meaningful remedies for problems at the interface
can be developed.
-radiati ignal

The cable industry is required under the
Cumulative Leakage Index (CLI) performance
standard set by the FCC in Part 76.605 (a)(12) of
their Rules and Regulations to limit the leakage or
the egress of RF energy out of the delivery system
back into the environment. As cable has complied
with this directive, concern has been expressed as
to determining what contribution, if any, CPE
might make toward the CLI through the leakage
andreradiation of cable signals. Note that this does
not imply that CPE is currently required to meet
the Part 76 standards. Nonetheless, this federal
standard limits the radiation from a cable delivery
system to 15 microvolts/meter at a distance of 30
meters for frequencies less than or equal to 54
MHz or greater than 216 MHz. Similarly, limits
are placed at 20 microvolts/meter at 3 meters
between 54 and 216 MHz. The test measurement
system, shown in Figure 1.4.1.1 below, was de-
signed and calibrated to have sufficient sensitivity
to measure signals in light of the FCC require-
ments.

Only two of the 56 CPE tested, both televi-
sion receivers, presented any re-radiation of cable
signals above the FCC limits. All units tended to
re-radiate higher levels of signals as frequency
increased, but all were well within limits except
these two units, both of which would have failed
the Part 76.605 (a)(12) cable CLI emission limits
on channels 37 and 53, if it were to be applied
against CPE.

44—
3 Meters

Receive
Antenna EUT

* ‘ FCC Approved 3 Meter Range

Lab
P
reamp Test Channels: 15, 25, 37. 53

+ Test Amplitudes: Video +15dBmV
Spectrum . Audio + 5dBmV
Analyzer

Figure 1.4.1.1 Test Configuration for Re-Radiation
of Cable Signals.

4 1 Osci fi

In the single conversion tuners found in most
consumer electronics, there is a single local oscil-
lator (LO) whose signal is used to heterodyne the
incoming RF television transmission down to an
intermediate frequency which is in the 40 MHz
region. In converters built for the cable industry,
a double conversion process is utilized, requiring
two such oscillators, each being isolated from the
other and from the balance of the circuitry. In the
single conversion tuners in most consumer gear,
the local oscillator frequency falls within the cable
delivery band, while the frequencies used in the
cable converters typically fall outside the band. It
is recognized that in the future, consumer manu-
facturers may exercise some changes to the fre-
quency of these signals, and this will require fur-
therinvestigation. The test configurationis shown
in Figure 1.4.2.1, below.

TV Signal Directional
Generator > Coupler > EUT
Preamp
Spectrum .‘/ Test Channels: 3, 12, 53, 74
Analyzer
Ampilitudes:
Video: 0 dBmV and +15 dBmV
Audio: -10 dBmV and +5 dBmV

Figure 1.4.2.1 Test Configuration for Local
Oscillator Leakage and Backfeed.
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In the in-band case, if the emanations from
these oscillators are conducted out of the tuner
package on the interconnecting wiring, they serve
as a source of degradation to other CPE devices
connected nearby, and if sufficiently strong, to
traverse the cable drop and ingress into the cable
system as noise, or through the cable tap to the drop
of a neighboring subscriber as interference. The
degree to which these local oscillators are isolated
to within the tuner package is a performance factor
of interest at the interface, and is part of the IS-23
deliberations. In this test, any spurious emissions
whichexceed -35 dBmV within the spectrum up to
600 MHz were recorded. The worst case situation
is where the LO in the TV being generated while
viewing one channel degrades the reception of
another channel being recorded on the co-located
VCR, or vice-versa.

This phenomena, like many others in these
investigations, seems to be directly proportional to
the frequency of the channel tuned. Television
receivers showed no emanations above the recom-
mended level on channel 3, but numerous in-
stances of problem levels on channels 12, 53, and
74. Specifically, 17% of the test items had prob-
lems on channel 12, 31% on channel 53, and 60%
on channel 74.

Videocassette recorders were quite similar,
showing 13% having problems on channels 3 and
12, 26% on channel 53, and 50% on channel 74.

Cable converters showed noemissions above
the recommended level on any channel, but did
follow the precedence set by the other CPE in
scoring somewhat worse on the higher frequen-
cies.
143 witch Isolation
All VCRs, some TVs, and some cable con-
verters are equipped with an A/B switch to provide
for the selection of more than one input source to
the CPE for use. In the case of the VCR, the choice
is between the tape playback unit in the VCR or
passing the incoming cable signal on to the televi-
sion receiver.

If insufficient isolation exists between the
two external ports, or between any unselected
external port and the common port, then a condi-
tion of signal crossfeed will exist, which may
result in degradation to the viewed or recorded
signal. The FCC requires in Part 15.606 of their
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Rules and Regulations that A/B switches presenta
minimum of 80 dB of isolation for frequencies
between 54 and 216 MHz, and 60 dB from 216 to
550 MHz. The external mechanical A/B switches
currently in use by the cable industry all generally
exceed 90 dB of isolation under any of the above
operating modes at any frequency, and often ex-
ceed 100 dB at any frequency.

It was deemed important to know what the
state-of-art is for A/B switches among currently
manufactured CPE. This did not seem to be a great
problem among the television sets tested, having
only 3 instances where the results did not meet Part
15.606 on the 4 channels tested. In fact, 75% of the
receivers had no problem on any frequency. The
test configuration is shown in Figure 1.4.3.1 be-
low.

EUT
To Tuner or
A —0
P Terminated
Input ¢ ’

B C Monitored
Note: OnVCRS | .t Baseband or
the Bportisthe | channel 3 AF on
internal tape unit | yoRs

Amplitudes: Isolation Tests:

CW 430 dBmV Ato B with B to C Active
Video & Audio B to A with A to C Active
at0,-10 dBmV Ato C with B to C Active*
B o C with A to C Active
Channels: 3, 12, 53, 74 * Only possible test on VCRs

Figure 1.4.3.1 A/B Switch Isolation
Test Configuration.

144 DPU Backfeed

This represents the condition wherein CPE
which is susceptible to DPU not only causes its
own picture to be degraded, as explained in Sec-
tion 1.3 above, but also allows these ingressive
signals to be fed back up the coaxial cable, thus
serving as a degrading factor to other hardware in
the home, or customers on the cable plant. The
values measured represent the voltage present at
the input port of the CPE while itis being irradiated
with a 100 millivolt/meter field at the unit’s point
of maximum susceptibility, as explained in the
DPU section. Tests showed that the DPU backfeed
is a function of the impinging radiation, and not
related to the channel tuned on the EUT. The FCC



requires a minimum of 18 dB of isolation between
customers, but standard practice shows a practical
isolation figure to be about 22 dB. If the -55dB D/
U ratio is the point of perceptibility, then a-33 dB
level out of the RF input of the EUT is sufficient to
reach the threshold of perceptibility. The test
configuration is shown in Figure 1.4.4.1 below.

TV Signal > Directional uT
Generator Coupler > E
Preamplifier [j
Irradiating Antenna
Spectrum
Analyzer | @—o— Test Channels: 6, 12, 78,
5 (Brdcst)
Amplitudes:
Video +15 dBmV & 0 dBmV
Audio +5 dBmV & -10 dBmV

Figure 1.4.4.1 Test Configuration for DPU
Backfeed.

The results show that 37% of television re-
ceivers had DPU backfeed above the point of
perceptibility on channel 6, followed by 34% on
channel 12, 26% on channel 78, and 17% on
channel 59. In general, there was a high correla-
tion between those television receivers which tested
poorly on DPU, and those which did poorly in
DPU backfeed. Interestingly, no videocassette
recorders or cable converters displayed DPU
backfeed above the level of perceptibility.

Further tests of spurious backfeed were con-
ducted to look for any emission from the EUT
present at the cable fitting in the 54 MHz to 550
MHz range which might cause interference in
connected CPE. Any signals greater than a -35
dBmV were recorded. The emissions found in
television receivers all seemed to be related to the
40 MHz IF frequency, but in no case were they
above the -35 dBmV level. No such emanations
were found in videocassette recorders. All con-
verters exceptone, acommercial aftermarket tuner-
only product, showed no significant emanations.
- The failed converter showed a very strong -1.7
dBmV backfeed at 144 MHz when tuned to chan-
nel 12,and -2.8 dBmV backfeed at 336 MHz when
tuned to channel 53. It was below the test facility

sensitivity on the two other channels.

1.4.5 VCR Through-Loss

The usual and accepted configuration for
introducing cable to an arrangement in the home
having both a TV and VCR is to route the cable
drop to the cable converter, thence out of the
converter to the VCR, and thence to the television
receiver. Incable systems where a converter is not
required, the usual practice is for the drop to be
connected to the VCR input port, with the signal
path thence traveling to the TV. If there is exces-
sive signal loss in passing through the VCR, a
noisy picture may be presented to the viewer. This
probably is not an issue at the FCC prescribed
input levels if the division of the input signal
energy available on the cable is performed in a
symmetrical fashion, with half going to the VCR
and half to the balance of the system. However, it
has been noted that some VCRs perform asym-
metrical splitting of the signal, diverting a dispro-
portionate amount of the signal energy internally
to the recording unit, thus obviating the cost of
some amplification within the VCR. The test
configuration is shown in Figure 1.4.5.1 below.

EUT
——P|  (VCR)
CW Signal Spectrum
Generator Analyzer

Test Channels: 3, 12, 53, 74
Test Amplitude: +10 dBmV

Figure 1.4.5.1 VCR Through-Loss
Test Configuration.

It was decided to perform a VCR through-
loss measurement on our sample set to determine
the state of art in the industry today. Of the eight
VCRs tested, all were contained in the range of 3.4
to 5.0 dB through-loss, as tested over channels 3,
12, 53, and 74. The average through-loss for the
eight samples over the four channels was 4.05 dB.
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146 Adi Channel Reiecti

The ability of CPE to reject the in-band noise
contribution from channels adjacent to the tuned or
desired channelis animportantfactorin the perfor-
mance of receivers. It is primarily the lower
adjacent aural and color subcarriers, and the upper
adjacent video carrier which create the problem.
This issue has been addressed in the broadcast
industry by leaving adjacentchannels vacant, where
possible. However, in the cable industry, where
virtually all channels have upper and lower
adjacents, and atrelatively highlevels, as specified
by the FCC, adjacent channel interference be-
comes a very important performance factor having
great impact on picture quality. The test configu-
ration is shown in Figure 1.4.6.1 below.

Tunabie Downconverter
Television Demodulator
RF
TV Signal
Generator
Signal p| EUT Normaiizi
Combiner —> A,wm;g
CW Signal /' .
Generator
*Baseband if
Test Channels: 3, 12, 53, 74 Available
Test Amplitudes: Desired Video
Upper Video +13 dBmV +10 8BV VM 700A
Lower Aural  +3 dBmV Desired Audio
Lower Color  -2dBmV 0 dBmV

Figure 1.4.6.1 Test Configuration for Adjacent
Channel Rejection.

The measurements, were divided into three
parts, that for the lower adjacent color subcarrier,
that for the lower adjacent aural carrier, and that for
the upper adjacent channel video carrier. Again,
the -55 dB D/U ratio was used as the threshold of
perceptibility for degradation in the viewed pic-
ture. The desired video carrier was set at +10
dBmV. The upper adjacent video carrier was set at
+10 dBmV, the lower adjacent color subcarrier at
-2dBmYV, and the lower adjacent aural carrier at 0
dBmV.

Television Recei 1 A\di Col
Carrier Rejection, Three of the 35 television
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receivers showed a failure in lower adjacent color
subcarrier rejection, all on a single channel only,
one unit on channel 12, the other two on channel
53. All of the other numbers for the television
receivers were quite respectable, resulting in aver-
agesforall receivers atleast 10 dB in margin better
than the point of perceptibility.

r -

One VCR failed the
lower adjacent color subcarrier rejection test on all
channels, averaging a-49.9 dB D/U level. Two of
the eight test units failed on channel 74 by very
small margins. All other numbers were accept-
able, and the averages forall testitems were atleast
5 dB better than the level of perceptibility.

- jacent Col
No cable converter exhibited
insufficient rejection of the lower adjacent color
subcarrier to the point of perceptibility on any
channel. ‘

ivers - r Adjacent Au-

Two of the 35 units had

insufficient lower aural rejection on all channels

while two other sets were perceptible only on

channels 53, and 74. The average D/U for all 35

receivers tested on all channels was at least 9 dB
better than the level of perceptibility.

rders - Lower Adj

jection, Three of the eight VCRs
tested showed no perceptible interference on any
of the four channels tested. Three of the test items
failed on all four channels. One VCR failed on
channels 12, 53, and 74, while the final unit failed
only onchannel 74. However, there was little orno
margin in the averages over the four channels
above the point of perceptibility, the highest being
only 1.8 dB above the 55 dB ratio.

1s - Lower Adjacent A
None of the cable converters
exhibited insufficient rejection of the lower adja-
cent aural carrier.

TelevisionRecei -Upper Adi Vid
Carrier Rejection, No television receivers exhib-
ited insufficient rejection of the upper adjacent
video carrier.

. rders - .
i jection, No VCRs exhibited
insufficient rejection of the upper adjacent video



carrier.

Cable C .U A\dj Vid
Carrier Rejection, No converters exhibited insuf-
ficient rejection of the upper adjacent video car-
rier.

1.4.7_Image Rejection

The effects of insufficient image rejection is
a noise contribution to the desired channel similar
in nature to adjacent channel interference. How-
ever, it is the signals occupying the upper portion
of the channel which is 14 channels above the
desired, and the lower portion of the channel which
is 15 channels above the desired channel which
contribute the noise energy.

For NTSC, it is the aural carrier 14 channels
above, and the visual channel 15 channels above
which combine with the desired signal to generate
the distortions. The FCC requires on cable that
visual carriers measured at the CPE vary no more
than 10 dB, plus 1 dB for each 100 MHz of
bandwidth above 300 MHz. Therefore, in our test
550 MHz spectrum, there can be a variation as high
as 13 dB. In the tests, the desired video carrier was
setat) dBmV and the image carrier at +13 dBmV,
according to the above. The test configuration is
shown in Figure 1.4.7.1 below.

Test Amplifudes: Video= 0 dBmV
Audio =-10 dBmV Tunable Down
ety IMaGE =+13 BBMV Converter
i Test Channel —
| Video/Audio J:msl'jfa"m
TV Signal o '
Generalor
Signal Baseband fg/Nomalizing
Combiner If Avail. Amplifier
CW Signal /'
Generator EUT ‘
{Image Carier |
VM 700A
Test Channels Image Frequency
3- 61.25MHz 151.25 MHz
12 - 205.25 MHz 295,25 MHz
53-397.25 MHz 487.25 MHz
74 - 523,25 MHz 613.25 MHz

Figure 1.4.7.1 Test Configuration for
Image Rejection

A review of the results shows that the image
rejection performance of television receivers var-
ies significantly according to the selected channel.
On channels 3 and 12, the average rejection was
foundto be 66 dB, while on channels 53 and 74, the
average image rejection was 58.5 dB. None of the
television sets exhibited perceptible or greater
interference on channel 3, and only four were
above the threshold on channel 12. However, 50%
of the receivers had perceptible interference on
channel 53 and 67% were above threshold on
channel 74.

1.4.8 Tuner Overload Distor;

Tuner overload performance has become
increasingly important for CPE connected to cable
as the number of channels carried thereon has
continued to increase. The inability of the tuner to
accept the aggregation of these high-level signals
without generating excessive distortion products
through the non-linear characteristics of the
receiver’s RF input circuitry results in the issue.
The two most destructive products generated in
this process are referred to as Composite Triple
Beat (CTB) and Composite Second Order (CSO).
The CTB product falls on the video carrier of the
desired channel, and the CSO is either at+ 0.75
MHzor £ 1.25 MHz from that carrier, according to
the channelization plan of the system, standard or
IRC. The test configuration for Tuner Overload
measurements is shown in Figure 1.4.8.1 below.

A total of 66% of the television receivers
tested exhibited degradation above the “just per-
ceptible” level on at least one channel and in at
leastone category. The television receivers showed
perceptible degradation on all four of the channels
tested.

A total of 50% of the VCRs tested showed
perceptible degradation on at least one channel and
in atleast one category. However, the degradation
was perceptible only on channels 53 and 74, and
not on channels 3 and 12.

A total of 36% of cable converters showed
perceptible degradation on atleast one channel and
in at least one category, with the visible degrada-
tion present on each of the four channels.
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TJests: CTB. CSO EUT Tunable Down
Converter
N
Baseband Television
if Avail, Demodulator
Matrix Normalizing
Generator VM 700A ¢ Amplifier
Test Channels: Test Amplitudes:
TV Signal 3 Video = +15 dBmV
Generator 12 Audio = +5 dBmV
53 Multiple
74 Carriers = =15 dBmV

Figure 1.4.8.1 Test Configuration for
Tuner Overload.

LS Viewer P ibility and the Selection of

- mark

There is always a great paradox in testing
factors related to viewing television. One would
like to devise objective techniques for testing
receiver performance, since subjective tests often
lack repeatability and precision. Subjective tests
which are designed to have precision and reliabil-
ity, often require such extensive procedures as to
make them impracticable for widespread use. On
the other hand, it is the subjective viewing of the
television receiver, regardless of its signal source,
which determines the acceptability of the deliv-
ered video to the viewer. Extensive testing has
been accomplished in times past, attempting to
bridge the gap, to enjoy the advantages of objec-
tive testing, while yet relating the results to some
measure of subjectivity, such as the threshold of
viewer perceptibility or the threshold of viewer
annoyance.

These past studies have always been indexed
to some particular form of interference, such as
NTSC co-channel signals interfering with NTSC
signals, or NTSC signals being degraded by non-
coherent, non-video signals, such as in-band busi-
ness radio emissions. Then, based on the type of
interference, some measure could be made which
would state that statistically the threshold of per-
ceptibility occurs when the interfering signal is N
dB, below the sync tip of the desired video signal.
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The point of Dr. Bronwen Jones’ effort was
to perform a series of subjective perceptibility tests
using exactly the same facility CTJ had used for
performing their objective DPU measurements.
We had assumed at the outset of the project that the
-55dB desired to undesired ratio (D/U) was appro-
priate for the configuration used at CTJ to test for
DPU susceptibility. In fact, the DPU measure-
ments are linear, so the results contained herein
can be adjusted based on the consensus ratio with-
out redoing the tests.

The result Dr. Jones. developed in her re-
search shows, however, that the -55 dB point is
indeed the threshold of perceptibility among the
viewing panels assembled and supports the suppo-
sition made in establishing the DPU test proce-
dures at CTJ. Please refer to Section 5. below for
a full treatment of the findings.

L6 Conclusions and Recommendations

In this section an attempt will be made to
summarize the results of the above testing in a
narrative format, drawing such conclusions as are
supported by the data.

We have learned from the Stern study:

e That 65.4% of all US TV households reside
in fields of 10 millivolts/meter (mv/m) or
greater,

e That 54.8% of all US TV households reside
in fields of 31.62 mv/m (90 dBu) or greater,

e That 40.8% of all US TV households reside
in fields of 100 mv/m or greater,

¢ That 6% of all US TV households reside in
fields of 1 volt/meter or greater.

In each of the 60 million cable homes there
are an average of 2.3 television receivers, 1.8
videocassette recorders, and 0.33 cable convert-
ers. This yields about 138 million TVs, 108
million VCRs, and about 20 million cable convert-
ers in cable TV households in the US. Using the
Stern findings, this would mean that:

e 90.25 million TVs, 70.6 million VCRs, and
13.1 million cable converters which are in
cable households reside in fields of 10

millivolts or greater,



* 552 millionTVs,43.2 million VCRs,and 11
million cable converters which are in cable
households reside in fields of 100 millivolts

or greater,

* 8.28 million TVs, 6.48 million VCRs, and
1.2 million cable converters which are in
cable households reside in fields of 1 Volt/

meter or greater.

Consider the CTJ results for irradiated DPU,
which shows that for an average of three channels
and with the CPE in an average orientation for
susceptibility:

* The worst case TV reaches the point of
perceptibility at 1.17 mv/m
The worst case VCR at 29.9 mv/m, and
The worst case cable converter at
77.23 mv/m.

* The median TV is perceptible at
51.57 mv/m,
The median VCR at 57.27 mv/m, and
The median cable converter at
292.73 mv/m.

* The very best TV is perceptible at
193.4 mv/m,
The best VCR at 162.73 mv/m, and
The best cable converter at 723.33 mv/m

Superimpose these two lists and the size of
the DPU problem begins to emerge. Note that
these numbers consider only irradiated co-chan-
nel, and not that conducted on the cable braid or on
the power cord. The two modes are interrelated,
and we have listed the conducted results in the
body of the report for reference, but do not list
them in the conclusions because the conducted test
procedures developed at CTJ have not yet been
accepted by all involved consumer manufacturers
and the EIA.

In the past, because of the cost of extra
outlets, customers have not typically reported all
TVs and VCRs in the home as connected to cable.
Because of the Cable Act of 92 ruling making
extra outlets free of monthly costs, the cable indus-
try has already noted a surge of extra outlets either
being connected or admitted to for the first time. It
is expected that this trend will continue until virtu-
ally all TVs and VCRs found in cable households
are connected to cable.

The subject of mitigating factors was men-
tioned in several earlier paragraphs. These are
factors which tend to modify the actual interfering
signal level or the exposure of the CPE to such
signals. These mitigating factors consists of:

* Ducting - An unusual phenomena in which
the transmitted signals are channeled through
a building in a non-standard fashion as a
function of the building’s physical structure.

* Building Attenuation - Considers the shield-

ing properties of the building structure. This
is a statistical function which can range from
zero to significant attenuation, based on the
placement of the CPE in the home and the
type of building construction encountered.

* CPE Orientation - As demonstrated in the
DPU testing, CPE is usually most suscep-

tible to interference if the radian passing
through the tuner of the unit is directed
toward the interfering signal source. Other
orientations offer some attenuation to the
signal.

. ight Above Ground - There is a nominal
20 Log increase in the strength of the inter-
fering signal relative to the height of the CPE
above ground level.

e  Urban/Suburban Clutter - A factor of the

relative juxtaposition of the interfering sig-
nal source and the CPE, and the topology of
the earth and structures between the two.

The difficulty in applying mitigating factors
is that one cannot depend upon achieving a high
level of protection over a broad range of installa-
tions, or over a long period of time in any one
installation, with the results being highly stochas-
tic. The experience of the cable industry is that
service calls which are shown to result from DPU
most often occur with the introduction of new CPE
in the home, or when existing units have been
relocated therein. While the activity level of the
consumer electronics retailer is pretty much iso-
lated to the time of sale, the cable operator’s
responsibility for satisfactory service continues
from month to month. From the cable standpoint,
it matters little whether the DPU problem became
apparent with the purchase of new hardware, or at
a point years down the road, it still requires a truck
roll, the services of a technician, and the installa-
tion of a cable converter to fix the problem.
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What has become clear during these studies
is that adding mitigating factors to the other pa-
rameters in an attempt to develop a single perfor-
mance number for CPE has the effect of dilating
the window of acceptability of the test items. As
aresult of the Cable Act of *92, the FCC has called
upon the cable and consumer industries to negoti-
ate a single number which shall represent a limit
below whichno TV, VCR, or cable converter shall
show perceptible DPU interference. This implies
that a statistical process, which represents a range
of performances based on both controlled (such as
CPE design and construction) and uncontrolled
(such as mitigating factors) issues, must be re-
duced to a single number, below which the perfor-
mance range cannotextend. Considering the Stern
data, it would appear that a 95% solution to the
problem will fall into the 1.0 volt/meter range.

Unlike the DPU findings above, we pub-
lished the results of the receiver performance tests
more as a benchmark to determine the current
state-of-art for both consumer and cable grade
hardware, and primarily to assistin the completion
of the engineering labor supporting the IS-23 ef-
fort in the JEC. As mentioned earlier, the test
facility drawings and procedures used in these
tests have all been forwarded to the membership of
the JEC for analysis and comment. There will no
doubt be changes suggested for these tests, all of
which will be included where appropriate. Con-
siderable non-trivial variations on the individual
test plans, procedures, and facilities were tried at
CTJ with the differences in results varying little
more than 2.0 dB. This leads us to have confidence
in these procedures as to their accuracy in portray-
ing the performance parameter tested. However,

1994 NCTA TECHNICAL PAPERS -- 466

since others may derive procedures which are
either easier or cheaper to implement, or for any
other legitimate reason may show increased prom-
ise, all constructive comments will be considered,
tested, and implemented or rejected based on merit
in the eyes of the JEC.

What is clear from these performance mea-
surements, is that all CPE could bear some im-
provements in several of the eight areas consid-
ered. Among TVs and VCRs the problems mea-
sured here result almost exclusively from the use
of designs which are optimized for off-air recep-
tion and are not appropriate for the different deliv-
ery conditions encountered when connected to a
cable system. Since cable cannot regress to simu-
late the conditions found in the broadcast environ-
ment without losing its advantages and its very
reason for existence, improvements can only be
found in adapting the terminal devices, the CPE, to
the delivery system. This is precisely what has
occurred in all other areas of telecommunications,
including wire and RF telephony, LANs, MANS,
business satellite systems, microwave delivery
systems, and in home DBS terminal equipment.

As we now stand on the threshold of the era
of digital television transmission, tests performed
at the Advanced Television Test Center, by
CableLabs, and at other facilities underlines the
fact that all receivers must be improved in all eight
of the above factors, plus several more, including
phase noise, group delay, and residual FM, if the
transitional hybrid CPE currently being planned
by the consumer manufacturers is to be usable
through its expected lifetime.
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Database Analysis of CATV Network Interconnectivity

by

Robert V. Moel

Time Warner Cable, Houston Division
William Spies

Time Warner Cable, Cincinnati Division

Abstract

Current outage detection systems
ignore the interconnectivity between
transmission elements. A failed element is
analyzed in isolation without considering its
impact on devices downstream from it. A
simple database algorithm that describes
this interconnectivity would improve outage
detection speed and accuracy. This paper
will describe such a program written in a
common fourth generation language (4GL)
called Clipper dBase.

Introduction

Cable television systems can be
modeled as "weakest" link systems. Any
device failure causes subsequent failure of
all devices downstream from it. The
probability of a point in the system failing is
related to the probability of all previous
devices failing'. Being able to know which
other devices have failed would aid in
customer communication about outages
and would minimize falsely detecting
another outage that is part of the first (and
thereby not wasting manpower on chasing
phantom outages).

Elements of an Interconnectivity

Database Program

The questions that need to be
answered are: (1) What relationship exists
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between devices in the network that
uniquely define their relationship; in effect
how do you encode which device is
dependent on which. (2) The database and
program must be able to model the weakest
link attribute of the network. (3) The
program that manipulates the network
database must be fast and it must be real-
time. There is no use for a program that
tells you an outage occurred when the day
is done. Finally, the program must be
recursive. It must be able to function the
same at any point in the system and
recursively determine all other failed
devices.

One of the key items in creating the
database is determining what fields create
links between database records that are
unique. Consider figure 1. The three
amplifiers are named 1, 2 and 3 (any
convenient naming scheme will work).
Amplifier 1 feeds amplifiers 2 and 3 and
has them as successors. Similarly,

Figure 1



Amplifier 1 is fed by no other ampilifier.
Amplifier 1 has a null predecessor.
Amplifiers 2 and 3 are fed by Amplifier 1
and hence Amplifier 2 has Amplifier 1 as its
immediate predecessor and Amplifier 3 has
Amplifier 1 as its immediate predecessor.
Amplifier 1 can have either 2 or 3 as its
immediate successor. Using the successor
is, therefore, not a unique way to relate
amplifiers in a database network. However,
Amplifier 2 has only one predecessor, that
of Amplifier 1. Similarly, Amplifier 2 has
only one predecessor, again Amplifier 1.
Devices in cascade as described above can
be determined uniquely if the predecessor
is specified as the linking field in the
database record.

By stringing database records
together by using the predecessor as the
linking field, a database would be created
that models the weakest link behavior of a
real cable television system.

Figure 2

C=

A
Loop ifthere is
no amplifier in
the seed No

database

Yes
¥

Initialize seed
database and main
database
Go to Top of seed
datebase

Do While Not
End of File

Yes

No ———»

Append from main
database to seed
database all records
whose main field
matches the current
records predecessor

Print restlts

L—Yes ﬂ Next Record

The code that was written to
determine the effect that the weak link has
on the rest of the cable system operates on
a PC. The program is compiled to execute
in real-time. As the flow chart will
demonstrate, amplifiers are entered in real
time and the list of amplifiers that have
failed are produced instantly. Table 1
contains the program listing. Figure 2 is the
flow-chart of this program.

The program works by starting with
a seed amplifier. A pointer is set initially to
this first amplifier. Then the program
appends all the amplifiers whose
predecessor fields match the amplifier
currently pointed to. After all the amplifiers
are copied to the end of the database, the
pointer moves to the next record and the
process starts again. When the pointer
moves past the last record, the program
stops looking for more amplifiers, prints the
results and terminates.

Ampilifiers are not the only devices
that can be added to the database. Any
device can be a part of the system as long
as one knows how the devices interconnect
with each other from a reliability sense. For
example, while a main power supply is
installed approximately in the middle of a
group of amplifiers, from a reliability view
point it is at the beginning of a cascade.

Because the program uses matching
and copying, it is very fast. A database
with 1,000 amplifier records and an average
trunk run of twenty amplifiers will take
approximately two seconds to respond to
an inquiry when run on a "486" machine.
These characteristics would make it feasible
for this program to be integrated with a
billing host's outage detection system either
as a part of the host's program or off line a
as separate processor with which the host
would interconnect via a wire link. Any
single amplifier outage would be used to
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determine what other amplifiers were also
out. The additional amplifiers determined to
be out would be up loaded to the host for
dissemination to customer service agents.

QOutage Detection In _Cincinnati

Our system in Cincinnati has been
using a combination of two-way monitoring
of the plant and the database program to
improve outage detection and correction,
determine the underlying outage problem,
develop a plan to improve the performance,
and finally, measure the resulits.

The first step was to use the two-way
response information from converters in the
field to identify the location of outages.
Part of the difficulty in using these
converters is that there is always a group of
converters that do not answer back. These
"no-answer" converters may not be
experiencing an outage but may have some
other localized problem such as being on a
switched outlet. This no-answer rate
determines the "noise" threshold.
Converters must be non-responding in
excess of this rate to indicate an outage.

Once the exact location of the
outage is determined, the next step is to
feed the information into the database and
get a list of all other amplifiers that were
affected. We now have a true location of
all the subsequent amplifiers affected and a
better understanding of how a particular
outage disrupts the system.

These disruptions were further
categorized by outage fix code. In some
instances the fix codes were changed to
provide better information of cause. For
example, the repair code labeled
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"intermittent" was not really a repair code
because it did not tell us anything about
what was done.

Once an analysis of the fix codes
and outages was completed, two areas
emerged as being key to resolving the
problem. The first deals with the placement
of power supplies. The analysis changed
the way we placed supplies. Before we
used to place supplies in anticipation of
future growth. These underloaded supplies
added to the number of supplies in cascade
and increased the probability that an area
would be out. Sometimes these areas were
affluent and influential.  Currently we
minimize supplies and maximize loading. If
an area grows, we will return to it and
redesign the powering if needed.

The second deals with repeat outage
offenders. What we discovered by using
the database was that we were
experiencing outages from devices that had
failed and had recently been repaired by
our in-house facility. The facility, it turned
out, was ill equiped to perform the repair.
They were merely bandaging the problem
instead of thoroughly testing and repairing
the unit. The few dollars we were saving
were costing us dearly.

We arranged to have the original
manufacturer repair the equipment by
establishing an "extended warranty"
agreement with them. This approach gave
us a cost effective alternative to in-house
repair that guaranteed the problem would
not return to soon. Ultimately, this change
gave the technicians more confidence in the
refurbished equipment and, instead of "box"
swapping, they are more likely to look for
fundamental problems with the plant.



Conclusion

A database and program can be
constructed to simulate a cable television
system. Using this system one can detect
outages faster, find and repair fundamental
plant reliability problems, and better assess
powering needs and power supply location.

Table 1 —- Program Listing

* Program — OUTDET.PRG

* Writer - Robert V. Moel

* All rights reserved

* This resets all files and initializes several criteria
close all

set safety off

set talk off

set confirm on

set beil off

* Clears screen

@ 0,0 clear

@ 23,0 say "OUTDET written by Robert V. Moel, all rights
reserved"

@ 24,0 say "Press Enter to continue"

read

@ 0,0 clear

* Opens amplifier database as the source database
use amp alias source

sele 2

* Opens seed database

use out alias sink

* Sets up do while loop

repeat=.t.

do while repeat

sele sink

* Clears seed database

zap

mampnum=space(8)

* enter the amplifier that failed

@ 24,0 clear

@ 24,0 say "Enter first failing amp" get mampnum
read

append blank

mampnum=ltrim(rtrim(mampnum))

replace amplifier with mampnum

go top

* this is the iterative do loop that appends from the main database
to

* the seed database each amplifierthat points to another amplifier
do while .not. eof()
* Set the pointer
point=recno()
* Look for all amplifiers for which the current amplifier pointed to
* is a predecessor
temp_amp=amplifier
append from amp for pred_amp=temp_amp
* because appending moves the pointer, reset the pointer and
* then skip to the next record
goto point
skip
enddo
answ="N"
@ 24,0 clear
@ 24,0 say "Would you like to print affected amplifiers?" get
answ
read
if upper(answ)="N"
return
else
* print or display amplifiers that were affected by the outage
if upper(answ)="Y"
answ1="S"
@ 24,0 clear
@ 24,0 say "(S)creen or (P)rint * get answ1
read
if upper(answ1)="8"
display all
@ 24,0 clear
@ 24,0 say "Press Enter to Continue"
read
else
if upper(answi1)="p"
list all to print
else
quit
endif
endif
endif
endif
* do another outage?
answ2="Y"
@ 24,0 clear .
@ 24,0 say "Another Outage (Y/N)" get answ2
read
if upper(answ2)="N"
* if no other outages, leave the loop
exit
else
@ 0,0 clear
loop
endif
enddo
* reset all and quit
close all
return

1. Moel, Robert and Spies, Willliam Reliability Modeling of Cable TV Systems, 11-4 to II-5,

CablelLabs, September 1, 1992,
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DEMAND SIDE MANAGEMENT CONSIDERATIONS
IN ADVANCED NETWORK DEPLOYMENT
Dean Ericson, President
Dan Carter, Vice President
Media Management Services, inc.

Synopsis

As cable operators contemplate upgrading their
cable TV systems to full service networks, one
services that may be included in the list is
Demand Side Management (DSM), either as a
joint venture with an electric utility, or by
providing DSM as a contracted service. In this
paper, we will examine why an electric utility
wants DSM, and how a cable operator may be
successful in providing DSM services.

Information presented here is based on MMS's
experience in assisting cable operators develop
and implement full service networks, and in
assisting electric utilities evaluate their
alternatives for the installation of DSM networks
and services.

J 1.0 Defining Demand Side Management

Demand side management is the general term
applied to an application that permits an electric
utility to communicate with its customers. A
demand side management system utilizes a smart
two-way interactive network linking the power
company's command and control center with
interface devices at customer locations. These
devices monitor and sometimes control power
usage. This communications network can also
be used by the power company to provide: real
time tracking of power usage and outages; meter
reading; service connects and disconnects; and,
detection of unauthorized service use and meter
tampering.

The DSM network can also allow utility

customers to make real time lifestyles driven
decisions regarding their energy utilization
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levels. Consumers gain control and the ability to
make energy consumption choices. The electric
utility achieves higher levels of operating
performance through the collective decision
making of customers who use DSM technology.
The result is energy cost savings and higher
levels of customer satisfaction, and better
financial results for utility company
stockholders.

0O 2.0 Why Two-Way Networks and
Demand Side Management Applications Are
Important to Utilities

A number of regulatory, competitive,
technological, customer, and economic factors
are causing fundamental changes in the electric
utility industry. Two-way network deployment
to end-user locations and demand side
management applications are one important way
to utilize technology to help deal with these
forces and changes.

2.1 Regulatory Factors

A number of important regulatory trends are
shaping power company thinking. First is the
opening-up of the "grid". This opened-up grid
permits large capacity users to purchase their
electrical power out of the local power
company's service area, and the local power
company must provide transport to the user.
With this open grid, utilities are brought into
direct competition.

Second, is the relaxation of restrictions on end-
users from themselves getting into the power
generation business (both to serve their own
needs and to feed power into the grid). Third



are the strict requirements with respect to
environmental impacts and public safety which
affect both the cost and time to design and build
new power generation capacity. Finally are
public sector driven considerations with respect
to the efficiency of utilization of non-renewable
resources and the cost to the consumer for
energy use.

> A two-way network to end-user
locations and demand side management
applications enable a utility to operate
more efficiently in this increasingly
competitive environment. In addition, a
DSM system can help reduce and/or
delay the commitment of substantial
capital for new power generation plants.
Further, a DSM system can demonstrate
to regulators that the utility is
responding to calls for higher efficiency.

2.2 Competitive Factors

Increased competition among power generators,
wholesalers, distributors, and large retail
customers is a reality for utilities. The result is
that utilities recognize that they must strive to
lower costs, improve efficiency, and/or provide
additional services in order to achieve a
sustainable competitive position.

> A two-way network for demand side
management applications is one of a
number of means that a utility can use to
strengthen its competitive position.

2.3  Technological Factors

Electric utilities have extensively deployed
fiber/digital/two-way networks in order to
perform "command and control" functions in the
electrical distribution grid. These functions
include system monitoring and power
generation/distribution adjustment among power
stations and various relay and substation points
on the distribution network. They also include

communications among utilities regarding the
purchase and sale of power on the opened-up
national grid, and the full range of plant
management and maintenance functions.

>  Demand side management represents a
natural extension of this "private
network" to end-user locations and thus

greater utilization of a
telecommunications asset already in
place.

2.4 Customer Factors

Overall demand for power is increasing at a
modest rate. At the same time, the "consumer
power demand profile" exhibits substantial
seasonal and daily peaks which, to some degree,
are caused by factors like weather which are not
within the control of the utility.

Residential customers are highly sensitive to
price and, while generally satisfied with power
company "service", do not exhibit a great deal of
"brand loyalty" to what is perceived as a
"commodity" service provider.

Commercial customers are demanding reliability
in delivery, and utility responsiveness to
problems. Further, large commercial customers
have two alternatives with respect to their
source of power. The first is construction of
their own facilities to serve their needs. Second
is purchase of power from an out-of-region
supplier who, under the more open regulatory
framework, can profitably deliver power over
the local power company's grid.

> A demand side management system
helps a utility build "brand loyalty" by
giving customers some control over
management of their power consumption
costs and direct feedback on how their
decisions save them money.
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2.5 Economic Factors

Electric utilities face complex and challenging
capital and operating issues.

The source of a power company's product is
obviously a power generation plant. A power
company faces two types of challenges in terms
of capital deployment to increase its generation
capacity.

First is the utility's response to long ferm
increases in the demand for power. That is,
bringing a new power plant on line represents a
very costly investment (estimated at $1 to $3
billion dollars). The planning, design, and
construction process for a new power generation
"base unit" is very lengthy -- up to ten years. The
regulatory requirements that must be met in
terms of safety, the environment, and so forth
are one of the factors that add to cost,
timeframe, and risk with respect to new plant
construction.

Second is the utility's response to the seasonal
and daily variations in the demand for power.
Meeting peak demands requires that the power
company build "peaking units" which are
brought on line on an as-needed basis.
Construction and operation of these peaking
units results in under utilization of capital
resources and higher cost per kilowatt-hour as
these units are not always operated at levels of
peak efficiency.

> A demand side management system can
help an electric utility operate more
efficiently in the short term while having
a positive impact on long term capital
requirements for new plant construction.
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0 3.0 DSM Network Technical and
Operational Requirements

3.1 DSM Network Applications

A Power Company's applications for a demand
side management system are based on a general
hierarchy of internal requirements. These
priorities will vary somewhat from utility to
utility, but in the broadest perspective most
power companies have the following priorities:

Primary Uses
1. Demand-side management / load
control

2. Real time price information
3. Distribution automation
capabilities for the electric power

network

4.  Power outage detection and
notification

Secondary Uses

5. Automated reading of electric
meters

6.  Automated billing
7.  Automated service connects and
disconnects
8. Detection of unauthorized
service use and meter tampering
Ancillary Uses
If a power company installs an advanced
DSM network they could also offer:
9. Contracted services to other
utilities (water, gas)
10.  Security services
11. Information services
12.  Cable television services
13.  Telephone services

Before cable operators become too concerned
that electric utilities are going to build extensive
DSM networks and then get into the cable TV
and telephone business, it should be pointed out
that PUCs, at this point, typically stipulate that
utility-customer information networks have to
be justified based on savings and revenues from
utility related services. Any revenues from non-



utility related businesses cannot exceed 10% of
the total revenues from the communications
network. More on this later.

3.2 DSM Network Components

How can the identified functions of a DSM
nétwork be realized? To address this question,
we must first define the components of a DSM
system. Broadly categorized, the components
are:

»  The customer premises communications
system

»  The electric meter interface

> The communications link between
customer premises and the power
company.

» The command and control computer
hardware and software for desired
applications

All of these components contribute to the overall
cost of the network with the major cost being in
the communications link between the customer
premises and the power company.

Many of the peripheral devices such as
electronic kilowatt-hour meters and remotely
operated disconnects have been developed and
some are readily available for purchase. The
primary missing link between the power
company and its customer is a two-way
communication system which has been designed
and configured for DSM. Also the hardware
and software required to communicate within
the customer's premise, and to interface with the
electric meter needs more development, but this
component will probably evolve into to a
workable system before the DSM networks are
in place.

3.3 Available Communications Technologies
Parts of the infrastructure which could provide

communications between the power company
and its customers currently exist:

> Power Companies: First on this list are
power companies themselves which have
a considerable amount of fiber in place,
however, the fiber is generally low count
and not deployed in locations where it
provides ready access to businesses and
residences.

> Phone Companies: The public switched
telephone network is  deployed
throughout power company territory.
This network consists largely of twisted-
pair copper wire which has very limited
bandwidth. An additional line to each
DSM location would probably be
required for DSM services.

> Cable TV Companies: Cable TV
companies have fiber optic and coaxial
cable deployed in most metro areas, yet
the cable, on average, accesses only 60%
of the residences. Cable systems provide
mostly one way communications toward
the customer. Return bandwidth, if
available, is limited.

> Mobile Radio Companies: Mobile Radio
companies provide wireless radio
frequency (RF)  communications,
however, deployment is very limited.

> Satellite Networks: Satellite Networks
could provide one-way communications
toward the customer, but this limits its

usefulness.
34 DSM Network Installation
Considerations

The functional requirements of a two-way DSM
system, as with other systems and technologies,
will ‘determine the type of technology
implemented and its cost.

The following discussion covers some power
company considerations for the installation of a
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DSM Network as they relate to network
requirement and costs.

Bandwidth: The most significant factor in
selecting the type of communications system to
be used for DSM services is network bandwidth,
or capacity. The amount of data to be
transferred and, how quickly the transfer is
required, will be determining factors in the
components chosen for the network. For
example, an automated meter reading system
requires little bandwidth, and the data is not
particularity time sensitive. On the other hand,
demand side management "load control"
applications require large amounts of data which
must be delivered in real-time.

Cost: Network Installation Cost: Network
installation is by far the largest single cost for a
power company to build their own DSM
network. A very generalized number that gets
used is that power companies would like to
install a network for between $200 and $400 per
residence. Roughly three-fourths of this cost is
allocated to providing the electric meter
interface and the communications connections
back to the utility. (A smart meter alone can
cost over $100.) The rest is for the hardware
and software for data management and
processing. It can be stated that cost is almost
always directly proportional to bandwidth.

Reliability: A power company's uses for a
DSM system, because of their application, will
require that the network be highly reliable.
While reliability requirements may ease
somewhat as we move toward the bottom of
their hierarchy of potential uses, network
reliability for the primary uses will be a leading
consideration in network planning. If a power
company is planning to offer service to other
utilities, or non-utility services to other entities,
reliability requirements will be even higher.

If the utility is managing large power user loads
based on being able to quickly reduce demand
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from these users as a peak load approaches, a
failure in the communications network could
have disastrous results. Because load
management is a dynamic interactive process,
broadband, two-way communications becomes
anecessity. The central processor must be able
to quickly confirm if the load reduction has
taken place and if so by how much. v

For a cable operator considering partnerring
with a power company to install a DSM
network, reliability (network availability)
requirements could be more stringent than those
Jor competitive access provider (CAP) services.
For the highest capacity CAP services, the
network availability requirements typically
stipulate that the service be in operation
99.997% of the time. That is approximately 16
minutes per year of allowable outage, which
may be too much time for primary (or high
capacity) DSM services.

Ownership: With network reliability being a
primary concern for power companies, we can
easily surmise that power companies would
prefer to not have another entity between them
and their customer. In fact, it is safe to say that
if cost of the network installation and operation
was not a factor, power companies would not
even consider outsourcing these services,
particularity to large capacity users.

Security: Security of the network is another
power company consideration. Is the
communications link to the electric customer
secure from unauthorized intrusion?

Geographic Coverage: How can ubiquitous
coverage within the entire electric utility service
area be provided?

Standards and Compatibility: At this point,
there are no clear standards for DSM services,
networks, or network interfaces. Even though
some development is underway, there is no



clearly superior technology, and low cost
hardware and software is not available.

(0 4.0 Future DSM Network Planning
Considerations

Because of the extensive technical and
operational requirements for a DSM network,
power companies logically would like to install
and operate their own networks even with the
high installation cost.

In addition, a power company's construction of
its own network would ensure that the utility's
capacity requirements would be met , and would
in fact enable the utility to use excess network
capacity to generate incremental revenues from
utility related and non-utility services.

However, electric utilities tend to perceive non-
utility services (information services, cable TV,
telephone, etc.) as very speculative, high-risk
businesses and probably would not use non-
utility revenue potential as justification for
installing their own network.

Where this all seems to be leading us is that even
though power companies would prefer to install
and operate their own DSM networks, they
generally expect that a fully deployed DSM
system will use all of the technologies discussed
previously, and will consist of facilities both
leased from commercial communications
providers and those owned and operated by the
power company. The type of technology
deployed will be a function of availability,
pricing, and company needs at the time.

So - for cable TV operators planning to install
Sfull service networks, including DSM in the
strategy is probably a reasonable expectation,
provided that the network meets the
compatibility, reliability, and security
expectations and requirements of the power
company.

O 5.0 Electric Utility Industry Demand
Side Management Experience to Date

Demand side applications of two-way interactive
networks are high on the agenda of many
electric power utilities.

A number of published reports indicate that
"utilities are investing in demand side
management technologies".  For instance,
Entergy took a minority position in First Pacific
Networks in 1991. The Southern Company
announced that it would invest in First Pacific in
1993. Boston Edison has asked for regulatory
approval to invest in an unregulated subsidiary
that would invest in demand side management
technologies.

There are also indications that the venture
capital community is taking an interest in
demand side management investment
opportunities.

A large number of mature and start-up suppliers
are working on demand side management
technologies. These technologies are being
developed to operate in a number of network
environments, including broadband coaxial/fiber,
twisted pair, wireless/RF, and satellite. Supplier
companies include BellSouth, First Pacific
Networks, RAM Mobile Data, Ericsson/GE,
CableBus Corporation, AT&T, and TranstexT.

Industry-wide standards are under development,

via the involvement and leadership of the
Electric Power Research Institute (EPRI) and
member utility companies.

Utility monitoring services are in operation in a
large number of gas customer homes.

Electric power utilities have undertaken field
trials of DSM technology in a limited number of
homes. The objectives of these tests have been
to gain experience with the technology, to gain
in-market understanding of the features and
functions that are most attractive to the
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consumer, to determine the nature of customer
use of and satisfaction, and to develop an
information base that will help with packaging,
pricing, and marketing decisions.

The general sense of those involved in
developing the DSM business is that the power
utility industry is on a "fast track" with respect
to development and deployment of the
technology. As we pointed out earlier in this
paper, there are strong strategic and economic
reasons for electric utility interest in DSM. The
enabling technologies are being rather quickly
developed, with functionality and price bringing
product into line with utility economic
requirements and customer expectations. There
are still many business unknowns in terms of
marketing, consumer take rate, pricing, and so
forth. However, it is likely that these unknowns
will be addressed in the very near term.

Finally, of all the issues that must be addressed
by electric power utilities in order to make
demand side management a success, perhaps the
most important is the design and construction or
the two-way interactive network that will link
the utility with customer locations.

3 6.0 Collaborative Opportunities for
Cable Operators and Utilities

The cable industry's advanced network
deployment thrust and the electric power
industry's desire to deploy demand side
management services suggest that there may be
substantial collaborative opportunities for the
two industries, including:

»  Cable company provision of the two way
network to the customer.

»  Cable company utilization of existing
electric power utility fiber networks as
part of a cable "regional networking"
strategy.
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Design of in-home hardware to include
functionality that meets the needs of
cable companies and utilities.

Joint marketing and promotion of
services.
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ABSTRACT

Today's cable systems are in a unique position to
deliver telephony services via the two-way
transmission of digital signals. Several methods
exist for combining telephony and entertainment
video signals within the distribution plant and for
separating those signals at the subscriber end of
the system. Each of these inethods has unique
technical and economic advantages and
disadvantages.

This paper discusses the architectural and design
considerations when developing a network capable
of delivering telephony services. Architectural
options are outlined, and the tradeoffs associated
with design choices are discussed. Node sizing,
optimization, and evolution are considered, as
well as fiber counts, bandwidth utilization,
reliability and redundancy, network management,
and subscriber terminal deployment.

INTRODUCTION

The ability to deliver a multitude of new services
to the home (both analog and digital; both
interactive and non-interactive) via cable systems
has become feasible in the last five years due to
the rapid deployment of fiber optic technologies.
Indeed, most experts now agree that hybrid
fiber/coax networks provide the most economical
means of delivering these new services. One such
service is POTS, or Plain Old Telephone Service.
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Deploying telephony over cable systems is only a
short time away. Many manufacturers have
announced cable telephony products or are already
in production. Effective deployment of these
systems requires a good understanding of
spectrum utilization, network architectures, drop
architectures, system evolution, and the tradeoffs
surrounding decisions made today for tomorrow's
services.

SPECTRUM UTILIZATION

CATYV Spectrum Allocation

New technologies and services are bound to place
new demands on future allocations of CATV
spectrum, requiring much more bandwidth than
has been available in the past, including a much
larger or more densely utilized return path
allocation. Services such as telephony, HDTV,
data communications, video-on-demand (VOD),
and multi-channel compressed NTSC video
delivery are already staking out portions of the
CATV spectrum, and as it usually tums out,
services expand to consume the maximum amount
of bandwidth available. Of course, new digital
compression technologies will help operators
efficiently utilize this spectrum.

Figure 1 shows a typical frequency allocation plan
for a 1 GHz cable system. Below 550 MHz, the
system looks exactly like current systems, with
analog TV channels occupying 50-550 MHz and
the return path occupying 5-30 MHz.



30 MHz 506 MH:z
5 100 200 300 400
MHZ
Upstream NTSC Analog
Telephony & Television
Other Digital Channels
Services

550 MHz

575 MHz 600 MHz
625 MHz

Downstream Advanced
Telephony Digital
Services Services

Figure 1. CATV Spectrum Allocation with Telephony and Advanced Digital Services

It is in the area above 550 MHz that the greatest
changes are taking place. In this example, 25
MHz of bandwidth has been allocated for
telephony in the reverse path, but in practice this
may not be possible (or at least not without
forward error correction or other means of
maintaining a low bit error rate). System ingress
originating in the subscriber's home wiring is not
uncommon, and this ingress may come from
several sources. It is also in the 5-30 MHz band
where many amateur radio and CB transmitters are
active in urban neighborhoods. In this example,
another 25 MHz has been allocated for telephony
in the forward path (575-600 MHz, with guard
bands shown on either side; depending on system
hardware, these guard bands may not be required).
It is important to point out that the telephony
signals in the forward path could be placed
anywhere (even below 550 MHz), and that the
choice of frequency location is left to the operator
to maximize the particular application.

Typically, the spectrum above the telephony
channels would be used for delivering advanced
services such as compressed digital NTSC or
VOD. As the deployment of interactive services
and digital communications becomes ubiquitous, it
is likely that the 5-30 MHz return path used today
will not be adequate to support these new services.

Additional return spectrum can be gained by
converting a system to a mid-split return (e.g., 5-
112 MHz return, 150-1 GHz forward), but this is
unlikely due to the analog spectrum currently in
use for TV services and the vast number of
consumer products supporting this spectrum. It is
far more likely that additional return spectrum will
be carved out of the higher end of the spectrum,
likely from 850-1000 MHz.

This raises important questions about the 5-30
MHz spectrum. If additional return spectrum is
provided at the top of the CATV spectrum, the 5-
30 MHz spectrum may not be needed for return,
thus eliminating the need for two sets of diplex
filters for the two return paths. In this case, this
spectrum could be allocated for forward use. Or
perhaps more interesting, the 5-30 MHz spectrum
could be utilized as a fully bi-directional path
operating completely passive, without any
intervening amplifiers. The cable losses at these
frequencies are very low, and if the node sizes are
small enough reliable transmission should be
achievable. Such a passive path would be highly
reliable  since  transmission  could  be
accommodated even if power failed in the
amplifiers. This has positive implications for
services such as telephony and network
management which need to be highly reliable.
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Telephony Spectrum Allocation

Fortunately, only a relatively small allocation of
bandwidth is required to deliver telephony services
over cable systems.  This is because not all
frequencies discernible by the human ear
(typically >15 kHz) need be transmitted for
intelligible, natural conversation. In fact, the
actual bandwidth occupied by a voice signal is
limited to 4 kHz in telephony to conserve
spectrum. Of course, many telephony channels
have to be provided to maintain reliable service,
and collectively these can occupy significant
bandwidth.

Fortunately again, the coming of age of fiber
technology in cable networks provides all the
bandwidth necessary for adding telephony services
to existing cable systems. This is accomplished
through fiber division multiplexing several voice
channels on several fibers. That is, for a given
number of voice circuits, telephony bandwidth on
an individual fiber is conserved by spreading out
the voice circuits over multiple fibers, each fiber
serving a different geographical area. The fiber
counts and bandwidths required for economical
telephony delivery on cable systems coincide very
well with bandwidth requirements and fiber counts
required for existing services, and in fact provide
additional capabilities and leave room for
contemplated new services.

Universally, digitized voice signals are created as
64 kb/s digital channels (commonly referred to as
a DS0). These individual channels may then be
multiplexed together in a number of ways and at
varying bit rates. Higher rates, of course, support
more voice channels. Tn North America, the most
commonly used next order of multiplexing is the
T1, which consists of 24 digitized voice channels
(24 DSO's, for a total of 1.544 Mb/s, including
framing overhead).  Although many different
transmission rates could be used for delivering
telephony over cable systems, this is a logical rate
supported by much existing hardware and
allowing relatively flexible use of existing CATV
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spectrum and smooth migration as service
penetration increases.

Channel overhead is also required in the bit stream
for control purposes within the cable telephony
delivery system itself (e.g., for remote
provisioning of the Subscriber Terminal Unit).
This overhead may come at the expense of.
capacity taken from the T1, or by using the T1's
embedded extended data facility (Extended Super
Frame format only), or by providing additional
channel overhead by transmitting at a higher data
rate. For the purpose of discussion, this paper
assumes T1 transmission rates will be used.

Given a T1 transmission rate for the bit stream,
many choices exist for modulating the T1 onto an
RF carrier: FSK, BPSK, QPSK, QAM, and others.
The choice is typically a tradeoff between bit rate
vs. bandwidth used and circuit complexity. Thus
the modulation scheme chosen directly effects the
overall system traffic capacity. QPSK presents a
good balance here (providing a transmission
efficiency of two bits per Hertz with relatively
inexpensive  circuitry and good  noise
performance), and many proposed cable telephony
systems employ QPSK. For the purposes of
discussion, this paper assumes QPSK data
transmission in both the forward and return
transmission paths.

Given the same data rates and modulation
methods, the transmission bandwidth required for
the system will be the same for upstream and
downstream. The upstream path is the limiting
factor, providing 25 MHz of usable bandwidth
from 5-30 MHz (there is currently active interest
in extending this to 40 MHz, thus providing 35
MHz of usable bandwidth). Referring to Figure 2,
25 MHz of bandwidth allows 24 QPSK signals to
be transmitted, each carrying one T1 (1.544 Mb/s
divided by 2 b/Hz = .772 MHz bandwidth;
allowing 30 percent more for adjacent channel
guard bands gives 1 MHz of bandwidth required
for actual transmission). Given that each Tl
supports 24 voice channels, 576 voice circuits are
available in 25 MHz. '
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= 24 Voice Channels
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| Figure 2. Typical Telephony Spectrum Allocation

One great advantage of transmitting telephony
over several different RF data channels is the great
flexibility provided. RF channels need only be
added as telephony service penetrations increase
(capital expenditures are tied directly to revenue
generating services). RF channels may be flexibly
assigned frequencies around existing or
contemplated services (particularly important in
the return path where service is often shared with
network management carriers and PPV
authorization channels utilized by addressable
converters). Finally, frequency agility of the
return and forward paths allows efficient use of
CATV spectrum and the ability to shift spectrum
usage in the future as new services and
technologies are introduced.

Contention and Service Penetration

A discussion of spectrum utilization would not be
adequate without some consideration of contention
and penetration. Two basic approaches exist for
handling telephony traffic over cable systems:
dedicated circuits and contention based channel
assignment. A dedicated voice circuit may be
assigned to a subscriber (actually a virtual circuit,
consisting of an RF channel assignment and a time

slot within the Ti carried on that channel).
Whenever that subscriber uses his phone, that
carrier and time slot are accessed. When that
subscriber is not using the phone, those resources
are idle and cannot be used by other subscribers.
A voice channel must be dedicated for each
telephony subscriber, thus potentially requiring a
large number of dedicated voice channels. For
spectrum efficient telephony systems, this is not a
problem. Dedicated channel assignment has the
advantage that a subscriber always has guaranteed
access to his voice channel and the channel
assignment process is simplified.

Contention based channel assignment leaves idle
voice circuits free in a pool. When service is
requestca either by an incoming call or by a
subscriber trying to place an outgoing call, a free
channel is taken from the pool and assigned to a
subscriber for the duration of the call. When the
call is finished, the channel is returned to the pool
for use by other subscribers. Since it is highly
unlikely that all subscribers would attempt to
make (or would receive) calls simultaneously, this
approach allows a finite number of voice circuits
to be used by a much larger number of subscribers,
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thus increasing hardware utilization and system
efficiency.

When a subscriber attempts to make a call and no
voice circuits are available, no call connection can
be made, and this system state is defined as
blocking. An effective statistical model (the
Erlang B formula for lost-calls-cleared) exists for
calculating channel capacity vs. traffic vs.
probability of blocking. Any use of contention
requires careful analysis to guarantee a minimum
grade of telephony service. Contention allows a
smaller portion of RF spectrum in the cable system
to be used to serve an equivalent number of
subscribers as with dedicated channel assignment,
but the tradeoff is in potential blocking and
customer dissatisfaction during peak traffic
periods.

Contention based channel assignment also has
another great advantage: it allows dynamic
bandwidth allocation on a per subscriber basis.
Services such as videophone and high speed data
transmission require bandwidth in excess of that
provided in the basic voice channel (4 kHz or 64
kb/s). Contention allows assignment of additional
capacity to a subscriber on a demand basis,
typically in multiples of the basic data rate of 64
kb/s. A subscriber desiring to use one of these
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advanced services would be given channel
capacity for that service only for the duration of
the connection, thus saving the subscriber money
while making more efficient use of the system's
total traffic capacity.

Networks must be designed to meet today's needs
and those contemplated in the future. However, it
is not always appropriate to fully build out a
network today to provide services which may not
actually be used until quite some time in the
future. It is likely that the number of cable
subscribers may be quite high compared to the
initial number of telephony subscribers on a cable
system. Networks should be designed and built
with this in mind, and a network evolution plan
should be devised to allow natural growth in
traffic capacity as penetration increases.

DISTRIBUTION ARCHITECTURE

Current FSA Network Topologies
Current cable systems utilize a fiber to the serving
area architecture (FSA), with each optical receiver

typically serving a node of 500-2000 subscribers.
This architecture is shown in Figure 3.

CATV DISTRIBUTION PLANT

Node 1

@P

Optical Node

Node 2

@p

Optical Node

Each Node Serves 500-2000 Homes

Figure 3. Current FSA Architecture
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One laser in the headend may be optically split to
serve two or more nodes since the television
services provided are the same for each node.
This is a cost-effective approach since relatively
high output power DFB lasers are available, and
only one laser need be used for two or more nodes.
This approach is also effective in reducing power
consumption, improving distortion and noise
performance, increasing reliability, and reducing
signal ingress and leakage. The coaxial trunk
amplifiers have been eliminated, and the size of
the failure group has been greatly reduced. This
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architecture is very flexible for overlaying
additional services and allowing cost-effective
system evolution.

FSA Network Topology with Telephony Overlay

Figure 4 shows the same FSA architecture with a
fiber telephony overlay. In this case, the two
receive nodes are treated as one logical node for
telephony services. Note that this approach uses
the existing downstream CATV service laser to
provide downstream telephony services as well.

4@
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Optical Node
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Optical Node

Figure 4. Current FSA Architecture with Telephony Overlay

Providing enough bandwidth is available, the
downstream architecture need not be modified at
all for this upgrade. The upgrade is facilitated
even more since no new fiber need be pulled: dark
fibers probably already exist in the cables already
feeding the remote receiver nodes. If you are
currently in the process of adding fiber to any of
your systems, it is wise to plan now for future

applications by providing additional fibers in the
sheath.

The return path upgrade is readily accomplished in
the distribution plant by swapping the original.
optical node receivers with receivers with return
path lasers for the 5-30 MHz band. Many
receivers on the market or already installed
already provide plug-ins for retro-fitting lasers in
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receivers already in the field. The only additional
equipment required for signal transport consists of
two relatively inexpensive optical receivers in the
headend for the return path.

Since this topology treats two optical nodes as one
telephony node, migration to this configuration is
easily and economically accomplished. However,
each optical node is now served by only half as
many voice channels as are available on from the
telephony node at the headend. Using the spectral
model shown in Figure 2, 576 voice channels
would be available for the two nodes (1,000 to
4,000 homes passed). For initial service offering,
telephony penetration may be low, and this
architecture can be a cost-effective means of
matching capital expenditures with revenue.

When service penetration increases, or if high
penetration is anticipated quickly, the two CATV
service nodes may be treated as two independent
telephony nodes by separating the telephony
services for each on different fibers, thus doubling
the traffic capacity on each node. Of course,
additional telephony hardware must be provided
in the headend to support this increased capacity.
Using the spectral model shown in Figure 2, 576
voice channels would now be available for each
node (500 to 2,000 homes passed).

Figure 5 shows this architecture, which allows yet
another cost-effective step in the natural evolution
of the network as additional channel capacity is
required.
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Figure 5. Current FSA Architecture with High Penetration Telephony Overlay

Note that for economic reasons only one DFB
laser is used to feed television services to the two
nodes. This does necessitate, however, the use of
separate downstream and upstream telephony
fibers for each node. It should be possible for this
application, once again, to use dark fibers already
in place.  This topology also requires one
relatively low-cost laser per node at the headend
for downstream telephony and an additional
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optical receiver at the node for combining the
downstream television and telephony services for
distribution over the coax. Node receivers such as
shown in Figure 5 are already available on the
market.



Advanced Services FSA Network Topology

Figure 6 shows an advanced FSA architecture
capable of delivering analog television, telephony,
and advanced digital services to the node. The
bandwidth here need not necessarily be 1 GHz if
the advanced digital services are offered over a

smaller spectrum or are not included at all: this
architecture will work just as well at 600 MHz or
750 MHz (750 MHz amplifier hybrids are
currently available, though in short supply; 1 GHz
hybrids with adequate performance are still not
commercially available).
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Figure 6. Advanced FSA Architecture with Digital and Telephony Services

Note that two downstream DFB lasers are now
used, one for each node. Many envisioned
advanced digital services (e.g., VOD) require
unique data streams to be provided for each node,
and this requires separate downstream lasers for
each node (of course, these services could be
combined with telephony on a separate laser per
node as in Figure 5, providing this laser has
adequate capacity).

Although DFB lasers are far more expensive than
conventional Fabry-Perot lasers used for
transmitting RF data carriers, using one DFB per
node allows simplifying the remaining portion of

the distribution architecture since these lasers can
carry the telephony and advanced digital services
as well, and all on one fiber. Of course, this
means only one downstream receiver is required
per node, as well. Comparing Figure 6 with
Figure 5, this latter approach may make more
economic sense from the outset (even if advanced
digital services are not provided), certainly so if
extra downstream fibers are not already present as
required in figure 5.

Since the DFB lasers in Figure 6 are not being
optically split as in previous examples, lower
power lasers will suffice to cover the same
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distance to the node. Although the trend in the
past has been toward higher power lasers to allow
greater optical splitting, more systems will begin
to require lower power lasers (but many more of
them) as advanced architectures are deployed.
Hopefully the increased volume and lower power
requirements will drive down the cost of these
relatively expensive DFB lasers. Long-term, the
architecture in Figure 6 should be the more
economical approach to delivering advanced
services of all types in a hybrid fiber/coax system.

Network Reliability

Since the telephone serves as the fastest, best
access a subscriber has to emergency services and
information, any system delivering telephony must
be highly reliable. In terms of the cable
distribution system, many new demands will be
placed upon the early detection and correction of
potential faults (preferably before an actual failure
occurs) and in locating failures and repairing them
quickly when they do occur. This will require the
deployment of advanced network monitoring and
management systems.

However, appropriate monitoring and management
systems are not enough to guarantee reliable
service. For this reason, all powered devices in the
network must have some form of emergency
power for operation when utility power is not
present. This power can be provided through
battery back-up power supplies or gas-powered
generators. In any case, switchover to backup
power must occur quickly enough to guarantee no
interruptions in service take place.

Finally, the distribution system itself must be
made more reliable. In part, this can be
accomplished through the use of better trade
practices and higher reliability products in the
construction of the system. Additional reliability
can also be gained by providing other backup
systems. In the case of fiber optic runs, duplicate
fibers using route diversity should be used in case
of an accidental fiber cut.

The active devices in the plant must also contain
backup circuitry.  All amplifiers and optical
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receivers must utilize circuitry which allows a
failed component to be electronically bypassed or
replaced by a functional equivalent. This will
require all receiver and amplifier modules to be
duplicated in each equipment housing, and an
intelligent means of switching between these
modules must be provided. Furthermore, this
intelligent switching device must be tied into the
overall network management and monitoring
system so that any failure can be reported directly
back to the office.

Fully redundant active devices must be deployed
in a modular fashion. This allows failed modules
to be replaced without bringing down the system,
but it also allows optional initial installation of the
active devices without the redundancy feature.
This allows an operator to plan economically
today for easy migration to full backup capability
once telephony services are deployed. The backup
modules should be operated as cold standbys (i.e.,
without power applied). This serves three
purposes: power consumption is reduced, heat
generation is decreased, and standby modules are
less likely to be damaged by any surges which
may be presented to the power supply. This
increases module reliability while keeping
operating costs lower.

SUBSCRIBER DROP ARCHITECTURE

Telephony Subscriber Terminal Inside Home

The subscriber drop architecture is critical for
economical deployment of telephony services over
a cable system. Costs added to maintenance,
installation, or hardware at the drop are multiplied
by the number of drops in the system. Several
options exist for location, powering, and
deployment of the Subscriber Terminal Unit

. (STU), and each of these options has unique

advantages and disadvantages. However,
regardless of whether the unit is inside the home
or on the side of the home, the STU need only be
installed when service is initiated. This ties capital
expenditures to revenue generation and allows the
operator to pay as he goes. A logical choice is to
place the STU inside the subscriber’s home
(Figure 7).



HOME

To Other Homes

CATV

5-600 MHz
60 VAC/60 Hz

RF Coaxial Drop Cable
5-600 MHz

A

CATV Feeder
Coaxial Cable

Figure 7. Telephony Subscriber Terminal Inside Home

The cable industry has a long history of placing
cable television converters in the home, and many
customers are used to their presence. Objections,
when raised by customers, tend to focus not on the
converter, but on the loss of functionality of
consumer products attached to the converter. For
an STU, no loss of functions are encountered since
the subscriber’s telephone equipment works as it
always has. And since no interaction is required
between the subscriber and the STU, the unit may
be placed in a utility closet or any convenient
location. Connection to the cable system may
readily be accomplished with a directional coupler
placed at any convenient point along the internal
house wiring or even outside the home.

One strong advantage to placing the STU in the
home is increased reliability and lower unit cost.
The home provides a well-protected environment,
free from temperature extremes and precipitation.
An STU designed for in-home installation need
not be temperature hardened or environmentally
sealed.

Another logical choice in this situation is to power
the STU from the home, and once again, the
precedent exists for powering set-top converters
from the home. The advantage here is that the
subscriber absorbs the operational costs for
powering the STU. Although an individual STU

does not draw very much power by itself , the
actual operator costs for powering the STU would

~not be trivial when one considers that thousands
of the units will be operational.

Power failures also present a larger problem when
delivering telephony service. When power fails in
the home and the cable TV converter loses power,
little is lost since the TV set has also lost power.
But in the case of telephony, a power failure
causing loss of telephone service could be
catastrophic since access to emergency services is
lost. Therefore, home-powered STU’s have to
provide some form of battery backup to maintain
service during power outages. How long this
battery needs to maintain service during a power
failure is debatable, but most power failures tend
to be relatively short in duration, typically well
under four hours. Batteries also need periodic
replacement, but modern sealed batteries have
lifetimes of several years.

It is also possible to power an in-home unit from
the network. However, network powering of the
STU does not solve the battery problem, but
simply moves the location of the batteries from the
STU out into the network since the network itself
now must provide battery backup for all the
STU’s.  Fewer, but larger batteries will be
required, but maintenance of the batteries should
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be easier since they will be concentrated at and co-
located with the system’s standby power supplies,
and 24 hour access will be available. During
extended power outages, gas-powered generators
could be used to extend system operation beyond
the batteries’ capability.

Network powering, however, does create
additional installation problems if power is carried
on a separate cable from the drop and adds safety,
regulatory, and reliability concerns if powered via
the drop. If powered via the drop, power-passing
passives must be used in the STU signal path, and
care must be taken to block power down any other
signal paths in the home. A step-down
transformer would also likely be required to
provide safer voltages in the home. Under these
circumstances, any modifications the subscriber
performs to his in-home wiring would likely
generate a service call. For these reasons,
powering an in-home STU from the network via
the drop is not a viable option.

Telephony Subscriber Terminal on Side of Home

Another likely location to mount the STU is on the
side of the home. This provides easy access
should maintenance be required, but as indicated
above, environmental hardening and sealing are
now required. Standard twisted pair is used to

HOME

COAX

feed the telephone service from the outside STU to
the internal home telephony wiring. Locating the
STU on the side of the home also makes it easy to
clearly define the network termination point and
where home wiring starts.

More powering options exist for a unit mounted on
the side of the home. Powering is still possible
from the home itself, but in this case a low voltage
would be fed out to the STU from a plug-in wall
transformer inside the home. This power could be
routed to the STU either via a separate small-
conductor power cable or by reverse feeding
power to the STU up the coaxial cable providing
RF to the TV. Of course, powering over any RF
coaxial cable requires using power-passing and
power-blocking passives where applicable. If
powered from the home, separate cabling is the
preferred method. But regardless of cabling, a
backup battery must be provided with the STU. In
- this case the battery is always accessible to the
operator should maintenance be necessary.

Powering may also be provided from the network
via the coaxial drop (Figure 8), but in this case
power may be blocked before it enters the
subscriber’s home, thus avoiding many of the
safety and regulatory issues associated with
providing 60 VAC down the drop. However, this
introduces new problems, primarily at the tap.

A

5-600 MH:z
60 VAC/60 Hz

STV

‘ Twisted Pair

CATV
Tap Power Passing TAP

RF Coaxial Drop Cable
5-600 MHz & 60 VAC/60 Hz

A

CATV Feeder
Coaxial Cable

Figure 8. Telephony Subscriber Terminal Outside Home—
System Powered on Drop
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As new services are added to cable systems, more
bandwidth will be required, and this requires
higher performance components in the system.
Taps are no exception to this, and although 1 GHz
taps are now generally the standard when upgrades
or rebuilds are performed, designing a tap to pass
power down the drop without sacrificing RF
performance (primarily in insertion loss and return
loss) is next to impossible since power diplex
filters must now be added to the main input/output
ports as well as to each subscriber port. Decreased
insertion loss performance can lead to frequency
response problems or may require additional
amplifiers to compensate for higher losses (or
alternatively, fewer homes could be served per
node). Poor return loss performance can
potentially lead to intersymbol interference in
digital signals.

Additional problems are likely to exist if powering
is provided over the cable drop cable. First of all,
the drop is required to be connected to the house
electrical system ground near the point of entry
into the home. The cable system itself is required
to be bonded frequently to the power grid ground
as well in the feeder system. Because of this, it is
not uncommon to see sheath currents on the outer
conductor of the coaxial drop cable. These
currents can serve to add or subtract, depending on
phase, from the power being provided over the
drop to the STU. Additionally, several conductor
interfaces exist in the drop, none of which have

been optimized for power passing. First of all, the
F-connector center conductor seizure mechanisms
on most devices, while adequate for maintaining
RF conductivity, do not provide much surface
contact area or surface pressure to maintain good
ohmic contact for power applications.

Next, several dissimilar metals are used in these
interfaces which may cause corrosion under
power-passing conditions. The outer braid and
foil of the cable itself are aluminum, and as with
aluminum house wiring, are subject to rapid
oxidation and increased contact resistance. The F-
connector itself is typically brass. The F-port on
the tap is also typically brass, but is commonly
nickel-plated. The center conductor of the drop
cable is typically copper-clad steel, while the F-
port seizure is typically tin-plated beryllium-
copper.

Finally, moisture ingress at any of these
connections will be even more critical to control in
power-passing applications. Any decision to
provide power via the drop cable will require
careful analysis of all these factors if reliability is
to be maintained.

Most of these problems can be avoided if network
powering is delivered to the home via separate
power conductors joined in a Siamese cable with
the coaxial cable. This configuration is shown in
Figure 9.

‘ Twisted Pair |

HOME
5-600 MHz
60 VAC/60 Hz
RF Coaxiel Drop Cable
7\ 5-600 MH:z CATV
( ] Tap
\J/
Siamese Twisted l
Drop Cable Pair Power
60 VAC/60 Hz Tap
CATV Feeder

Coaxial Gable

Figure 9. Telephony Subscriber Terminal Outside Home—
System Powered on Siamese Cable
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In this case power is extracted from the network
via a power tap, which functions exactly as a
power inserter does in today’s systems to inject
power into the cable system. This power tap need
not be separate from the RF tap, and it is likely
that taps will be available shortly which will
include this function.  Additionally, different
regulations may apply regarding the maximum
voltages which can be used if powering is not over
the drop. If higher voltages can be used, power
transmission efficiency can be improved through
lower I“R losses..

HOME

COAX

Telephony Subscriber Terminal at Curb Side

One other configuration exists for deploying the
STU, but in this case the STU is located at the tap
and supports multiple subscribers (typically 4, 8,
or 16, though any reasonable number could be
provided). Th is configuration is shown in Figure
10. In this case, telephony is served to the home
over a Siamese coaxial/twisted pair cable.

5-600 MHz
60 VAC/60 Hz
RF Coaxial Drop Cable
5-600 MHz CATV

Twisted Pair

N\
) Tep
\J

Siamese
Drop Cable

Telephony +
Twisted
Pair Multi-
Line

STU

l

CATV Feeder
Coaxial Cable

Figure 10. Telephony Subscriber Terminal at Curbside—
Telephony on Siamese Cable

This approach has several advantages. First,
reliable network powering is easily accomplished
since this device is similar to a tap: it has an input
and output directly connected to the feeder.
Second, from a subscriber perspective this service
appears exactly the same as his existing service
since no unit need be installed on the subscriber’s
premises. Third, since multiple subscribers are
served from one unit, significant hardware savings
can be realized by eliminating the duplication of
circuits required at each home when single
subscriber units are used. For example, only one
power supply is now required to serve several
telephone subscribers whereas before one was
required in each single-subscriber STU. Fourth,
eliminating all these redundant circuits should lead
to greatly reduced power consumption, thus
lowering a system’s powering costs. Last, those
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circuits which must still be unique to each
telephone subscriber can be manufactured as plug-
in modules and added to the STU only as new
subscribers are signed up .

SUMMARY

Many advanced digital services will soon be
deployed on hybrid fiber/coax cable systems. At
the moment, this is the only system capable of
delivering such services cost-effectively. Tele-
phony will be one of the first services deployed.
Many options and architectures exist for providing
the signals needed to support telephony. Careful
consideration must be made now to make sure
both the distribution system and the subscriber
drop are designed properly to be ready for this
service and to be ready to evolve as more services
come on-line.



Digital Backbone Network Applications for Inter-City and Intra-City Regionai
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Abstract

This paper describes five working examples
of how high speed digital fiber optic
transmission systems are currently being
applied within CATV networks to deliver
video, audio and data services for
distribution into the cable network. These
digital networks provide high signal
performance (RS250C medium haul and
short haul) and can process and transport
the entire range of signals present within
the CATV  environment including:
baseband video and audio, BTSC
subcarrier audio, baseband and IF
scrambled video, 64 QAM and 16-level
VSB signals and low-speed asynchronous
data. Also presented here is a review of the
digital building blocks that comprise the
network and the justifications for selecting
digital transmission in each network.

INTRODUCTION

Over the past four years, a notable
number of MSO's have been installing and
activating synchronous high speed digital
fiber optic networks in CATV systems.
These networks supply high quality video,
audio and data signals to hub sites for
distribution into their CATV networks.

Dedicated digital networks provide a
low-cost, video-optimized, alternative to
SONET standard systems which can cost as
much as four times that of proprietary
systems. In fact, 9 of the top 15 and 18 of
the top 30 MSO's currently use dedicated
PCM (pulse code modulation) digital

transmission systems in their networks and
gain many of the key advantages of a
SONET based network at a fraction of the
cost

These digital systems offer similar
network functions as SONET networks by
providing automatic self-healing redundancy,
Drop/Add multiplexing techniques (Drop
and Insert), Drop and Repeat functions, and
transparent optical regeneration.

This paper will review the advantages of
digital transmission and the building blocks
required for developing networks with a
variety of capabilities. This paper will then
describe the flexibility and reliability of
digital transmission through five examples of
functioning digital networks.

DIGITAL BACKBONE NETWORKING
ADVANTAGES

Digital backbone networks utilize
synchronous time division multiplexing,

~uncompressed full linear pulse code

modulation (PCM) and high data rate optical

transmission for use in a variety of CATV,

educational and broadcast applications.

Some of the more well known advantages of

digital backbone networking are:

o Signal performance unaffected by optical
distance, optical splits or optical repeats

e Very high signal performance unaffected
by system expansions or additions

e Robust transmission format

o Transparent drop and addition of video,
audio and data channels

o Cost effective with AM Supertrunking
[1,2]
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Another advantage of synchronous time
division multiplexed digital systems is its
ability to accept and process a wide variety
of signal formats found within the CATV
environment.

These advantages work to enhance
practical and realizable digital networks in
CATV systems. Digital system functions
such as switching, routing, multiplexing,
drop and insert, drop and repeat and
regeneration (repeating) allow flexible and
expandable networks which transparently
manipulate video, audio and data signals
without degradation.

DIGITAL NETWORK BUILDING
BLOCKS

Synchronous Time Division Multiplexing

Synchronous time division multiplexing
(TDM) is used as a cost effective and
practical way to achieve multi-channel
operation and digital Drop/Add/Repeat
capability. By optimizing the maximum data
transfer efficiency in the multiplexer, a
minimum amount of data "overhead" is
needed to operate the multiplex structure.
This allows the maximum amount of
transmission channel capacity to be available
for signal "payload". Maximizing channel
capacity is significant since the main purpose
of these networks is to transport multiple
channels of high data rate video signals
rather than lower rate voice and data
channels.

Synchronous TDM also allows every
channel to be fully independent of one
another. Therefore, video, audio and data
channels can be added or removed from the
optical transmission channel  without
affecting any other signal or other part of the
network.

The synchronous TDM structure can
also have a multi-level hierarchy (multiple
TDM units operating within a system) each
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with a different but scalable rate. This is
useful when the digital network is required
to accept, process and transport a variety of
signal formats.

Optical Transmission Terminals

The optical transmission terminals are
used to multiplex multiple data channels and
launch the resulting high speed serial data
stream onto the optical fiber (see figure la
and 1b). As many as 16 video channels are
transported on a single optical wavelength.
Both 1310 and 1550 nm optical wavelengths
are used and loss budgets are typically 30
dB. A typical range between the transmitter
and receiver is <60 km, however, distances
greater than 100 km can be achieved. Since
both wavelengths are available, wavelength
division multiplexing (WDM) can be used to
operate optical carriers at both windows,
thereby transporting as many as 32
uncompressed video channels per fiber.

Once the loss budget and/or the distance
limitation is reached, either an optical
receiver or optical regenerator may be used.
Unlike a transmitter or receiver, an optical
regenerator (repeater) does not perform any
multiplexing or demultiplexing functions on
the data stream and is used when it is not
necessary to drop the signals at that location.

Multiplexer and Optical Transmitter
Figure la.

M| 155Gbis |
(8) 194 Mb/s N .
Data Inputs U| Optical TX - Fiber Out

X 1310 or 1550 n

Optical Receiver and De-Multiplexer

Figure 1b.
155Gb/s DM
FiberIn— Optical RX | U Igg)t;%)' I:lb/;
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Signal Codecs

The signal codecs (acronym for
COder/DECoder) provides the A to D
(analog to digital) and D to A (digital to
analog) conversion. These codecs have been
designed to accept and process a variety of
input signal formats found in the CATV
environment. These include baseband video,
composite video, baseband audio, 4.5 MHz
audio subcarriers, baseband scrambled video,
IF scrambled video and TV IF carriers.
Because of the wide range of signal formats
and performance requirements in the CATV
network, the signal codecs require different
input bandwidths, sampling frequencies,
sampling accuracy, and coding formats.

Therefore, as part of a complete
synchronous TDM system, the digital data
ports are designed to accept any digital
coding and/or framing pattern. This allows
different types of signals to be multiplexed
together and transported in the same optical
channel. This could include video codecs
with different sampling accuracy or coding
formats (8-bit or 10-bit), digitized non-video
signals and future signals such as digitized
HDTYV or digitally compressed signals.

Various Signal Codecs

Figure 2.
8 Channel
Basehand Audio 16-bit
Audio Encoder |
Composite Video Dual 8-bit |, 1% Mb/s
Bascband Video —p| Video Encoder Data Output
Low-speed Asynchronous Data
Quad4.S MHz
4.5 MHz Audio Subcarriers Audio Encoder
Baseband Scrambled Video — pyai8-bit 194 Mb/s

Non-Video digitized signal —»| Yideo Encoder [ ™ Data Output

- Single 9-bit 194 Mb/s
8.5 MHz Composite Video —s) Video Encoder I Data Output

45 MHzIF TVIF Single 10-bit 194 Mb/s
Scrambled Video | Downconverter| |  Encoder | ° Data Cutput

16-level VSB TVIF Single 10-bit |, 194 Mb/s
@TVIF Downconverter Encoder Data Qutput

64 QAM TVIF Single 10-bit 194 Mb/s
@TVIF | Dow ter Bncoder [ Data Output

CONFIGURING DIGITAL BACKBONE
NETWORKS

Redundant Transmitters

The configuration shown in figure 3 is
for redundant transmitters. The output of
the video encoders are routed to a "Digital
Fan Out" device. The digital fan out simply
duplicates the input data "n" times. In this
example, the digital fan out is a 1x2 fan out
and each output is routed to two separate
transmitters. This configuration is usually
done to provide redundancy on two paths
(primary and secondary) to the receive
site(s). Note also that both transmitters do
not have to operate at the same optical
wavelength,

Redundant Transmitters
Figure 3.

Digital TX

Digital ™ Primary | > PathA

'Video/Audio
—» Fan

Encoders

Out Digital TX
_T Secondary | Path B

Redundant Optical Receivers

Figure 4 shows an application with
redundant receivers. Each optical receiver
accepts the optical signal from a separate
path. The optical couplers shown are not
necessary but do show how the signals can
be dropped at the receive site and passively
passed on the next receive site via the optical
couplers.

The demultiplexed data from the outputs
of each receiver (primary and secondary) are
routed to a "Digital A/B Switch" device.
This intelligent switch will pass the primary
path signals to the decoders. However, in
the event of a fiber cut, or a failure in the
primary transmitter or receiver, the digital
A/B switch will switch automatically and
instantaneously to pass the secondary
receiver output to the decoders.
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Redundant Optical Receivers

Figure 4.
Iy
gpﬂsa' (\ Digital RX
pler \| J ; . .

Primary [ Digital| _ IVideo/Audid
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Optical Digital RX | | Switch
Coupler (2_. Secondary

v

Drop and Repeat

Figure 5 shows a network technique
known as "Drop and Repeat”. This allows
for some or all of the transported channels to
not only be dropped off at the receive site
and decoded but also be repeated,
transparently, to another receive site. The
repeating process is transparent because the
received data signals remain in a digital
format as they are routed to the input of the
repeating transmitter, hence, no signal
performance degradation.

Drop and Repeat
Figure 5.
Digital TX |[—»
Digital
—»| Digital RX Fan
Out Video/Audio)

Decoders

Drop/Add and Repeat

Figure 6 shows a network technique
known as "Drop, Add and Repeat". Like
drop and repeat, this too allows for some or
all of the transported channels to be dropped
off at the receive site, decoded and also be
repeated, transparently, to another receive
site. However, additional channels may also
be added or inserted at this site for
transmission on the network. Drop/Add
multiplexing plays a significant role in digital
systems where there are multiple signal
origination points within the network.
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Drop/Add and Repeat

Figure 6.
Video/A udio
Encoders
Digital TX | »
Digital
Out .
Video/Audio
Decoders

Redundant Drop/Redundant Repeat
Figure 7 shows the maximum level of

redundancy at a digital site using both

redundant optical transmitters and receivers.

Redundant Drop/Redundant Repeat

Figure 7.
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AB — Fan ™ pocoders
Digital RX Switch Out
Secondary
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Redundant Drop and Add with
Redundant Repeat

Figure 8 shows a site configuration
similar to "Drop, Add and Repeat" except
for the added redundancy in the optical
terminals.

Redundant Drop, Add, Redundant
Repeat
Figure 8.
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DIGITAL FIBER OPTIC NETWORK
EXAMPLES

The following five examples show the
flexibility and reliability features of high
speed synchronous digital fiber optic
networks.

Network Example 1.

A fully redundant self-healing digital
ring network transporting 64 channels to
five hub sites around a metropolitan area
and making extensive use of transparent
Add/Drop Multiplexing and Drop/Repeat
functions. '

This network is shown in figure 9. The
franchise area encompasses most of the
suburbs around a medium-sized midwestern
city. Originally, the sites were both
standalone headends and AML microwave
receive sites. The system engineers wanted a
network with the following functions; a
central headend for primary satellite signal
reception, a single location for primary
advertisement insertion and full, automatic
redundancy via a backup headend which was
already in place.

A digital backbone was chosen because
of the relatively long distances between hub
sites and for the ability to perform the
"Drop/Add/Repeat"” functions transparently.

The digital network uses a variety of
configuration building blocks shown earlier.
The network includes a primary and backup
headend as well as two sites which serve as
the primary insert for local off-air channels.
The local off-air channels are inserted at
these locations because the reception at these
sites are much better than at the primary site.

The channels from the backup headend,
‘which contain the entire channel line-up, are
also carried on the digital network. Any
channel that fails in the primary headend or
fails anywhere on the primary path is

automatically switched to the backed-up feed
until the problem is repaired.

The majority of channels are processed
as composite baseband video and 16
channels each are transported at 1.55 Gb/s
per wavelength. A long distance path (>66
km) uses 1550 nm optical terminals. The
rack space required for the digital equipment
at each site is approximately one and half six
foot racks. In two of the sites, all equipment
(digital, modulators, processors, eic.) is
housed in underground closed environmental
vaults. The remaining sites use existing
buildings.

Network Example 2.

A fully redundant self-healing Inter-
City digital ring network transporting 80
composite IF channels to six hub sites at
the 1550 nm optical wavelength within a
large metropolitan area and providing
direct RF outputs at the hub.

This CATV system serves over 4,000
miles of cable plant in one of the largest
cities in the U.S. Originally, there were
several standalone headends throughout the
area but were eventually replaced with high
power AML to seven hub sites.

As improvements in end-of-performance
and network reliability became increasingly
important, alternate methods of delivering
high quality signals to these sites were
analyzed. @AM Supertrunking, based on
lightly loaded AM transmission (LLAM),
and digital transmission were both
considered.

Digital transmission was chosen because
of its consistent performance, its ability to
transparently repeat the signals throughout
the network and its ability to be configured
in a fully redundant, automatically self-
healing ring network. The network is shown
in figure 10.

The network makes extensive use of
redundant transmitters, redundant drop
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techniques and optical splitting. Should a
failure occur at any point in the network
(fiber break or optical terminal loss), the
network automatically by-passes the fault so
that each hub site remains "on-line".

All 80 channels are processed at TV IF.
In other words, the IF output from all
modulators and IF scramblers in the main
headend are routed to the input of the digital
equipment. Therefore, no scramblers are
required at any of the receive hub sites and
only IF to RF upconverters are required for
on-channel frequencies. Planned future
signal formats to be transported over this
digital network will include digitally
compressed video using either 64 QAM or
16-level VSB.

The entire network is operating at the
1550 nm wavelength at a data rate of 1.55
Gb/s. The network was designed as such to
exploit the lower loss at 1550 nm which
results in only requiring two signal
regeneration points. I 1310 nm optical
terminals were used, at least four
regeneration points would have been
required. Therefore, the use of 1550 nm
terminals within the network reduced the
overall network cost.

The required rack space is equivalent to
about three full six foot racks. All receive
site equipment is housed in existing
environmentally controlled buildings.

Network Example 3.

A 60 channel point-to-multipoint
network processing and transporting a
variety of signal formats throughout an
Intra-City Regional Network within a state
to six separate hub sites. Employs Drop
and Repeat & Add/Drop multiplexing
techniques.

Figure 11 shows the layout of this
network. The primary reason to install this
network was to eliminate seven standalone
headends. Each headend served a different
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CATYV system in different cities, each with
about 5,000 to 15,000 passings and all
systems are owned and operated by the same
MSO.

Each system in this region is to be
upgraded from 300 MHz to 550 MHz and
will, therefore, require the addition of about
40 channels per city. But the cost to add 40
channels at each standalone headend,

including  satellite  receivers, satellite
antennae, modulators, scrambiers, etc., was
difficult to justify.

A Regional Headend concept was
determined as the most cost effective way to
centralize the capital-intensive investments
and spread these investments across a wide
base. Digital transmission technology was
chosen as the best method to deliver headend
quality signals to these sites. Further, unlike
an AM system, the digital network is
"channelized" and therefore each digital
receive site can provide its own channel line-
up independent of the other hubs.

The digital network is a point-to-
multipoint configuration operating at 1310
nm at a transmission rate of 1.55 Gby/s.
Multiple signal formats are transported
including; baseband video, composite video,
IF scrambled video, 4.5 MHz audio
subcarriers and RS232 data. Future signal
formats to be transported over this digital
network will include digitally compressed
video using either 64 QAM or 16-level VSB.

The total cost per received channel for
this network is about $2,000.

Network Example 4.

An Intra-City Regional Digital Network
transporting 64 CATV channels from
Toronto to Ottawa through a distance of
425 km using 1550 nm optical terminals
and five optical regeneration points.

This network is shown in figure 12. A
redundant ring network is in place around
the city of Toronto. The ring network is



extended to Ottawa via digital transmission
and five regeneration points through a total
fiber distance of 425 km. There is no signal
performance degradation at the end of the
link since the signal has remained in a digital
format.

The regeneration points could be easily
upgraded at a later date to a drop and repeat
site if any of the sites were required to
distribute the signals from that location.

All channels are processed at composite
baseband video. Sixteen channels are TDM
at 1.55 Gb/s and optically transported at the
1550 nm wavelength. Each digital
regenerator is  located  within  an
environmentally controlled building.

Network Example 5.

A bi-directional, fully redundant, self-
healing Inter-City digital ring network
transporting 80 channels to nine hub sites
within a large metropolitan area and
providing direct RF outputs at each hub.

This CATV system serves over 4,500
miles of cable plant in one of the largest
cities in the U.S. Originally, there was single
headend and high power AML transmission
to eight hub sites.

As improvements in end-of-performance
and network reliability became increasingly
important, alternate methods of delivering
high quality signals to these sites were
analyzed. =AM Supertrunking and digital
transmission were both considered.

Digital transmission was chosen because
of its consistent performance, its ability to
transparently repeat the signals throughout
the network and its ability to be configured
in a fully redundant, automatically self-
healing ring network. The network is shown
in figure 13.

The network makes extensive use of
redundant transmitters, redundant drop
techniques and optical splitting. Should a
failure occur at any point in the network

(fiber break or optical terminal loss), the
network automatically by-passes the fault so
that each hub site remains "on-line".

All channels are processed in the headend
as baseband video (including baseband
scrambled video) and separate 4.5 MHz
audio subcarriers.  Sixteen channels are
transmitted per optical wavelength at a data
rate of 1.55 Gb/s. The receive site video
decoders use a patented technique for
directly converting digital video to TV IF
(45.75 MHz). The IF outputs are then
routed to frequency agile IF to RF
upconverters. All codecs, optical terminals,
and IF/RF upconverters are driven by the
same master clock frequency which yields
highly accurate RF frequency outputs.

The cost for the entire digital network,
including RF outputs, full optical redundancy
and a single digital video return channel from
each hub site is about $4,000 per channel.

CONCLUSIONS

Digital fiber optic transmission using
synchronous TDM has been shown to be a
cost effective and practical way to achieve
multi-channel operation, Drop/Add
capability and fully automatic self-healing
redundant ring networks.  Synchronous
TDM not only facilitates multi-channel
capability, but also allows every channel to
be fully independent of one another. As a
result, video channels can be added or
removed from an optical transmission
channel without affecting any other signal or
other part of the system. The same
advantages apply when TDM is applied to
auxiliary services such as audio and data
signals,

Another key characteristic of the digital
systems described here is their ability to
interface with a variety of input signal
formats found in CATV systems. The
synchronous TDM used allows any digital
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coding and/or framing patterns as long as its
frequency synchronous with the system
clock. This allows different types of signals
to be multiplexed together and transported in
the same optical transmission channel.

High speed synchronous TDM digital
systems have been used to build video fiber
optic networks from a set of basic building
blocks consisting of optical terminals, signal
codecs and simple processing elements such
as digital switches and fan outs. These
systems provide uniform signal performance
independent of the number of channels
transported as well as the types of video,
audio and data services carried on the
network. Additionally, the robust
characteristics of digital transmission ensure
system performance that is unaffected by link
distances or repeats.

These characteristics have shown that
flexible and reliable digital networks are
realizable today and meet changing system
needs such as system expansions, system
additions or new signal formats.

REFERENCES

[1] R.W. Harris, "Digital Video versus AM
Supertrunking: A Cost and Performance
Analysis", CED, July and Aug. 1993.

[2] R.W. Harris, "A Cost and Performance
Comparison Between Uncompressed
Digital Video and Lightly Loaded AM
Supertrunking Methods within CATV
Network Upgrades and Rebuilds", to be
published in 1994 NCTA Proceedings,
May 1994,

[3] S.D. Dukes, "Photonics for Cable

Television System Design", Cable
Television Laboratories, Inc.

1994 NCTA TECHNICAL PAPERS -- 320



SH3dVd TVOINHO3L VLON ¥661

12g --

Inter-City Redundant Ring Network with Backup Headend, Drop/Add and Automatic-Self Healing Redundancy

10 km

Figure 9.

A

16 chs @1310 am

SR

2R

Secondary Source
Origination Back-up
Headend 7
34km
16 chs @1310nm | | 64 chs @1310 pm
16 chs @1310 nm 64 chs @1550 om 64 chs @1550 nm
29km nfL -2
RDR 7k 2
AR 64 chs @1310nm ‘T 27km 6km
RDAR
64 chs @1310nm _\—i ] 8 Off-Air chs @1310nm
Primary
Headend
40 km
4 Off-Air chs @1310nm 64 chs @1550nm
 y
84 chs @kmo m= jmk RDAR = Redundant Drop Add Repeat
36km RDR = Redundant Drop Repeat

8 Off-Air chs @1310nm DA =Drop Add
ﬁ A=Add



Inter-City Digital Network with Full Automatic Self-Healing Redundancy Transporting
Composite IF Inputs and Providing Direct RF Outputs
Figure 10.
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Intra-City Regional Network for Headend Replacement
Figure 11.
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DIGITAL COMPRESSION—INTEROPERABILITY ISSUES
FOR THE CABLE INDUSTRY
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Abstract

Standardization to achieve
interoperability of digital video
compression technology will require
more than finalizing ISO MPEG-2 and
resolving concerns about security.
Interoperability goals encompass the
seamless transmission of digital
programming across equipment,
market, and national boundaries, and
include availability of equipment from
multiple vendors to work on the same
programs. The layered structure of
digital video compression lends itself to
consideration of standardization issues
at the levels of compression encoding,
multiplex assembly, conditional access
and encryption, and processing for
transmission.

This paper discusses the urgent
need for the cable industry to take
charge of the process of assuming that
its long-term interoperability
requirements will be met.

INTRODUCTION

The considerable progress in
the development and adoption of ISO
MPEG-2 working draft standards
does not yet assure the cable
industry that long term benefits of
interoperability will be met. At a time
when the industry is planning for,
and in some cases implementing
facilities to compress, multiplex, and
distribute cable programming, these
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issues deserve urgent close attention.
Interoperability and standardization
are not just a matter of encryption
standards—the issues are broader.

Compression Standards

Present plans for a 1994-5 roll-
out call for a hybrid of MPEG and
non-MPEG compression to be
implemented for U.S. national
distribution to cable subscribers.
This approach, while appearing
expedient, should receive close
scrutiny regarding the long term
implications for interoperability with
other media, and with other
consumer equipment. In addition,

-virtually the rest of the world is

imposing MPEG-2 Main Profile Main
Level edicts on systems and
equipment to be used in similar
applications. The alternative of a full
MPEG-2 compliant approach is still
achievable if the industry acts
promptly.

rt_ St tan izati

Although present U.S. cable
plans do call for use of the MPEG-2
Transport Stream syntax, enough
variations and designer-specific
freedom is permitted within MPEG-2
that multi-vendor interoperability is
by no means assured. Here the cable
industry has an opportunity to
narrow the options for variations
within the MPEG-2 structure, such
that an openly specified syntax can



be used by all vendors with
assurance of interoperability of
equipment to which a clear (non-
encrypted) MPEG-2 Transport Stream
is delivered.

Encryption

To achieve broad agreement on
an entire security methodology would
be very difficult and possibly
undesirable from the point of view of
vulnerability to piracy. Nevertheless,
it should be possible to develop an
agreement on scrambling (i.e. the
algorithm used to encrypt the
transport stream packets), and yet
leave the methods for key delivery
(i.e. conditional access) open to
continuing development, and allow
employment of various proprietary
methodologies, including experimen-
tation with a variety of approaches
for the use of smart cards.

In Europe, the Digital Video
Broadcast Group (DVB) has already
started to successfully tackle some of
these issues with an objective of
achieving broad interoperability. In
Canada, also, there appears to be a
determination to achieve a similar
objective through the work of ABSOC
(Advanced Broadcasting Systems of
Canada).

The U.S. cable industry cannot
afford to ignore the opportunity to
determine its own digital future. This
paper identifies the principal
remaining interoperability issues in
the digital arena, and suggests that
industry take control of the process
of assuring standardization to meet
the industry's long-term needs.

T ABIL

The context for discussing
interoperability of digital

compression systems cannot be as a
single industry or a single country.

There will develop a global
market for programming that is
prepared and stored in digitally
compressed form. Compressed
programs distributed by satellite
within one country will find markets
in other countries within the
satellite footprint. The technologies
encompassed by digital video
compression are global in nature,
not the proprietary fiefdom of a
single vendor.

Thus the principal objectives
in interoperability relate to:

e Seamless exchange of
programming services between
media, whether Digital Storage
Media (DSM) such as a file server,
or transmission media such as
satellite, cable, telephony, or
others.

¢ Compatible operation of
equipment that is provided by
multiple vendors.

A standards-based "Open
Architecture” is desired for North
America. Open architectures ensure
lowest cost seamless transitioning
between media, and ultimately,
consumer equipment. Cooperation
between vendors will only occur
through market forces that dictate
interoperability for true multiple
vendor savings and full realization of
the benefits of an open architecture.

The majority of the world's
consumer electronics companies
have already committed to MPEG
video and audio. North American
cable operators, satellite program
distributors, and program providers
must also press for strict adherence
to the standards developed under the
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International Organization for
Standardization (ISO) MPEG-2.

The cable industry must be
allowed to realize the benefits of a
truly seamless implementation of
digital technology to ensure that
digital video, audio, and data can be
moved using the same protocols from
program provider to satellite uplink,
through cable systems to set-top
boxes in the homes of cable
subscribers. The industry cannot
afford to have road blocks in the
system such as proprietary, non-
standard products mixed in with
standard MPEG-2 elements. The
industry can not at all really afford a
later “upgrade to MPEG-2.”

In some instances, conversion
of protocol or signal format may be
inevitable (for example, when
converting between different
modulation methods which are
optimum for satellite and cable
transmission). Standards choices
should maintain protocol integrity,
and should be consistent with
minimizing the cost of such
transformations.

Equipment provided by
multiple vendors must be capable of
operating with digitally compressed
programming. Multiple vendor
cooperation should not, however,
be equated with multiple licenses
of a single vendor's proprietary
system. All vendors must agree to
work within the MPEG-2 framework,
and must further work to an open
definition of all parameters necessary
to achieve guaranteed
interoperability. There is no place for
proprietary compression
/decompression technology or for
compromise products which fail to
deliver the full potential of MPEG-2.
The proprietary approach ensures
single vendor control over
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technological applications, stalls the
development of a healthy, level,
competitive playing field, and may
bring only the limited resources of a
single vendor to bear on problems as
they develop, rather than the
complementary resources of an entire
industry.

LAYERS IN DIGITAL VIDEO
COMPRESSION

In order to discuss
interoperability and standardization
issues in any detail, it is worthwhile
to review the layer concept of the
digital video compression system.
Figure 1 illustrates the layer concept,
starting with an inner core of
program compression encoding and
building through successive layers of
transport transmission.

The Layer Concept

Transmission
Layer

Encryption
Layer

Transport
Layer

Encoding/
Program Compression
Layer

Figure 1



The program compression

encoding layer comprises the
following:

Video compression coding, which
may include intrapicture
redundancy reduction and
intraframe redundancy reduction/
prediction. Various coding rates
achieve differing degrees of picture
quality.

Audio compression coding, based
on psycho-acoustic masking.
(Both Musicam and Dolby are of
this type.) Various coding rates
are used to achieve specific sound
quality, and the number of audio
channels may vary as a function
of the number of languages
desired and/or type(s) of audio
such as mono, stereo, or
surround.

At the compression encoding
layer, packetized elementary
streams are formed corresponding
to video, audio, and other data.
Stream identities are created
corresponding to the program
source.

Presentation time stamps are
added to assure synchronized
delivery of video and audio
components of a given program.

In the transport layer,

bitstreams are split into equal length
packets for efficient sorting:

Each packet carries header
information to identify the
content (payload) and purpose of
the packet.

Additional packets carry control
and other data.

Digitized compressed streams of
transport packets can be built
into a multiple program
multiplex.

Security and conditional
access functions are added in the
encryption and authorization
layer:

« The packetized, multiplexed
transport bitstream is scrambled
by performing a mathematical
operation (encryption) involving
another piece of digital
information (an encryption key)
which can be changed frequently.
This operation can be applied
differently to each successive
transport packet.

e« The keys necessary for
descrambling are delivered only to
authorized users and thus the
processes of encryption/
decryption and program
authorization and conditional
access are intimately related.

* The process of key delivery/key

- management and general box
entitlement is the “conditional
access” function. Different
conditional access systems can be
used to deliver common
descrambling keys.

The transmission layer
prepares the compressed, packetized,
multiplexed, encrypted bitstream for
RF transmission:

e Since transmission channels
introduce noise and distortions to
digital signals, forward error
correction (FEC) coding is applied
to facilitate detection and
correction of data errors.

o Efficient (and error-free) use of
channel space is critically
dependent upon the choice of RF
modulation method for a given
transmission medium.
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An illustration of the use of
the layer concept in describing an
end-to-end system is provided in
Figure 2, which shows successive
transmission through a satellite link
and through a cable system. In this
example, transcoding equipment at a
cable head end converts from
satellite modulation (e.g. QPSK) to
cable modulation (QAM or VSB), and
also provides for decryption and re-
encryption. Note that the
compression layer and transport
layer as applied to the program
material are unchanged.

Interoperability and
standardization issues may be quite
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different as applied to the different
layers and interfaces.

E ERABILI E
Compression Encoding

In order to assure
interoperability, MPEG-2 Main
Profile Main Level compression
compliance is essential. The timing
of MPEG-2 is no longer an issue.
Cable and satellite delivery systems
will, during 1994, have access to
100% MPEG-2 compliant systems.
The ISO MPEG committees have now
frozen all essential parameters of the
world standard necessary for




compression encoding, and chip
vendors are nearing release of
MPEG-2 compliant silicon
components. The benefits of
agreement on digital standards are
now available and are being adopted
throughout the world. Full
compliance with MPEG-2 Main Level
Main Profile requirements means
that advantage can be taken of the
maximum capacity and quality
assured by MPEG-2 without the need
for costly upgrades later. This is
essential for cable's leading role in
the national communications
structure, and to compete as a global
player. There is no longer any room
or rationale for half measures or
proprietary compression solutions.

Transport Multiplexing

Compliance with MPEG-2 is
not sufficient on its own to assure
seamless exchange of programs
between media and
interoperability of equipment
supplied by different vendors.
MPEG-2 can be thought of as a
toolbox of rules from which
selections can be made for specific
purposes—particularly in the
transport multiplex area. Vendor
cooperation and standardization of
certain of these parameters—for
example, those specifying sources
and destinations of programs, time
synchronization of program
contents, and the “hooks” for
attaching encryption—are necessary
to assure seamless operation.

An openly specified and
complete syntax, within the MPEG-2
specification, is mnecessary for
vendors to build equipment designed
to reprocess and/or receive digitally
compressed programs. The transport
stream defined in the MPEG-2
standard provides coding syntax

which is necessary and sufficient to
synchronize the decoding and
presentation of video information
while ensuring that coded data
buffers in the decoders do not
overflow or underflow. The
information is coded in the syntax
using time stamps concerning the
decoding and presentation of coded
audio and visual data, and time
stamps concerning the delivery of the
data stream itself. However, the
MPEG-2 rules allow the use of a
number of user-selectable bits and
fields. It is in this area of user-
selectable data that vendor
coordination is necessary—on an
open, non-proprietary basis—in order
to guarantee interoperability.

Encryption and Conditional
Access

Encryption, security, and
conditional access are not specified
directly by MPEG-2, other than
allowing data space with the
transport for security-related and
conditional access data. To achieve
broad agreement on a single, overall
security methodology would be both
difficult, and potentially disastrous,
in terms of vulnerability to piracy.
Nevertheless, certain aspects of the
security are candidates for
standardization, including the
method used to scramble the digital
bitstream, and the “hooks” for
retrieval of control data.

The methods used to secure
satellite and cable transmissions can
be decoupled (see Figure 2 for an
example of decrypting the satellite
signal and re-encrypting for cable
distribution). The goal of a headend-
in-the-sky (HITS) can still be
achieved by distributing the cable
addressable control data stream as a
data service via satellite.
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As can be seen from Figure 3,
the process required to scramble the
transport payload and the delivery of
decryption keys can be considered
separate. In fact, with a common
scrambling method, more than one
key delivery system may be employed
(see Reference). Selective distribution
of decryption keys is the preferred
method of controlling access to
programs in a digitally encrypted
system. Thus key distribution can be
thought of as an essential
component of conditional access.
Because of variances in market
requirements and the potential
benefit of added security, it may be
desirable to allow multiple
conditional access systems to coexist
and operate in the same digital
compression system.

The method of injecting and
retrieving conditional access streams
into and from the MPEG-2 transport
is provided for, but not specified
within MPEG-2. Two conditional
access-related message types are
anticipated:

« Entitlement Management
Message (EMM)—which is
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subscriber specific (can also be
global).

 Entitlement Control Message
(ECM)—which is program specific.

The method for mapping EMM
and ECM streams to a common
program in the MPEG-2 tables must
be defined, as well as agreement on
the use of private data tables.

There are advantages to
agreement on bitstream scrambling
and on placement of EMM and
ECMs. The European Digital Video
Broadcast Group (DVB) has already
made considerable progress in this
area—its activity is a useful model
for action here.

Transmission—Satellite and
Cable Modulation

Transmission of high speed
digital data via satellite or cable
requires more than just the selection
of an appropriate RF modulation
method. Optimized systems apply
advanced forward error correction
(FEC) coding to transmissions in
order that receivers can identify and
correct errors caused by noise or



distractions. Agreement of the
transmission segment necessarily
involves discussion of FEC as well.

The satellite case should
appear relatively straightforward.
There is broad agreement that QPSK
is the satellite modulation method of
choice. However, transponder
bandwidths are not all the same and
TDM data rates may well vary.
Fortunately technology now exists to
permit a receiver to work adaptively
with a very wide range of received
signal bandwidths and an equally
wide range of data rates (e.g. 1 - 90
Megabits per second). Still, some
agreement on boundaries would be
helpful.

In the case of cable
modulation, the case is not quite so
clear. In making a selection of a
modulation method for terrestrial
broadcasting of Advanced Television
(HDTV), the Grand Alliance and the
FCC's Advisory Committee on
Advanced Television Service (ACATS)
selected 8 VSB based on testing of

for higher data rate ATV service on
cable of 16 VSB. The 16 VSB
modulation is equally applicable to
multi-channel digitally compressed
programming. A 6 MHz bandwidth
cable channel using 16 VSB
modulation could be used to
transmit up to 38.5 Mbps of data
(useful payload).

There is also a push for the
use of 64 QAM and higher order
modulation such as 256 QAM for
multi-channel cable transmission. A
6 MHz bandwidth cable channel
using 64 QAM modulation could be
used to transmit up to 28.8 Mbps of
data (useful payload); approximately
35 Mbps for 256 QAM.

It may be thought that the
selection of a modulation method
can be dealt with on an individual
cable system basis. But what
happens to the ultimate possibility
of putting the digital tuner and
demodulator inside the subscriber's
TV receiver? To achieve that
objective, agreement on modulation

VSB and QAM techniques. These (and associated FEC) is still
organizations also made a selection necessary.
How Necessary Is Standardization?
, Scrambling/
In order to achieve: Compression| Transport | gcrambling FEC/
Encoding Multiplex Interface Modulation

Pre-compressed delivery of programs Essential

Transmission between different media . .

(cable/satellite, etc.) Essential Essential Helps

Multiple vendor sourcing of

commercial satellite/cable head end Essential Essential Essential Essential

equipment

Multiple vendor sourcing of consumer . . . .

equipment Essential Essential Essential Essential

1994 NCTA TECHNICAL PAPERS - 389



RIORITIZIN
STANDARDIZATION

Can standards be prioritized?
The need for standards is certainly
most compelling at the compression
encoding and transport multiplex
levels. How essential 1is
standardization to interoperability?
The previous table indicates the
relationship between standardization
of each of the compression layers
and the various needs for program
exchange and the notion of multiple
vendor sourcing of equipment.

CONCLUSION

The interoperability goals of
seamless program delivery and multi-
vendor equipment supply are
achievable for the cable industry's
next generation of digitally
compressed video hardware. The
world's leading electronics
companies—including major U.S.
cable equipment vendors—have made
it possible for all the world's cable

- operators and satellite users to "drive
on the same side of the road" on the
information highway. Only 100%
MPEG-2 compliance coupled with
agreement on specific transport,
transmission, and scrambling
parameters will allow this to happen.
Industry-wide pressure and
cooperation is required to obtain the
best possible technical and economic
benefits in the adoption of digital
video compression.

e Universal provision for MPEG-2
Main Profile Main Level.

+ Openly defined and agreed upon
Transport Parameters.

o Coordination of scrambling of the
digital bitstream and the
associated transport hooks.
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e Agreement on cable modulation
with the best multi-channel and
HDTV transmission capacity. '
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Digital Video Servers: Storage Technology and Applications
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Abstract

How can cable operators help prepare
themselves for the introduction of
compressed digital video into their cable
systems?  This paper describes the
technologies available for one important area,
mass storage used in digital video servers.
With this information, operators can better
evaluate their alternatives in relation to their
planned applications.

INTRODUCTION

As cable system operators strive to
implement the National Information
Infrastructure in the coming years, they will
face many new challenges. In particular, the
use of digital compressed video requires that
cable systems implement unfamiliar
technologies. Although some compressed
video sources will probably be provided by
satellite, the opportunity exists to provide
other sources either directly in the cable
system, or within a multiple system
interconnect. These locally provided sources
of digital video will take the form of a digital
video server.

The basic function of such a server is to
provide appropriate streams of digital
information to the subscriber of the cable
system. Depending upon the specific
services that the operator wishes to offer,
each of these streams may be interactively
controlled by a subscriber.

VIDEO SERVER ARCHITECTURE

Let’s begin by examining a typical
structure of a server. Although the exact
form used may vary for each cable system,
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digital video servers will likely contain
several common building blocks. The three
most basic blocks are a central processing
unit (CPU), an input/output (I/O) system,
and digital storage.

Central
processing
unit
(CPU)

Storage
system

Input/output system

kR

Figure 1: Basic Server Architecture

Our interest is in this third block used to
hold large amounts of digital information. To
allow for rapid movement of data into and out
of the storage system, most devices use the
Small Computer System Interface (SCSI).
SCSI, pronounced "scuzzi", and the
improved version, called SCSI-2, allow
transfer of data at up to 20 mega-bytes per
second (MBps), equivalent to 160 mega-bits
per second (Mbps). Although this is
substantially higher than the bit rates needed
to support full motion video, remember that
this interface must supply enough data to
support multiple subscribers simultaneously.




DIGITAL VIDEO FORMATS

To evaluate storage systems, it is helpful
to review the variety of digital video formats
in use today. The storage system should be
flexible enough to handle any combination of
the video formats that will likely appear on
the network.

Formats to be considered include:

MPEG1 Compressed full motion video at
about 1.5 Mbps.

MPEG2 Compressed full motion video
using several different profiles
and levels at up to 60 Mbps -
typically uses 3 to 4 Mbps for
NTSC and 10 Mbps for HDTV

H.261 Video telephony and conferencing
at bit rates up to 1.92 Mbps

JPEG Compressed still pictures

Others Proprietary standards including
General Instruments’ DigiCipher

Each of these formats may find a specific
niche application on cable. For example,
while movies would require an MPEG or
equivalent format, interactive home shopping
might use JPEG with freeze frames. Each
format was developed based upon the desired
compression algorithms, resolution and data
rate. As a result, the actual data format stored
on the media differs.

In fact, there is even more variety. With
three profiles available at several levels each,
MPEG-2 alone has many variations. The
data may need to match a particular
transmission format such as Asynchronous
Transfer Mode (ATM). Although the video
server processor can convert formats, storing
the video in the final transmission format can
increase throughput. The storage technology
should be flexible enough to handle all these
possibilities.

As a rule of thumb for later
comparisons, consider the typical amount of
data needed for a two-hour movie. Witha 3
Mbps data rate, this movie requires 2.7 giga-
bytes (GB) of storage. Higher resolution,

such as HDTV, would need much larger
storage.

STORAGE TECHNOLOGIES

We can classify storage technologies into
four basic groups: random access memory
(RAM), magnetic tape, hard disk drives, and
optical disc drives. Table 1 summarizes
characteristics of each type described below.
Because these types often complement each
other, it is most likely that servers will use
some combination of them.

Random Access Memory

The oldest, fastest and most flexible
method of storage is Random Access
Memory (RAM). Unfortunately, RAM is
also the most expensive for large storage
size. Nevertheless, its advantages make it
desirable to use in conjunction with the other
types of storage. After loading a RAM buffer
from any other type of storage, the processor
can quickly access bursts of data destined for
multiple users.

Magnetic Tape

There are several digital video recording
formats, such as D1 and D2, in use today.
However, these machines record data in rigid
formats and provide digital outputs primarily
for duplication and editing. For more flexible
data formats, magnetic tapes for computer
applications are a better choice. Virtually all
of these computer tape formats can store
digital video. However, these tape formats
share several disadvantages in video server
applications. The two most important of
these are long access time when positioning
the tape to a random point, and the reliability
effects of tape wear from repeated playback.

The availability of both hard disc and
optical storage makes extensive use of
magnetic tape in server applications less
desirable. Nevertheless, magnetic tape can
still be valuable for creating inexpensive
archive copies of digital material that is no
longer in regular use.
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Table 1: Comparison of Storage Technologies

STORAGE RAM Magnetic | Hard Disk | CD-ROM | DLD - DLD -
TECHNOLOGY: Tape - Replicated | WORM
Computer
formats
CHARACTERISTICS:
Write capability »\/ »\/ \/ '\/
Erase capability V \/ \/
Removable media for
archive \/ V V \/
Simultaneous outputs 1 1 1 1 4 4
Estimated total equipment | $25-$40 | $20 on $1-$2on [$50for1 [<$lon |[<$1on
cost per mega-byte per cartridge | SLED to 6 disc | single disc | single disc
output More for | $3-$16 on | changer | drive drive
(includes complete faster RAID Less for |[<$0.10 on
electronics, drive and all formats larger changer
removable media, if any) changers v
Average access time to <1 usec |50 secs 15.6 msec | < 500 ms |2 seconds |2 seconds
any data location (processor | for within within within
access cartridge single disc | single disc | single disc
time) (tens of
seconds
for faster
formats)
Sustained data rate for Limited (0.5 Mbps |16t040 [1.2Mbps {Upto15 |[Upto 15
read operation in mega- | only by cartridge; | Mbps; Mbps Mbps
bits per second (Mbps) | processor |up to 120 | higher for
speed Mbps for | RAID
others
Typical storage increment | Variable [0.13 GB |Upto 1.6 [0.54 GB |5.4 GB 54 GB
in giga-bytes (GB) per GB per per 475 |per12 per 12
cartridge | drive inch disc |inch disc |inch disc:
*Fastest | eInexpen- | *RAID *Well sLargest | eLargest
ADVANTAGES: sive media | improves | suited for |capacity | capacity
*Good for | access multiple | *Well
creating |timeand |copies suited for
archive data rate multiple
copies copies
*Most *Very *Need *Set-up *Set-up *Moderate
DISADVANTAGES: expensive | slow RAIDor |[costfor |costfor cost for
access backups | single disc | single disc | single disc
time for |fordata |copy copy copy
random | protection
locations
on tape
1994 NCTA TECHNICAL PAPERS -- 136




Hard Drives

This is now the dominant technology in
the computer industry for large capacity
storage, especially on personal computers.
Hard drives combine the ability to read and
write data at relatively high speed with non-
volatility.

There are two general types of hard drive
systems: the traditional Single Large
Expensive Disk (SLED) and the newer
Redundant Array of Inexpensive Disks
(RAID). A SLED can now have capacities

of 1.6 GB of data, with larger drives
planned.

Groups of drives are combined with
appropriate control software to form RAIDs.
The different types of RAID configurations
are classified as six different levels numbered
0 to 5. These “levels” do not indicate their
relative merits; they simply identify different
configurations that have different advantages
and disadvantages. Table 2 summarizes the
different levels. The characteristics of the
various levels are improved speed and, more
importantly, error detection and correction.

Table 2: Redundant Arrays of Inexpensive Disks (RAID)

RAID
LEVEL:

RAID 0

RAID 1

RAID 2

RAID 3

RAID 4

RAID 5

CHARACTERISTICS:

Data on original disk
duplicated or mirrored on
second disk

Data striped across
multiple disks using one
byte per drive accessed

Data striped across
multiple disks using full
sectors on each drive
accessed

Error detection and
correction codes stored
on a separate check disk

Parity interleaved with
data and striped across
several disks

gl

sIncreased | *Full sLarge Increased | *Increased | *Allows
ADVANTAGES: speed redun- data block | speed efficiency | multiple
dancy of |efficiency |eLarge for small | simultane-
data data block | data ous writes
efficiency | blocks
*No error {*Only *Unneces- | *High *Slow *Most
DISADVANTAGES: detection/ | 50% of | sarily overhead | writing of | complex
correction | disk redundant | working |datadue | controller
capacity | error with small | to shared | required
usable detection / | amounts | check disk
correction | of data
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RAID redundancy for error detection and
correction permits continued operation even
after one drive fails. In addition, with many
RAID controllers, an operator can actually
replace a single failed drive without shutting
down the system.

Besides the obvious approach of time
sharing by multiple users, the operator also
can configure some RAID levels to support
simultaneous accesses to different drives.
This would require careful handling of
contention among users for the same
individual drive. The specific advantages and
disadvantages must be weighed against the
desired applications to determine the best fit.

Optical Disc Drives

Compact Disc Read Only Memories
(CD-ROM) and Digital Laser Discs (DLD)
are the two primary types of optical disc
technology. While CD-ROMs have been in
use for many years, DLD is still under
development. Details on DLD given in Table
1 are target specifications.

CD-ROMs: As the name states, CD-
ROMs cannot be erased or rewritten. Like
existing analog laser discs, CD-ROMs are
replicated using a stamping process. Each 12
cm (approximately 4.75 inch) diameter CD-
ROM can contain up to 540 mega-bytes of
data. Drives are available for either a single
CD-ROM or a magazine of six CD-ROM:s.
Changers for much larger quantities are also
anticipated in the future.

The 540 mega-byte capacity of the CD-
ROM is much less than the 2.7 GB required
by our rule of thumb movie. Also, the CD-
ROM data rate is only 1.2 Mbps. For these
reasons, vendors are introducing several
variations on CD-ROMs specifically targeted
towards the video storage market. Some are
spinning the disc faster to achieve two, three
or four times the standard data rate. Others
are developing products that differ more
significantly.

1994 NCTA TECHNICAL PAPERS -- 138

As an example, Pioneer's o (alpha)
Vision System uses high density recording
and replicating techniques to place 2.12 GB
on the same CD-ROM sized disc. The data
transfer rate for o Vision is 4.7 Mbps, nearly
four times the usual CD-ROM rate. The
result is a disc which can store sixty minutes
of video equivalent in quality to analog laser
discs. In addition to the video, this disc
stores two full stereo, or four monaural audio
tracks. Other data can be included at a
transfer rate of 130 kbps.

DLDs: A 30 cm (approximately 12 inch)
diameter Digital Laser Disc can contain up to
5.4 GB of data, ten times that of a CD-ROM.
DLD will support a variety of video formats
including MPEG-2. A SCSI-2 interface
carries the 15 Mbps data transfer rate.

A stamping process produces normal
analog laserdiscs, called replicated discs.
Currently planned playback drives for DLD
will handle both replicated and Write Once
Read Many (WORM) formats. WORM
allows for digital storage of cable system
specific content, while retaining all of the
playback advantages of replicated laserdiscs.
These advantages include non-contact reading
to eliminate media wear, quick access to any
location on the disc, and the ability to place
seldom-used discs directly into archive
storage.

Traditional analog laserdiscs contain
video in either of two formats: constant linear
velocity (CLV) and constant angular velocity
(CAV). CLYV allows for twice the storage
capacity of CAV by varying the rotation
speed depending upon read location.

By using the CAV format, however,
DLD can use more than one pickup at a time.
For example, locating a pickup at each of the
four major compass points around the disc
allows four simultaneous, yet independent,
outputs. Figure 2 illustrates this four pickup
drive, showing the four pick-ups or heads,
each reading a different part of the data on



One of four
pick-ups

Figure 2: Four Pick-up DLD Player

the disc. Each pick-up moves across the
spinning disc to the desired start position,
from which it tracks the spirally recorded
data.

In addition, there are also plans for
automatic disc changers with two
independent players and up to 252 DLDs.
These changers allow easy access to huge
libraries of information.

A variety of support equipment is also
under development for DLD. First, a four
channel MPEG2 video decoder allows use of
the DLD drive as an analog video source.
This makes for an easy introduction of the
DLD into today’s cable system. Once digital
transmission begins, the operator simply
removes this decoder from the headend.

Second, a four channel MPEG2 data
synchronizer/multiplexer provides the steady
data stream needed for reliable, flicker free
video decompression at the set top decoder.
Next, a combined encoding and authoring
station handles preparation of both real time
and non-real time data for recording. Finally,
the WORM recording system writes the data
onto the twelve inch disc.

CABLE SERVICES

Now that we wunderstand the
technologies available, we can apply this
information to the cable system's video
server. What services does the cable
operator plan to offer? Let’s look at each of
these and see which technology fits best.

Near Video on Demand (NVOD)
consists of providing the same movie on
multiple channels with staggered start times.
For example, one two-hour long movie could
start at 8:00 PM on the first channel, 8:30 PM
on the second, 9:00 PM on the third and 9:30
PM on the last. NVOD is ideal for first run
movies because it can handle very large
numbers of purchases using only a few
channels. From our list of technologies, the
four pickup DLD stands out as the best match
for NVOD.

Video on Demand (VOD) provides
individual access to a program. For example,
each subscriber can purchase a particular
movie, starting and pausing that movie
whenever they wish. VOD requires rapid
response to subscriber requests. Also, the
number of programming choices to be
offered to the subscriber has a large impact
on the selection of technoltogy.

Hard drives are a possible approach to
VOD, although relatively expensive when
offering many program choices. A DLD
changer with as many as 252 discs can
provide maximum choice, containing over
1300 giga-bytes of data. Because the DLD
changer contains two players with four heads
each, it can handle multiple accesses to this
library. In addition, data retrieved from the
DLD changer could be buffered in RAM
while a different disc is loaded into one of the
players for use by other subscribers.

High Definition Television (HDTV) can
easily replace standard compressed video on
the cable system. Both NVOD and VOD can
work with these HDTV signals. The only
requirements for the server are the higher bit
rate and the specific digital format used for
HDTV.
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Interactivity can be very different from
the full length feature films mentioned above.
Films are stored sequentially in memory and
require only occasional VCR-like controls to
interrupt the normal flow. On the other hand,
interactivity can involve random access to
very short sequences, such as still frames of
video or even short blocks of text. When
interactivity requires many random accesses,
hard drives are the logical choice. If video
sequences are lengthy, however, DLD may
have some advantages. In either case, the
best approach is to store subscriber inputs in
RAM to avoid disturbing the source data on
hard disk or DLD.

EVALUATION STEPS

The following steps can help to
determine the storage needs for a particular
cable system. Simply answer each of these
questions for your system:

1) Which services will you carry in the
short term? What about the long term plans?
Use these answers to match appropriate
storage technology to each planned service.
Most likely, you will want to phase in the
new services gradually.

2) What is the expected popularity of
each service? Use this answer to help
identify the relative quantities of each storage
type needed.

3) Which technologies can support the
immediate applications without becoming
obsolete when new services are later
introduced? This will ensure that your
system will grow and adapt to your needs.

Provide these answers to potential video
server vendors so they can propose suitable
solutions to your requirements. With your
guidance and feedback, they can provide a
much better system for you.
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CONCLUSIONS

To be ready to face the challenges of the
digital age, cable system engineers must gain
an understanding of many applicable
computer technologies. One such technology
is the storage of large quantities of digital
video and other information. The ideal
storage technologies for any cable system
will depend upon the services offered.
Knowing your applications and the
capabilities of various technologies should
help in equipment selection.
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EDUCATION ON DEMAND

Jerry D. Neal
Pioneer New Media Technologies, Inc.

ABSTRACT

How can cable operators acquire
higher visibility and first hand
community involvement leading to
a more positive image for a cable
system? The answer is detailed in
the following paper which describes
the technology involved in
providing an  “Education On
Demand” service to local school
systems in a cable franchise area.

INTRODUCTION

Education in the classroom has
changed dramatically over the
years and continues to evolve
today. Interactive learning
systems, which have been available
for more than ten years, are gaining
wide-spread acceptance within the
education community. Schools
throughout the country that are
using videodiscs for interactive
educational training is the main
reason this change has taken place.
The advantages of videodiscs
compared to traditional methods of
teaching are overwhelming.  The
only disadvantage is the cost of the
equipment per classroom.

The idea of Education On Demand
overcomes this disadvantage by

removing the individual equipment
from each classroom and installing
the equipment in a remote location
at a cable system's headend or at a
central location at the school. By
installing the equipment remotely,
the amount of equipment can be
decreased and the equipment can
be shared by every classroom.
Specific teaching material and use
of the equipment is then scheduled
in advance. Not only can a single
school - have the wuse of the
equipment in a local cable system,
but an entire school system can
schedule use of the interactive
system.

EDUCATIONAL VIDEODISCS

The videodisc or laserdisc (the
terminology is interchangeable) was
first used in classrooms in the early
1980s. It has proven to be such a
powerful method of teaching and
learning that it has grown in
popularity ever since. To support
this popularity, production of
videodiscs for educational use has
increased from 275 different
videodiscs in 1987 to
approximately 2,800 titles
produced by more than 275
different companies today. In a
relatively short period of time, the
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number of available educational
videodiscs has skyrocketed as
depicted in Figure #1.

tr 1 1 1 1 1 1 1
9 9 9 9 9 9 9 9
g8 8 8 9 9 9 9 9
7 8 9 0 1 2 3 4
Figure #1 - Number of

Educational Videodisc Titles

Educational videodiscs cover
subjects including science and
health (which are the categories
that contain the most titles),
geography, history, art, drivers

training, mathematics, music,
foreign languages, and even
physical education. In addition,
many videodiscs contain

Spanish/English or French/English
audio which is very useful in
bilingual classes.

Videodiscs have many advantages
over the traditional films or
videotapes which are wused in
classrooms. For example, when a
film or videotape is shown, the
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classroom 1is typically darkened and
the instructor sits in the back.
Using a videodisc player connected
to a monitor or television, the room
is not darkened and the instructor
is usually in front of the classroom
controlling = the learning
environ